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This book is dedicated to my parents Annie and Eugene and my sister Veerle who are largely responsible for who I am, to my wife Erika and children Jessica and Gwendolyn who lovingly tolerate the long working days and always show support for what I am doing.

It is also dedicated to my scientific mentors, the late Riccardo Wittek who taught me careful experimentation, critical thinking and molecular virology, Nicolas de Tribolet who launched my interest in brain tumors and provided me with unique early career opportunities, and Webster Cavenee for giving me a great training environment in his laboratory. I also acknowledge the hard work and dedication of all my collaborators, several of them devoted their career to brain tumors and are authors in this book.

Finally, it is dedicated to the many patients and their families who have donated their tissue for experimentation and have helped raise funds to support brain tumor research.
Cancers of the central nervous system are among the most lethal of human neoplasms. They are recalcitrant to even intensive multimodality therapies that include surgery, radiotherapy, and chemotherapy. Moreover, especially in children, the consequences of these therapies can itself be devastating and involve serious cognitive and developmental disorders. It is small wonder that such cancers have come under the intense scrutiny of each of the subspecialties of clinical care and investigation as well as attracting some of the best basic research scientists. Their joint efforts are gradually peeling away the mysteries surrounding the genesis and progression of these tumors and inroads are being steadily made into understanding why they resist therapies.

This makes it an especially opportune time to assemble some of the best investigators in the field to review the “state of the art” in the various arenas that comprise the assault on CNS tumors. The breadth of this effort by the clinical and basic neuro-oncology community is quite simply amazing. To a large extent, it evolves from the knowledge of the human genome and its regulation that has been hard won over the past two decades. This information makes it possible to rapidly identify genes that are likely to play causative roles in the initiation and malignant progression of the disease, to test this candidacy in cells and animals, to use validated targets to design and develop both markers for prognostication as well as therapeutic approaches—of a variety of kinds—aimed directly and specifically at the targets and to use experimental and clinical trials of these to test real hypotheses. While the lethality of these tumors has remained dismal over the past decades, there is finally real reason for optimism as our knowledge base grows exponentially larger.

Most of the major areas of this endeavor are displayed in \textit{CNS Cancer Models, Markers, Prognostic Factors, Targets, and Therapeutic Approaches}. Each of the chapters in the book represents illustrative examples of the road from discovery through translation to clinical importance, although many begin the journey at different parts of this continuum. This includes several chapters on incredibly clever mouse models for deciphering the genetic wiring underlying the development of CNS tumors and how that wiring might be targeted for therapeutic benefit. This is an area of explosive growth and increasing sophistication that was unimaginable even a few years ago. Such
approaches are complemented by other experimental systems including cell and tissue manipulation and transplantation, spontaneous tumor occurrence in other organisms such as dogs and flies. A great deal of attention has been paid in the book to the development of genetic prognostic factors and biomarkers that could be used for assessing individual responses to therapies and so could lead to truly personalized medicine. Other possible prognostic factors/biomarkers that arise from an understanding of CNS tumor pathophysiology are discussed in some detail and include tumor vascularization and hypoxia. Several of the new and rapidly developing methodologies that allow these rapid advances are detailed for the reader as well and include RNA expression profiling, proteomic analyses of both tumors and biological fluids as well as profiling small non-coding RNAs and DNA modification. Finally, several chapters explore aspects of therapeutic targeting employing small molecules and combinations thereof, various sorts of cells, viruses, and immune modulation. In sum, these treatises represent the cutting edge of research that is driven to be of benefit to patients with these dreaded diseases.

The audience that will benefit from the information contained in *CNS Cancer Models, Markers, Prognostic Factors, Targets, and Therapeutic Approaches* includes clinicians, brain tumor scientists, medical residents, postdoctoral researchers, and the informed patient. This is a wonderful compendium of the most timely information from leaders in the battle against CNS tumors and its timeliness fills a niche in a manner that is accessible and contemporary. The authors and especially the editor, Dr. Erwin Van Meir, are to be congratulated for providing this service to the community.

San Diego, CA
Webster K. Cavenee, Ph.D.
Preface

These are exciting times in neuro-oncology. By the time this book is published I will have worked in this field for 20 years, giving me enough perspective to contemplate significant changes during these two decades. In 1989 little was known about brain tumors and the community of researchers was small. Pioneers such as Charles Wilson had the foresight to foster inter-disciplinary approaches to the brain tumor treatment and investigation. Treatment options were limited to surgery, radiotherapy, and a few modestly effective chemotherapeutic agents such as BCNU. Over the ensuing decades, the neuro-oncology field has expanded and traversed a number of “waves”, each of which was expected to yield a rapid cure. The 1980s ushered in research that tapped into the power of the immune system and promised immunotherapies, whether antibody-based or cell-based. When I entered the field there was a strong interest in identifying autocrine growth factors that drive tumor growth and the early groundbreaking genetic studies were being performed. Amplification of the EGFR gene on chromosome 7 in glioblastoma had been identified as an important oncogenic event in 1984. In subsequent years, the application of karyotypic analyses and loss of heterozygosity studies pinpointed the location of tumor suppressor loci on chromosomes 9, 10, and 17. In 1989, the p53 gene was identified as the tumor suppressor lost from chromosome 17 in glioblastoma and other cancers. In 1993 the p16 cell cycle inhibitor was described and in 1997 the PTEN phosphatase was discovered as a critical gene product lost due to genetic alterations on chromosome 10. Genetic discoveries in glioma spearheaded the use of similar technology for the discovery of new signaling pathways in medulloblastoma, meningioma, ependymoma, and other brain tumors.

The 1990s witnessed the advent of cancer gene therapy and anti-angiogenic therapies. The remarkable results obtained in mouse glioma models with retroviral thymidine kinase/ganciclovir gene therapy systems were not reproduced in clinical trials, yet led to new generations of virotherapy through the use of oncolytic viruses. The definition of angiogenic mechanisms and the discovery of endogenous negative regulators of these processes have led directly to clinical applications in which tumoral blood vessels are targeted by anti-angiogenic therapies, a strategy which is bearing fruit with anti-VEGF antibodies.
Subsequent breakthroughs have included the sequencing of the human genome in 2003 and the use of new techniques that permit whole-genome analyses for gene expression and alterations. The impact of these discoveries is in full bloom for glioblastoma multiforme with The Cancer Genome Atlas (TCGA), an unprecedented, NIH-sponsored, effort to identify every possible genetic and epigenetic alteration and gene expression change in 500 glioblastoma specimens. The initial results of the TCGA Research Network as well as an independent effort to sequence all genes in 22 glioblastoma have just been published. These important studies have shown that, not surprisingly, this disease is complex, with up to 60 mutated genes per tumor. Fortunately, these genes can be distilled to a lesser number of pathways that make their study more palatable. Studying 60 genes, and even fewer pathways, is certainly easier than 30,000! We know that with enough effort and research teams focusing on all these new therapeutic targets, we will be able to fully comprehend the biological complexity of the disease and further accelerate the discovery of life-saving medicines. Novel targeted therapeutics and biomarker-based imaging will benefit in the near future from the emergence of nanotechnology.

Independently, the last decade has brought major discoveries on cell lineages in the central nervous system and the differentiation events that take place from stem cells to neurons, astrocytes, and oligodendrocytes. The application of markers identified in normal CNS development to the understanding of tumor heterogeneity gave birth to the “cancer stem cell hypothesis”, a concept that has promoted a rethinking of the basic tenets in oncology and has blended the study of cancer and neuroscience. The speed of discovery summarized above is remarkable and gives no hint of slowing down. Many of these exciting developments are described within this book.

Today the prognosis of malignant brain tumors, such as glioblastoma, is still dismal, but what has changed is that there is real hope for a cure. The research efforts touched upon above and described in much more eloquent fashion by the authors in this book are bearing fruit. New biomarkers and therapeutic targets are being identified. We are seeing successful therapies emerge from the use of antibodies and cytotoxins, signaling pathway-targeted small molecules, anti-angiogenesis strategies, better use of “old-fashioned” alkylating drugs following increased knowledge of DNA repair pathways, and vaccination approaches targeting unique tumor epitopes uncovered by genetic approaches. Further development of novel therapies is advancing at rapid pace and there is an increased need for animal models to evaluate them. A full third of the book is devoted to present a comprehensive selection of the models currently available.

The light at the end of the tunnel is becoming visible. It is encouraging to witness, and exciting to participate in, the dramatic improvements in brain tumor treatment that are being made.

Atlanta, GA
March, 2009
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**Color Plates**

**Color Plate 1**  GFP + and GFP– tumor cells express markers of proliferative glial progenitor cells. Double-immunofluorescence analysis of tumors at 17 dpi with the PDGF-IRESGFP retrovirus shows that GFP (*green*) is expressed in only a subset of tumor cells. However, nestin (A', A''), NG2 (B', B''), PDGFR-α (C', C''), and olig2 (D', D''), each stained red, are expressed in the vast majority of GFP + and GFP– tumor cells. Ki67 proliferation marker is expressed in a significant number of both GFP + and GFP– cells (E', E''). GFAP+/GFP – reactive astrocytes (*red*) are seen scattered throughout the tumor (F', F''). Rare GFAP+/GFP + cells were seen (<3%) (Chapter 1, Fig. 2; see discussion on p.12).

**Color Plate 2**  GFP expression reveals the distribution of retrovirally infected cells (Chapter 1, Fig. 3; see complete caption on p. 15 and discussion on p. 16).

**Color Plate 3**  A. Adult rat glial progenitors infected in vitro with a pNIT-GFP retrovirus (*green*) do not proliferate, migrate, or form tumors when reinjected into subcortical white matter (diagram inset) (Chapter 1, Fig. 4; see complete caption and discussion on p. 18).

**Color Plate 4**  Retroviral virion (A) binds to the target cell via interaction of envelope protein with its receptor (B). The nucleocapsid enters the cytoplasm and RNA genome (F) is converted to double-stranded DNA (C), which is integrated into the genome as a provirus (G) and transcribed (D, H). The proviral transcripts are translated into viral proteins and full-length transcripts serve as the viral genome of the next generation of virus (E) (Chapter 2, Fig. 1; see discussion on p. 32).

**Color Plate 5**  RCAS/tv-a-based somatic cell gene transfer. RCAS vectors are engineered to encode a gene downstream of the *env* gene and will only infect mammalian cells if they express the RCAS receptor TVA (A) (Chapter 2, Fig. 2; see complete caption on p. 35 and discussion on p. 34).
**Color Plate 6**  Glioma formation with the RCAS/tv-a system. (A) Survival curves for mice of different genetic backgrounds infected with RCAS-PDGF demonstrating cooperativity between gain of function oncogenes and loss of tumor suppressors (Chapter 2, Fig. 3; *see* complete caption on p. 37 and discussion on p. 36).

**Color Plate 7**  RCAS/tv-a-mediated medulloblastoma and bioluminescence imaging. (A) MRI scan of human medulloblastoma. (B) MRI scan of RCAS–SHH-induced medulloblastoma (courtesy of Jason Koutcher MSKCC) with (C) H&E-stained whole mount. (D) Normal adult cerebellum. (E) Cluster of cells trapped in the region of the external granule cell layer by SHH autocrine signaling showing proliferation by Ki67 staining (F). Medulloblastoma bearing mouse in a gli-luciferase reporter background (G). Brain removed from mouse showing light production arising from the medulloblastoma (H) shown on whole mount (I) (Chapter 2, Fig. 4; *see* discussion on p. 39).

**Color Plate 8**  Histologic features of human pilocytic astrocytomas. (A) Biphasic pattern of regions with more compact cellularity alternating with regions with more loosely structured architecture (Chapter 3, Fig. 1; *see* complete caption and discussion on p. 46).

**Color Plate 9**  *Nf1 +/−GFAP* CKO mice develop optic gliomas similar to those observed in children with neurofibromatosis-1 (Chapter 3, Fig. 3; *see* complete caption and discussion on p. 51).

**Color Plate 10**  General principle of classical ES transgenesis. DNA Vector carrying gene of interest is transfected into cultured mouse ES cells. In our case we used a retrovirus carrying the $^{V12}$Ha-Ras gene under the control of the astrocyte-specific human GFAP promoter and a neomycin selection marker expression cassette. Selection of ES cells with the transgene of interest is first accomplished by selecting for neomycin-resistant clones. Thereafter NeoR ES clones are tested for their ability to express the transgene by in vitro differentiation to astrocytes. This process confirms activation of the GFAP promoter expression and specificity. Positive ES cells undergo aggregations and are transferred to a pseudo-pregnant female mouse to create chimeric embryos (striped mouse in picture). The chimeric mice are bred to normal mice and those mice having incorporated the transgene in their germ-line will generate transgenic offspring (Chapter 4, Fig. 1; *see* discussion on p. 63).

**Color Plate 11**  RasB8-pathological/molecular progression. A. RasB8 GEM-Pathological progression. The hGFAP-regulated transgene is expressed as early as E13.5 where the mice are similar to
normal littermates. For the first few weeks there are no astrocytomas, but diffuse astroglial hyperplasia. At 3–4 weeks LGA appear with p53 mutations, as demonstrated by microdissection. At 12 weeks and beyond one sees HGA with infiltrative and necrotic tumors. **B. RasB8-Molecular progression.** Astrocytes isolated at 1 week are not transformed, in contrast, astrocytoma cells from the HGA after 12 weeks show genetic alterations which are known to be associated with human GBMs: loss of p16, p19, PTEN, and overexpression of EGFR (Chapter 4, Fig. 3; see discussion on p. 66).

**Color Plate 12**
Inducible GEM astrocytomas. T mice developed diffuse astrocytomas, WHO grade II (**A**). Tumors were immunoreactive for GFAP (**B**). TR mice developed anaplastic astrocytomas, WHO grade III (**C**), characterized by numerous mitoses (**arrowheads**). TRP⁺/⁻ (not shown) and TRP⁻/⁻ mice (**D**) developed glioblastomas, WHO grade IV, characterized by numerous mitoses (**arrowhead**) and areas of pseudopalisading necrosis (**arrow**) (Chapter 7, Fig. 5; see discussion on p. 129).

**Color Plate 13**
Generation and characterization of cell lines derived from conditional GEM models of astrocytomas (Chapter 7, Fig. 10; see complete caption on p. 139 and discussion on p. 137).

**Color Plate 14**
Comparing the intracranial invasiveness of GBM cell lines propagated as monolayer cultures in serum-supplemented media (upper panels) vs. propagation as neurospheres in EGF + FGF supplemented media (lower panels). Upper panels show a well-circumscribed intracranial tumor established from U-87 MG monolayer culture (image shown to the right is an enlargement of the area indicated by the black rectangle in left panel). Note the well-delineated plane of separation between U-87 MG tumor and surrounding normal brain (upper right panel). In contrast, intracranial tumors established from GS2 cells propagated as a neurosphere culture (bottom panels) show diffuse infiltration, as highlighted by the enlargement image shown in the lower right section of the figure (Chapter 8, Fig. 1; see discussion on p. 151).

**Color Plate 15**
Approaches to establishing orthotopic brain tumor xenografts. Following the midline incision and separation of the skin covering the skull (panel **A**: pen mark shows location for injection of cells, approximately 2.5–3 mm right from the bregma and just behind the coronal suture), tumor cells can either be injected “freehand” (panel **B**), or by use of a small animal stereotactic frame (panel **C**), which provides increased stability and control of injection depth. The opening in the skull for injection can be created either with a small drill or by
simply pricking the skull with a 25 gauge needle. For the freehand method, injection depth is limited by a pipette tip (shown) or rubber sleeve covering all but the exposed end of the needle. Once the hole has been created, tumor cells are injected 3 mm below the outer table of the skull for routine supratentorial tumor establishment. Following injection, the separated skin is closed by use of clip (panel D) that eventually dislodges as the skin closes (heals). Especially when injecting large series of mice (>50), we recommend the freehand method as it increases throughput 3–4× relative to use of the stereotactic frame. For example, as many as 50 mice can be injected in an hour when two investigators are working in tandem (i.e., one investigator exposing the skull and the other performing the injection), whereas 12–16 mice per hour is an achievable rate when using a stereotactic frame (Chapter 8, Fig. 3; see discussion on p. 153).

Color Plate 16 Histopathologic features of the C6, 9L, RG2, F98, CNS-1, and BT4C brain tumors. A (Chapter 10, Fig. 1; see complete caption on p. 187 and discussion on p. 186).

Color Plate 17 Histopathology: Comparison between high-grade human gliomas and the murine GL261 glioma (Chapter 12, Fig. 2; see complete caption on p. 233 and discussion on p. 231).

Color Plate 18 Homozygous and heterozygous losses and amplifications are better defined by aCGH than by conventional CGH (Chapter 17, Fig. 3; see complete caption on p. 382 and discussion on p. 379).

Color Plate 19 Identification of genetic subgroups in GBM. (A) The classification tree shows three sub groups (Chapter 17, Fig. 5; see complete caption on p. 383 and discussion on p. 379).

Color Plate 20 Map showing frequency of copy number aberrations in grade 4 (A) and grade 3 (B) astrocytoma. The ordinate marks the frequency of gain (positive) and loss (negative). The abscissa shows the genome in 1p to Yq direction (Chapter 17, Fig. 6; see discussion on p. 379).

Color Plate 21 Markers of survival in GBM. In an age-matched comparison of GBM patients with poor (>2 yr) survival and better (<2 yr) survival, frequent 7 gain, 10 loss, and 19 gain were found in those with poor survival. Global gene expression profiles of the same tumors separated the poor and better survivors into almost identical groups (Nigro et al., 2005) (Chapter 17, Fig. 7; see discussion on p. 379).

Color Plate 22 After undergoing surgery followed by radiation and chemotherapy, young patients with GBM do better than older patients (Chapter 17, Fig. 8; see complete caption on p. 386 and discussion on p. 379).
**Color Plate 23** Supervised analysis to identify genetic differences between grade 3 and grade 4 astrocytomas (Chapter 17, Fig. 9; see complete caption on p. 387 and discussion on p. 384).

**Color Plate 24** Three major affected pathways (a, b, c) in grade 4 astrocytoma that showed DNA copy number changes, mutation, and amplification of their member genes. More pathways are expected to be added to this list. (TCGA, 2008) (Chapter 17, Fig. 11; see discussion on p. 389).

**Color Plate 25** “Driver” and “passenger” mutations in the cancer genome (Chapter 18, Fig. 1; see discussion on p. 396).

**Color Plate 26** Overview of the GISTIC. After identifying the locations and magnitudes of chromosomal aberrations in multiple tumors (left), GISTIC scores each genomic marker with a G-score that is proportional to the total magnitude of aberrations at each location. By permuting the locations in each tumor, GISTIC determines the frequency with which a given score would be attained if the events were due to chance and randomly distributed (center). A significance threshold (green line) is determined such that significant scores are unlikely to occur by chance alone and alterations are considered significant if they occur in regions that surpass this threshold (right) (Chapter 18, Fig. 3; see discussion on p. 398).

**Color Plate 27** Application of GISTIC to glioma. (A) Amplifications (red) and deletions (blue), determined by segmentation analysis of normalized signal intensities from 100 K SNP arrays are displayed across the genome (chromosome positions indicated along the y-axis) for 141 gliomas (x-axis, diagnosis is displayed on top). (B) GISTIC analysis with statistical significance of the aberrations displayed as FDR q-values to account for multiple hypothesis testing. Centromere positions are indicated for each chromosome by a dotted line. The locations of the peak regions and the known cancer-related genes within those peaks are indicated to the right of each panel (Chapter 18, Fig. 4; see discussion on p. 402).

**Color Plate 28** GISTIC identifies cancer-specific patterns of gene copy-number alterations. (Chapter 18, Fig. 5; see complete caption on p. 407 and discussion on p. 405).

**Color Plate 29** Primary GBM cells endogenously expressed HCMV IE1. Primary glioma-derived cultures were processed for IE1 immunofluorescence using MAB810 (Chemicon) and Alexa 488-labeled secondary antibody. Nuclei were counterstained using DAPI. Panel A shows nuclear localization of endogenous IE1 in one GBM culture; panels C and D illustrate IE1 perinuclear staining in a different GBM
primary culture (Chapter 19, Fig. 1; see complete caption and discussion on p. 424).

Color Plate 30  Co-localization of PDGFRα and IE1 in primary human GBM samples. GBM primary cultures and tissues were examined for the presence of IE1 and PDGFRα using double immunofluorescence. Panels A and D represent immunofluorescence detection of PDGFRα in primary cultures, panels B and E show IE1 detection in the same cells. Panels C and F show examples of cells double positive for HCMV IE1 and PDGFRα (superimposed single-staining photographs). Control stained sections were negative for both antigens (G, H, I). J, K, L. HMCV treatment induces recruitment of the αvβ3 integrin to focal adhesions in a PDGFRα-dependent manner (Chapter 19, Fig. 3; see complete caption and discussion on p. 431).

Color Plate 31  Adult human normal NPCs can be grown as neurospheres and are permissive to HCMV infection (Chapter 19, Fig. 4; see complete caption on p. 432 and discussion on p. 431).

Color Plate 32  Pathologic features of glioblastoma (Chapter 22, Fig. 2; see complete caption on p. 510 and discussion on p. 509).

Color Plate 33  Potential mechanism of pseudopalisade formation (Chapter 22, Fig. 3; see complete caption on p. 511 and discussion on p. 510).

Color Plate 34  Fluorescence in situ hybridization (FISH) analysis of EGFR gene status and IHC analysis of EGFR and TF protein in human GBM and AA specimens (Chapter 22, Fig. 5; see complete caption on p. 519 and discussion on p. 517).

Color Plate 35  Gene expression profiling in brain tumors. Tumor-specific, such as tumor imaging and histopathology, as well as patient-specific information, such as age and sex, is used to provide prognostic information. Tissue obtained at diagnosis, either from biopsy or from surgical resection, is utilized to develop a complex profile of gene expression in the tumor. Labeled (typically fluorescently) target samples are made from total RNA that is enzymatically processed into complementary DNA (or RNA) and represent relative messenger RNA (mRNA) abundance within the tumor for all expressed genes. This is hybridized to filter-, glass slide-, or silicon chip-based arrays of cDNA or oligonucleotide probes and the signals are measured and normalized. Clustering provides a means to identify sets of genes with similar expression and group tumors based on these clusters (unsupervised), thus identifying unique molecular signatures or group genes based on known characteristics of the tumors (supervised). Gene signatures identified may have prognostic
significance. Tumors that appear similar on imaging and histologic examination may be shown to exhibit differing molecular profiles and therefore different clinical outcomes using microarray technologies (Chapter 23, Fig. 1; see discussion on p. 530).

**Color Plate 36**

A mesenchymal molecular signature in GBM is prognostic for poor survival. (A) Identification of distinct molecular subtypes of malignant gliomas from gene expression profiling consisting of proneural, mesenchymal, and proliferative phenotypes (Phillips et al. 2006). Genes with high expression are shown in red, while those with low expression are shown in green. The proneural, mesenchymal, and proliferative subtypes demonstrate statistically significant associations with patient outcome in both grade III and IV glioma (B) and in an independent data set consisting only of grade IV GBM with necrosis (C). Adapted with permission from Elsevier Limited (Chapter 23, Fig. 2; see discussion on p. 539).

**Color Plate 37**

Summary of the protein separation and the MS-based protein identification (Chapter 24, Fig. 1; see complete caption on p. 563 and discussion on p. 561).

**Color Plate 38**

Detection of IGFBP2 expression in a glioma TMA. GBM, glioblastoma; AA, anaplastic astrocytoma; LGA, low grade astrocytoma; AO, anaplastic oligodendroglioma; O, oligodendrogliaoma; MOA, mixed oligoastrocytoma; AMOA, anaplastic mixed oligoastrocytoma; GS, gliosarcoma; NB, normal brain; CL, cell lines (Chapter 24, Fig. 2; see discussion on p. 563).

**Color Plate 39**

Protein arrays. Antibody array (forward-phase protein array) is formatted by printing the selective antibodies on a slide, while the reverse-phase protein array is printed with the cellular lysate extracted from tissue, cerebral spinal fluid, or cell lines (Chapter 24, Fig. 3; see complete caption and discussion on p. 565).

**Color Plate 40**

Glioma protein lysate array. Protein was isolated from frozen glioma tissues and adjusted to 20 mg/mL with lysis buffer tissue. The serially diluted protein lysates were printed on PVDF-coated glass slides in triplicate using a robotic spotter (G3, Genomics Solutions). Detection was conducted with a DakoCytomation-catalyzed signal amplification system kit. Individual glass slide can be hybridized with antibodies against β-actin, pThr308 AKT, pSer473 AKT, total AKT, or other proteins; β-actin served as a positive control. The hybridized slides were scanned at
an optical resolution of 1200 dpi and saved as uncompressed TIFF files (Chapter 24, Fig. 4; see discussion on p. 567).

**Color Plate 41** Magnetic resonance imaging enables to noninvasively visualize whole brain structures and CSF at high resolution and sharp contrast (Chapter 25, Fig. 1; see complete caption on p. 581 and discussion on p. 579).

**Color Plate 42** Blood–brain barrier and blood–CSF barrier. A. Simplified structure of normal blood vessel not present in the brain. In normal blood vessels, the endothelial cells (shown in pink) are surrounded by mural cells such as pericytes and smooth muscle cells. B. Blood–brain barrier: In normal brain, the endothelial cells of the capillaries contain tight junctions creating a strong barrier that prevents diffusion of hydrophilic substances from CNS capillaries into the surrounding tissues and vice versa. However, necessary nutrients and metabolites such as glucose are transported with the aid of specific transport mechanisms. C. Blood–CSF barrier: In the choroid plexus, the blood–brain barrier is absent as the capillary endothelial cells here are fenestrated. This allows substances to pass freely from the bloodstream into the brain tissue and also in the opposite direction. However, here, tight junctions are present in the overlying ependyma (choroid plexus epithelium), thus creating a two-way barrier between brain tissue and ventricular CSF (Chapter 25, Fig. 2; see discussion on p. 582).

**Color Plate 43** A. Schematic illustration of the flow of CSF in the brain and the different cellular structures that create the blood–CSF barrier. This representation is not intended to be entirely anatomically correct and does not show many ultrastructural details. Incoming arterial blood flow from the heart connects to the choroid plexus, a cauliflower-shaped organ where blood is “filtered” through a double cellular layer, endothelial cells lining the arterial capillary and the choroid plexus epithelial cells that are connected through tight junctions. This constitutes the first component of the blood–CSF barrier. Note that the endothelial cells in the choroid plexus are not connected by tight junctions (Chapter 25, Fig. 3; see complete caption on p. 587 and discussion on p. 585).

**Color Plate 44** Potential biomarker panels differentiate between astrocytoma grades using CSF. A. Panel of 32 proteins that can be used to differentiate between AII–IV patients, nontumoral controls, and other forms of brain tumors. Black = no expression, yellow = low expression, orange = moderate expression, and red = high expression level as determined from ImageMaster.
analysis of 2-DE gels. C = Biomarker class; white = control specific, light blue = AII, green = AIII, and pink = AIV biomarker. B. Restricted panel containing top 13 proteins from panel A. White = control, light blue = AII, green = AIII, and purple = AIV biomarkers. Vertical axis represents relative level (0–4) of each protein as estimated from 2-DE (Reproduced from Khwaja et al. Journal of Proteome Research 2007.) (Chapter 25, Fig. 6; see discussion on p. 596).

**Color Plate 45** Possible future applications of CSF biomarkers. Protein markers found in the CSF through a spinal tap could be used individually or in combination in a biomarker panel to diagnose CNS malignancies. A protein or an antibody array developed using identified biomarkers would allow for personalized medicine based on the unique limited protein profile. These markers could also allow for early detection of original, residual, or recurrent disease in a minimally invasive procedure compared to biopsy or surgery (Chapter 25, Fig. 7; see complete caption on p. 597 and discussion on p. 596).

**Color Plate 46** Role of DNA methylation and histone modifications at promoter CpG islands in normal cells and cancer. In normal cells, most promoter CpG islands do not exhibit DNA methylation. Thus the expression status of CpG island-containing genes is primarily determined by the presence or absence of transcription factors and by histone modifications around the promoters of such genes. (A) In general, transcriptionally active CpG island loci exhibit unmethylated DNA and high levels of histone H3 lysine 9 acetylation, which are accompanied by an open chromatin configuration. (B) Transcriptionally silent genes, however, are marked by histone H3 lysine 27 trimethylation, a modification catalyzed by EZH2 (enhancer of zeste 2), a member of the Polycomb repressor complex 2 (PRC2). Following H3 lysine 27 trimethylation, these promoters can be bound by members of the Polycomb repressor complex 1 (PRC1), which blocks transcription initiation by RNA polymerase II. This is also a mechanism of abnormal gene silencing in cancer, in the absence of aberrant DNA methylation. (C) In cancer, a large number of CpG islands are hypermethylated at their DNA, which generally correlates with transcriptional repression of the associated genes. These CpG islands generally exhibit a closed chromatin configuration, marked by histone H3 lysine 9 methylation, loss of acetylation, nucleosome occupancy around the transcription start site and various types of methyl-binding
domain proteins. Altogether, these modifications render the chromatin non-permissive for transcription initiation (Chapter 26, Fig. 1; see discussion on p. 619).

**Color Plate 47** HIF1 recruits bone marrow-derived cells (BMDC) to orthotopic glioblastomas (GBM) (Chapter 31, Fig. 1; see complete caption on p. 754 and discussion on p. 752).

**Color Plate 48** Congruence of region of contrast enhancement and region of highest relative cerebral blood volume (rCBV), suggesting that contrast-enhancing region is the most aggressive portion of tumor, in a 37-year-old man with biopsy-proved World Health Organization grade III astrocytoma. (a) Axial contrast-enhanced T1-weighted image shows inhomogeneously enhancing mass in the right frontal lobe. Contrast enhancement is confined to the central portion of the mass. (b) rCBV map in which regions of high rCBV are depicted in red and yellow shows that the region of highest rCBV corresponds to the contrast-enhancing region shown in a. (Reprinted, with permission, from Provenzale et al. 2006) (Chapter 33, Fig. 2; see discussion on p. 793).

**Color Plate 49** Elevation of rCBV despite the absence of contrast enhancement (i.e., no evidence of elevated permeability) in a 44-year-old woman with World Health Organization grade III astrocytoma. (a) Axial T2-weighted MR image shows hyperintense region (arrow) consistent with a neoplasm in the left frontal lobe. (b) Axial contrast-enhanced T1-weighted MR image does not show any regions of contrast enhancement. On the basis of the T2-weighted image and the contrast-enhanced T1-weighted image, one might have assumed that the lesion is a low-grade neoplasm with no areas of elevated rCBV. (c) rCBV map in which red and yellow colors indicate areas of elevated rCBV shows a region of high rCBV area (arrow) corresponding to the region of hyperintense abnormality on the T2-weighted image. At biopsy, this region was shown to represent high-grade glioma (Reprinted, with permission, from Wong et al. 2000) (Chapter 33, Fig. 3; see discussion on p. 793).

**Color Plate 50** Lack of correlation of all regions of elevated permeability with elevated rCBV in a 51-year-old man with biopsy-proven glioblastoma multiforme. (a) Axial contrast-enhanced T1-weighted image shows large enhancing mass in the left temporal lobe. (b) Color-coded relative permeability map obtained using dynamic contrast-enhanced imaging superimposed on the image shown in (a). The color-coded map shows pixels having one of the three different colors. Left hemisphere regions that have peak signal intensity
values in the range of 3–5 standard deviations (SD) above mean signal intensity in the normal right hemisphere are depicted in blue. The pixels that are in the range of 5–7 SD above baseline are shown in yellow color and the red pixels are those in which the increased signal intensity is greater than 7 SD above baseline. Thus, a large area of the tumor has pixels in the highest range of permeability values. (c) Axial rCBV map derived from T2*-weighted dynamic susceptibility imaging sequence shows that regions of elevated rCBV (seen in red and yellow color) are essentially confined to medial and anterior aspects of the tumor. (d) Superimposition of rCBV map shown in c on permeability map shown in b depicts the fact that large portions of the contrast-enhancing regions showing marked permeability in (a) and (b) do not have elevated rCBV values (arrows). (Reprinted, with permission, from Provenzale et al. 2006b) (Chapter 33, Fig. 4; see discussion on p. 793).

Color Plate 51
A 62-year-old man with glioblastoma multiforme. Illustration of changes in contrast material leakage (a reflection of degree of blood–brain barrier disruption) after administration of an antiangiogenesis agent. This case is an example of the fact that decreases in permeability after angiogenesis therapy may be greater than changes in tumor size. (a) Axial contrast-enhanced T1-weighted image prior to therapy shows large contrast-enhancing left temporal lobe tumor. (b) Color-coded map derived from dynamic contrast-enhanced imaging sequence before therapy (performed during the same MR examination as in a) shows relative degrees of permeability in each pixel. Pixels having signal intensity that are 120–149% of normal tissue are shown in blue, those with signal intensity of 140–159% of normal tissue are shown in green, and those having signal intensity ≥160% of normal tissue are in red. The majority of pixels are in the >160% category, consistent with marked leakage of contrast material throughout the tumor and indicating widespread disruption of the blood–brain barrier. (c) Repeat imaging was performed 30 days after beginning therapy with antiangiogenesis therapy. Axial contrast-enhanced T1-weighted image shows mild decrease in size of contrast-enhancing mass. (d) Color-coded map derived from dynamic contrast-enhanced imaging data on imaging at 30 days after beginning therapy (during same MR examination as c) shows marked decrease in number of pixels associated with the highest degree of permeability (i.e., green and red pixels). Reprinted, with
Permission, from Provenzale (2007) (Chapter 33, Fig. 5; see discussion on p. 798).

Color Plate 52 Dark-field mRNA expression of CXCR4 (upper left) and CXCL12 (upper right) and bright-field (H&E) picture (lower panels) of adjacent brain sections from 7-day-old mouse brain by in situ hybridization (sagittal view). (Chapter 34, Fig. 3; see complete caption and discussion on p. 819).

Color Plate 53 Complex regulation of angiogenesis by CXCR4/CXCL12 via VEGF-dependent manner (Chapter 34, Fig. 4; see complete caption and discussion on p. 824).

Color Plate 54 Simplified scheme of EphA2, IL-13Rα2 and also fos-related antigen 1 (Fra-1) regulation of expression and role in GBM progression. Mitogenic/oncogenic/growth-promoting factors, such as EGF, LIF, OSM, FGF-2, and HGF, are all highly upregulated in GBM. They all activate c-Fos transiently, but they appear to stimulate Fra-1 stably and in a sustained manner (Debinski and Gibo 2005). EGFRvIII is a receptor that is constitutively activated in GBM. EphA2, Fra-1, and IL-13Rα2 belong to a selected group of factors that are its gene targets. EphA2, Fra-1, and IL-13Rα2 collectively contribute to tumor neovascularure, tumor cell migration and invasiveness, and thus tumor progression (Chapter 35, Fig. 2; see discussion on p. 851).

Color Plate 55 Eph receptors and ephrin ligands. Each color represents a functionally or structurally distinct domain or motif. EphrinA ligands exist as GPI-anchored or soluble proteins, while ephrinB ligands are transmembrane proteins with a cytoplasmic domain. Tyrosine phosphorylation sites within Eph receptor are denoted by “P.” SAM, sterile alpha motif (Chapter 35, Fig. 3; see discussion on p. 854).

Color Plate 56 EphA2 staining in GBM cells. Glioblastoma cell lines (U-251 MG, DBTRG-MG, G48a) were grown on sterile glass slides and fixed in acetone for 2 min at –20°C, washed in PBS, and either used immediately or stored at –80°C. Slides were blocked for 1 h in 10% normal goat serum (NGS) at RT. Primary EphA2 monoclonal antibody B208 (1:200; MedImmune) was diluted in 1.5× NGS and incubated overnight at 4°C. Slides were incubated with secondary antibody for 45 min at RT. The secondary antibody was a goat antimouse IgG Oregon Green (1:200) (Molecular Probes, Eugene, OR). Control slides without primary antibody were also used as negative controls for nonspecific binding of the secondary antibody. Confocal microscopy analysis of samples stained with monoclonal EphA2 antibody was performed using a Zeiss LSM 510
Laser Scanning Confocal Microscope with a 63× lens. Photomicrographs were taken with a 40× magnification objective lens in all cases with a Retiga EXi digital camera. Images were processed with Jasc Paint Shop Pro v6.0 (Chapter 35, Fig. 4; see discussion on p. 855).

**Color Plate 57**
HGF/c-Met deregulation and oncogenic effects (Chapter 39, Fig. 3; see discussion on p. 937).

**Color Plate 58**
Therapeutic targeting strategies of HGF/c-Met (Chapter 39, Fig. 4; see discussion on p. 943).

**Color Plate 59**
Oncogenic signaling networks in glioblastoma (Chapter 40, Fig. 1; see complete caption on p. 955 and discussion on p. 954).

**Color Plate 60**
Bench-to-bedside strategy for personalized therapeutic treatment of glioblastoma patients (Chapter 40, Fig. 4; see complete caption on p. 969 and discussion on p. 968).

**Color Plate 61**
HSV-1 productive infection. HSV-1 cell attachment and entry, gene expression, DNA replication, assembly, and release are shown (Chapter 46, Fig. 3; see discussion on p. 1108).

**Color Plate 62**
Diagram of DNA DSB production by IR and inhibition of NHEJ DNA repair pathway by ICP0 through degradation of DNA-PKcs. IR, ionizing radiation; DSB, double-strand break; NHEJ, non-homologous end joining (Chapter 46, Fig. 4; see discussion on p. 1118).

**Color Plate 63**
Strategies used to target Ad replication specifically to tumor cells. (A) Targeting Ad replication to tumor cells by viral gene mutation. Specific mutations within the Ad E1A, E1B, or viral-associated RNA-coding sequences that abrogate protein function have been shown to result in the selective replication of the mutant Ad in tumor cells that contain dysfunctional pRb, p53, or Ras pathways, respectively (Chapter 47, Fig. 2; see complete caption on p. 1142 and discussion on p. 1140).
Part I
Animal Models for Central Nervous Tumors
Chapter 1
Modeling Gliomas Using PDGF-Expressing Retroviruses

Marcela Assanah, Kim A. Lopez, Jeffrey N. Bruce, and Peter Canoll

Abstract Despite decades of research, very modest advancements have been made in terms of improving outcomes in patients with gliomas. This highlights the need for preclinical animal models that more closely recapitulate the histopathology, molecular and cellular biology, and genetic heterogeneity of the human disease. Retroviral glioma models, particularly those driven by platelet-derived growth factor (PDGF), combine several of the desirable features of other model systems (i.e., xenografts and transgenic mice) yet avoid their limitations. They have proven to be powerful tools to address questions regarding cell of origin, genetic lesions necessary for tumor formation, tumor cell interactions with the brain’s microenvironment, and testing of experimental therapeutic modalities. In this chapter, we compare and contrast the existing PDGF retrovirus models with other systems and discuss what lessons and insights these models have provided so far to the extremely challenging field of glioma research.
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1.1 The Utility of Animal Glioma Models

Diffusely infiltrating gliomas, which include glioblastomas, astrocytomas, and oligodendrogliomas, are the most common type of primary brain tumors. Although gliomas are relatively rare (accounting for approximately 2% of all human tumors), they are notoriously aggressive and difficult to treat. Most patients with glioblastoma multiforme (GBM; the most common and most malignant form of glioma) die within 14 months of diagnosis. For several decades now, gliomas have been a major focus of both basic and clinical neuro-oncology research. While significant progress has been made, many important questions remain unanswered and improvements in the survival of glioma patients, particularly those with GBMs, have been modest. One area of research that has recently seen considerable advancement is the generation of new small-animal models that more accurately recapitulate the genetic and histological features of gliomas. These models are proving to be powerful tools to address basic biological and translational questions (see Chapters 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, and 13).

Molecular and genetic analyses of human gliomas have identified a large (and growing) number of genetic alterations that may be responsible for gliomagenesis. However, the question of how these various alterations contribute to glioma growth and progression cannot be addressed solely through the study of human tumor tissue. Using animal models, one can directly test the tumorigenic effects of specific genetic alterations, both alone and in combination. The effects of certain types of genetic alterations may be cell-type specific; therefore experimental models that allow one to target discrete populations of cells provide a means to test the effect of genetic lesions in a cell-type-specific manner and to characterize the tumorigenic potential of defined cell populations in the neonatal and adult brain. Also, animal models that recapitulate the human pathology can be used to study aspects of glioma biology that involve interactions between tumor cells and their environment such as brain invasion, angiogenesis, and progenitor cell recruitment. Finally, animal models are essential tools to evaluate new treatments preclinically. In this chapter we will discuss the advantages of the retroviral glioma models, comparing them to other commonly used animal models of glioma (see Table 1.1). We will focus on the use of retroviruses that express platelet-derived growth factor (PDGF), which have proven to be robust experimental tools to study gliomagenesis. We will discuss in detail the theoretical underpinnings of PDGF-driven models and the biological and clinical questions that these models have addressed.

1.2 Comparing Retroviral Glioma Models to Other Model Systems

There is no “best” model to study brain tumors. The different models have advantages that make them well suited to address certain questions and disadvantages that make them less appropriate to address others. Below we discuss
1.2.1 Transplantation of Glioma Cell-Lines

Historically, the most widely used brain tumor models have been generated through the transplantation of established glioma cell lines, either human cell lines generated from surgical specimens (Chapter 8) or rodent lines generated from chemical mutagen-induced brain tumors (Barth 1998) (Chapters 10, 11, and 12). These models allow for the manipulation of cells prior to implantation and provide control over tumor development (varying the number of cells will increase or decrease survival time, for example). Tumor formation is highly consistent and reproducible, with virtually 100% of the animals forming tumors within a relatively narrow time window. Also, the exact time and location of tumor initiation is experimentally determined which allows one to

<table>
<thead>
<tr>
<th>Model</th>
<th>Genetic lesions</th>
<th>Control of tumor initiation</th>
<th>Cell of origin</th>
<th>Pathology</th>
<th>Rate and frequency of tumor formation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transplantation of glioma cell lines</td>
<td>Undefined</td>
<td>Can initiate tumor at specific place and time</td>
<td>Unknown</td>
<td>Does not resemble human gliomas</td>
<td>Rapid and consistent</td>
</tr>
<tr>
<td>Transplantation of primary glioma cells or cancer stem cells</td>
<td>Undefined</td>
<td>Can initiate tumor at specific place and time</td>
<td>Unknown</td>
<td>Recapitulates some aspects of human gliomas</td>
<td>Variable</td>
</tr>
<tr>
<td>Transgenic models</td>
<td>Well defined</td>
<td>Cannot control when and where tumor forms</td>
<td>Target cells on basis of specific promoters</td>
<td>Closely resembles human tumors</td>
<td>Variable</td>
</tr>
<tr>
<td>Retroviral models</td>
<td>Well defined</td>
<td>Can initiate tumor at specific place and time</td>
<td>Target specific cells at specific time and place</td>
<td>Closely resembles human tumors</td>
<td>Rapid and consistent</td>
</tr>
</tbody>
</table>

some of the advantages and disadvantages of the different types of animal models, focusing our discussion on the many advantages offered by the retroviral approach. An in-depth discussion of the other models can be found in the succeeding chapters.
monitor tumor growth and start treatments at well-controlled time points. However, the histologic features of the tumors do not resemble that of human gliomas. In particular, in most instances the tumor cells do not diffusely infiltrate the brain, and when they do it is only over short distances. Invasion into surrounding brain tissue is limited to migration along the abluminal surface of host blood vessels (Farin et al. 2006, Nagano et al. 1993, Zagzag et al. 2000). Furthermore, tumor cells can contain numerous genetic lesions (including unidentified lesions), making it difficult to determine the contributions of each genetic lesion to the process of tumor formation. New genomic technologies should allow us to more fully characterize the genetic alterations in a given cell line but, even in that case, in vitro culture conditions may select for genetically distinct subpopulations after several passages (Giannini et al. 2005). Therefore, the genetic alterations of these cell lines may not resemble those of the tumors from which they were derived. Despite these limitations, these lines provide a convenient and reproducible model system and for this reason continue to be used extensively in the preclinical testing of new therapies.

1.2.2 Transplantation of Primary Glioma Cells or Cancer Stem Cells

More recent studies have used the transplantation of freshly isolated glioma cells that are serially passaged in nude mice (Giannini et al. 2005) or the so-called cancer stem cells that have been isolated from human glioma specimens (Lee et al. 2006, Singh et al. 2003). The major interest in these models comes from the idea that these tumors contain specific populations of bona fide glioma cells that represent highly relevant therapeutic targets. Also, these primary xenograft tumors recapitulate certain aspects of the pathology of human gliomas. They are highly infiltrative and a subset shows the robust vascular proliferation that is characteristic of GBMs (Bao et al. 2006, Giannini et al. 2005, Ogden et al. 2008) (see Chapters 21 and 22). They also maintain the amplification of the $EGFR$ gene, a characteristic of human tumors which is lost in culture. However, the cell of origin and the genetic alterations that initiate tumor formation are undefined and will likely vary from one surgical specimen to the next. Furthermore, models using human cells must be performed in immunodeficient rodents and thus the immunological interactions between tumor and host are not recapitulated.

1.2.3 Glioma Models Using Genetically Engineered Mice (GEM)

Transgenic mice carrying germ line mutations have proven to be a powerful approach to dissect the role of specific molecular pathways in gliomagenesis.
A significant and ever-expanding number of transgenic mice have been engineered to carry a variety of genetic alterations, alone and in combinations, and these mice have been used to study the spontaneous formation of brain tumors. These transgenic models have included either conditional expression of onco-genes (such as mutant RAS or mutant forms of SV40 large T antigen) or conditional inactivation of tumor suppressor genes (such as \(p53\), \(PTEN\), \(NFI\), and \(INK4a\)) (Bachoo et al. 2002, Bouvier et al. 2003, Ding et al. 2001, Farin et al. 2006, Gil-Perotin et al. 2006, Kwon et al. 2008, Zhu et al. 2005) (see Chapters 3, 4, 5, and 6). Interestingly, several studies have shown that single genetic lesions involving these tumor suppressors are not sufficient to induce glioma formation but will cooperate with other genetic lesions to facilitate gliomagenesis. Together, these transgenic models suggest that multiple genetic lesions cooperate in the initiation and progression of gliomas and that the histological type and grade of the tumors depends, at least in part, on the assortment of genetic lesions that a cell accumulates.

Several transgenic mouse models have used the cre-lox system to achieve cell-type-specific deletion of tumor suppressor genes. The bacterial cre recombinase recognizes a specific sequence of DNA referred to as a \(loxP\) site and will selectively excise a segment of DNA that is flanked by two \(loxP\) sites (referred to as a floxed sequence). There are a large variety of transgenic mice carrying floxed genes, including mice with floxed tumor suppressor genes such as \(PTEN^{floxllox}\) and \(p53^{floxllox}\). In the absence of cre, the \(loxP\) sites are genetically silent and the floxed mice have a normal phenotype. However, when the transgenic mice carrying the floxed gene(s) are crossed with mice that express cre off of a cell-type-specific promoter, the floxed gene is genetically deleted in a cell-type-specific manner as well. Recent studies have used mice driving cre expression off of the promoter of the genes encoding glial fibrillary acidic protein (GFAP) or nestin to selectively delete tumor suppressor genes in specific cell populations in the brain. However, it is important to note that both of these promoters drive expression in embryonic neural progenitor cells. As a result the genetic deletions are introduced at early stages of brain development and are widely distributed in neurons and glia throughout the brain. Therefore, most transgenic mouse models, even those using conditional systems, more closely recapitulate tumor formation associated with germ line cancer syndromes (such as Li–Fraumeni syndrome and neurofibromatosis) rather than somatic mutations associated with sporadically occurring gliomas. Recent advancements in inducible genetic systems (such as tamoxifen-inducible cre-ER) should allow for tighter temporal control of GEM models of brain tumors (Chow et al. 2008). However, these systems still carry the important technical caveat that the genetic lesions are introduced into widely distributed populations of cells. In \(GFAP\)-creER mice, for example, the tamoxifen-induced recombinations will occur in all GFAP+ cells throughout the brain and spinal cord. Thus, tumors could potentially arise anywhere in the CNS. In this regard it is interesting to note that several studies using GEM glioma models have reported that early lesions tend to occur in the subventricular zone (SVZ) of the lateral ventricle, suggesting that progenitor cells or
neural stem cells in the SVZ may be acting as the cell of origin for these tumors (Gil-Perotin et al. 2006, Kwon et al. 2008, Zhu et al. 2005). However, formally testing this idea would require a means to selectively target the transforming genetic lesions to the adult SVZ. At present, transgenic models do not provide the spatial control needed for such experiments.

Advancements in transgenic mouse technology could theoretically allow for the generation of new models that explore many combinations of genetic alterations targeted to specific populations of brain cells in an inducible manner. In practice, however, generating transgenic mice that harbor numerous genetic alterations requires extensive breeding and is, therefore, expensive and time consuming. The tumors arising in GEMs closely resemble the pathology seen in human gliomas. However, in most transgenic mouse models to date, tumor formation has been relatively slow and inconsistent and it is not possible to predict when and where the tumors will arise. This inherent variability in the time and location of tumor formation makes it challenging to study early events in tumor formation. It also presents a significant disadvantage to using transgenic mouse models for preclinical studies.

1.2.4 Retroviral Glioma Models

Retroviral models combine several advantages of the transplantation models and the transgenic mouse models. One can deliver genetic lesions to discrete populations of cells at a specific time and place, the resulting tumors closely resemble human gliomas, and tumor formation is relatively rapid and consistent, making these models well suited for preclinical drug studies. Each of these points is discussed in detail below.

1.2.4.1 Using Retroviruses to Deliver Genetic Lesions to Discrete Cell Populations at a Specific Place and Time

As opposed to transgenic mice that carry germ line mutations, retroviruses introduce the transforming genetic lesions via somatic gene delivery. Retroviruses selectively infect dividing cells. The retroviral genome is inserted into the host cell genome, and therefore, the progeny of the infected cells inherit the retrovirally encoded genes. Effective entry of virus into host cells depends on interactions between the glycoprotein encoded by the virus envelope gene and the cell receptors expressed on host cells. Thus, the envelope protein can provide a high degree of selectivity with regard to the type of cells that a retrovirus will infect. For example, the avian leukosis virus (ALV) will only infect cells that express the avian retrovirus receptor tv-a. This receptor is normally not expressed by mammalian cells. However, mouse cells that are genetically engineered to express tv-a can be infected with ALV–RCAS (Replication Competent Avian Sarcoma Leukosis Virus with Splice acceptor) virus. Several glioma
models have been developed using the RCAS virus in conjunction with transgenic mice that express tv-a off of either the nestin or the GFAP promoter. The major advantage of this approach is that it allows one to selectively target specific populations of neural progenitors and glial cells on the basis of cell-type-specific promoter expression. This system, referred to as RCAS/tv-a, is discussed briefly below and is described in detail in the next chapter.

Another commonly used type of viral envelope is the ecotropic class, which allows entry only into rat and mouse cells that express the ecotropic receptor. Ecotropic viruses will not infect human cells and are thus considered relatively safe. However, as is the case with the ALV-RCAS virus, ecotropic envelopes do not endure the physical stress of high-speed centrifugation used to concentrate virus. Nor do they endure freezing and thawing, making it difficult to generate stocks of high-titer virus. One approach to circumvent these limitations is viral pseudotyping. This refers to packaging a virus with an envelope protein from a different viral genome. This can be achieved by transfecting a producer cell line, such as 293T cells, with three separate plasmids: (1) the viral vector encoding LTR, the ψ packaging sequence, and the genes of interest (such as PDGF), (2) a second plasmid containing the gag (encodes the core protein) and pol genes (encodes the polymerase that mediates reverse transcriptase and integrase functions), and (3) a third plasmid containing the env gene (encodes the envelope protein). Using this approach, one will generate replication-incompetent viral particles that can infect cells without the use of helper virus. Vesicular stomatitis virus envelope protein (VSVg) has been widely used for pseudotyping because it recognizes membrane phospholipids as a minimal receptor, providing high affinity for a wide assortment of eukaryotic cells, including those of rats, mice, and humans. Thus, the pseudotyped viruses can be used to infect cells in a variety of different genetic backgrounds. Furthermore, like adenoviruses, VSVg-typed retroviruses can be concentrated to high titers by centrifugation and frozen and thawed with minimal loss of activity (Burns et al. 1993). This allows one to generate frozen stocks of high-titer virus, which not only is convenient but also greatly improves the reproducibility of the experimental system.

Stereotactic injection of retroviruses can be used to deliver genes to a small focus of cells at a specific place and time, which provides several important advantages. First, introducing the genetic lesion into a small, defined cell population approximates early stages of human gliomas, which also start as a point source and spread by cell migration and infiltration. Second, delivery into a defined area of the brain offers advantages when monitoring tumor growth and response to therapy since one knows exactly when and where the tumor starts. Third, one can easily target different regions of the CNS. Thus, retroviruses can be used to test the tumorigenic potential of discrete populations of cells in specific regions of the neonatal or adult nervous system. For example, stereotactic delivery of retrovirus has been used to induce the formation of tumors in the adult subcortical white matter (Assanah et al. 2006), the neonatal SVZ (Assanah et al., “submitted”), the brain stem (Suzuki et al., “unpublished results”), and the adult spinal cord (Ellis and Ogden, “unpublished results”).
To date, the most robust (and extensively studied) retroviral glioma models have been those that use retroviruses that express PDGF. In the sections below, we will first discuss the biological relevance of PDGF in gliomagenesis and then provide a detailed review of the PDGF-driven glioma models.

### 1.2.4.2 PDGF as a Link Between Glial Progenitors and Gliomas

Several lines of evidence have implicated PDGF signaling in both normal glial development and gliomagenesis. During normal brain development, PDGF regulates the migration, proliferation, and differentiation of a subset of glial progenitors that express PDGF receptor-alpha (PDGFR-α) and that normally give rise to cells of the oligodendrocyte lineage. Transgenic mice that over-express PDGF from either the neuron-specific enolase promoter or the GFAP promoter show a marked increase in the number of PDGFR-α+ glial progenitors throughout the CNS (Calver et al. 1998, van Heyningen et al. 2001), suggesting that the numbers of progenitors are, in part, regulated by ambient levels of PDGF. This work also suggests that PDGFR-α+ progenitor cells will continue to proliferate as long as there is sufficient PDGF available. In vitro studies have shown that exogenously applied PDGF directly stimulates the migration and proliferation of neonatal glial progenitors (Armstrong et al. 1990, Noble et al. 1988). Furthermore, when neonatal glial progenitors are treated with a combination of PDGF and FGF in culture, they remain immature, migratory, and proliferative for an indefinite time (Bogler et al. 1990, Tang et al. 2000). These studies also demonstrate that glial progenitors possess a remarkable capacity to self-renew, an intrinsic feature of these cells which is highly relevant to their tumorigenic potential.

Human gliomas frequently co-express PDGF ligands and receptors, although they may be expressed in different populations of cells within the tumors, suggesting that both autocrine and paracrine signaling are at play (Hermanson et al. 1992, Hermansson et al. 1988). While PDGF expression is frequently seen across all grades (including low-grade astrocytomas and oligodendrogliomas), the highest levels of PDGF are found in GBMs (Guha et al. 1995, Ranza et al. 2007, Westermark et al. 1995), which suggests that PDGF signaling plays a role in both early stages of gliomagenesis and tumor progression. PDGF is a potent mitogen for glioma cells and stimulates their proliferation in a dose-dependent manner (Pollack et al. 1991, Westermark et al. 1995). Amplification and mutation of the PDGFR-α gene have been detected in some glioblastomas (Giannini et al. 2005, Kumabe et al. 1992a, b, TCGA, 2008). In most cases, however, genetic alterations in the PDGFR-α gene are not present, suggesting that the expression of PDGFR-α and robust responsiveness to PDGF that is frequently seen in human gliomas is an inherent property of the cells that give rise to these tumors.

Most gliomas occur in adults and, therefore, the cells that give rise to these tumors must reside in the adult brain. In fact, PDGFR-α expression is one of the defining features of adult glial progenitors. PDGFR-α+ glial progenitors are
widely distributed throughout the adult white matter and represent one of the
largest populations of cycling cells in the adult brain (Dawson et al. 2003,
Gensert and Goldman 2001, Roy et al. 1999). Furthermore, PDGF will stimu-
late adult glial progenitors to proliferate more rapidly, to migrate significant
distances, and to maintain an undifferentiated phenotype (Shi et al. 1998,
Wolswijk and Noble 1992, Wolswijk et al. 1991). We propose that these robust
effects on glial progenitor cell migration and proliferation underlie the potent
tumorigenic effects of PDGF-expressing retroviruses.

1.2.4.3 PDGF Retroviruses Drive the Formation of Tumors That Closely
Resemble Human Gliomas

The hypothesis that PDGF is playing an important role in glioma formation
has been most definitively demonstrated using retroviral models. The first
retroviral glioma model was established in marmosets via the use of simian
sarcoma virus (SSV) and its helper virus simian sarcoma-associated virus
(SSAV). The tumors that formed were reported to have the histopathologic
features of GBM (Deinhardt 1980). The subsequent finding that the v-sis
oncogene of SSV is a retroviral homologue of PDGF-B (Devare et al. 1983,
Doolittle et al. 1983, Waterfield et al. 1983) provided the impetus for much of
the subsequent work on PDGF and its role in gliomas.

The first mouse models used a Moloney murine leukemia virus (MMLV)
carrying the PDGF-B gene (Uhrbom et al. 1998). The PDGF-B-expressing virus
and a helper virus (in a volume of 10 µl) were co-injected into the right cerebral
hemisphere of neonatal mice. Forty percent of the animals developed tumors
between 14 and 29 weeks post-injection. In these studies some of the resultant
tumors showed the histological features of GBM (infiltration, necrosis with pseu-
dopalisading, and vascular proliferation), while others more closely resembled
primitive neuroectodermal tumors. This variability may have resulted from the
effects of additional genetic lesions that were acquired spontaneously during tumor
formation, or as a result of insertional mutagenesis (Johansson et al. 2004, 2005).
Alternatively, variability may have resulted from differences in the distribution and
types of cells that were initially infected with the retrovirus. The neonatal rodent
brain contains multiple populations of progenitor cells and the types of cells that
will be infected depend on precisely when and where the virus is injected. It is
important to note that in these early studies stereotactic procedures were not used
to deliver the retroviruses and no analysis was performed to characterize the
number, distribution, phenotype, or normal fate of the infected cells.

A second model using PDGF overexpression in the neonatal mouse utilized
the aforementioned ALV-based RCAS vectors (Dai et al. 2001). For these
experiments, transgenic mice expressing the ALV receptor tv-a were needed.
The advantage of this system is that tv-a can be modified to be expressed by
specific populations of cells if driven with different cell-specific promoters (such
as GFAP or nestin). Injecting the PDGF-expressing RCAS virus into GFAP/tv-a
mice led to the formation of gliomas in 40% of the animals by 12 weeks. These
tumors resembled either oligodendrogliomas or mixed oligoastrocytomas. When the same virus was injected into nestin/tv-a mice, the rate of tumor formation was higher (60%) and their histology more consistently resembled low-grade oligodendrogliomas. Subsequent studies using the RCAS system with a construct that expressed higher PDGF levels showed that tumor formation was dose dependent (Shih et al. 2004). Ninety-seven percent of animals injected with this retrovirus formed tumors with shorter latency and the tumor histology resembled that of anaplastic oligodendrogliomas.

1.2.4.4 PDGF Drives Adult Glial Progenitors to form Malignant Gliomas

More recently, PDGF-expressing retroviruses have been used to test the tumorigenic potential of progenitor cells in the adult brain (Assanah et al. 2006). In this study, MMLV-based retroviruses pseudotyped with the VSVg envelope were used to infect glial progenitor cells in the subcortical white matter of adult rats. Injection with control retroviruses expressing a green fluorescent protein (GFP) reporter showed that approximately 90% of the infected cells expressed markers of the oligodendrocyte lineage (i.e., PDGFR-α+/olig2+/NG2+/GFAP−). Normally, these resident white matter progenitors are non-migratory, with the majority of retrovirally infected cells remaining within a few hundred microns of the injection site. However, when rats were injected with retroviruses expressing PDGF and GFP (coupled by an internal ribosomal entry site), 100% of the animals formed large brain tumors by 3 weeks post-injection. Histological analysis revealed that all tumors closely resembled human GBMs, showing extensive infiltration, marked vascular proliferation, and pseudopalisading necrosis (Fig. 1.1). The tumors were composed of cells that closely resembled glial progenitors morphologically and immunophenotypically with the vast majority of tumor cells expressing PDGFR-α, NG2, and olig2, but not GFAP (Fig. 1.2 and Color Plate 1).

Notably, human gliomas also contain an abundance of cells that closely resemble glial progenitors and express some of the same markers which identify glial progenitors including PDGFR-α (Hermanson et al. 1992), olig2 (Bouvier et al. 2003, Ligon et al. 2004, Lu et al. 2001), NG2 (Chekenya and Pilkington 2002, Shoshan et al. 1999), A2B5 (Colin et al. 2006, Ogden et al. 2008), and O4 (Rebetz et al. 2008). Taken together, these findings strongly suggest that the adult glial progenitor may be the cell of origin of gliomas.

In addition to the work discussed above, a recent study has provided intriguing evidence that GFAP+ neural stem cells (NSC) in the SVZ may also express PDGFR-α and that infusing exogenous PDGF into the lateral ventricles will induce the formation of glioma-like lesions (Jackson et al. 2006). This finding raises the interesting possibility that PDGF may be able to stimulate NSC to form tumors. However, three points must be kept in mind: (1) the vast majority of PDGFR-α+ cells in the adult brain are GFAP− and therefore distinct from the NSC of the SVZ, (2) retroviruses selectively infect actively proliferating cells and, therefore, relatively quiescent populations such as the
mature astrocytes or GFAP+ NSC in the SVZ are not infected in significant numbers (after retroviral injection into the subcortical white matter of adult rats, less than 3% of infected cells expressed detectable levels of GFAP) (Assanah et al. 2006), and (3) immunohistochemical analysis of brains at early time points after injection with PDGF-expressing retrovirus into the subcortical white matter has revealed that the tumors begin as hypercellular lesions in the white matter around the injection site and are composed of proliferating glial progenitors (i.e., PDGFR-α+/NG2+/ olig2+/GFAP−). Therefore, the preponderance of evidence points to PDGFR-α+ glial progenitors as the cells that give rise to the tumors in response to PDGF-expressing retrovirus. However, this does not rule out the possibility that NSC in the adult SVZ also have the capacity to form tumors and future studies should be aimed at directly addressing this question.

Fig. 1.1 PDGF overexpression induces the formation of malignant gliomas that closely resemble human GBMs. A. Large infiltrative tumors with the histological features of human glioblastoma formed by 14 days post-injection (dpi) with PDGF-IRES-GFP retrovirus on H&E. This section shows the tumor extending across the corpus callosum into the contralateral hemisphere. Insets in A are coronal (a') and sagittal (a'') schematic diagrams of the injection site (arrow) at the level of the forceps minor corpus callosum (fmcc) (dotted line in a'' shows the level of the coronal section shown; scale bar = 2 mm). B. Higher magnification photomicrograph showing areas of glomeruloid vascular proliferation (arrows) and pseudopalisading necrosis (N). C. Same magnification photomicrographs of a human GBM specimen also showing areas of glomeruloid vascular proliferation (arrows) and pseudopalisading necrosis (N). Note the similarities between the rat and human tumors.
Fig. 1.2 GFP+ and GFP− tumor cells express markers of proliferative glial progenitor cells. Double-immunofluorescence analysis of tumors at 17 dpi with the PDGF-IRES-GFP retrovirus shows that GFP (green) is expressed in only a subset of tumor cells. However, nestin (A′, A″), NG2 (B′, B″), PDGFR-α (C′, C″), and olig2 (D′, D″), each stained red, are expressed in the vast majority of GFP+ and GFP− tumor cells. Ki67 proliferation marker is expressed in a significant number of both GFP+ and GFP− cells (E′, E″). GFAP+/GFP− reactive astrocytes (red) are seen scattered throughout the tumor (F′, F″). Rare GFAP+/GFP+ cells were seen (<3%) (see Color Plate 1).
1.2.4.5 Using Retroviruses to Test the Effects of Multiple Genetic Lesions

The findings discussed above demonstrate that retroviral delivery of a single growth factor (PDGF) is sufficient to induce the formation of brain tumors that closely resemble human gliomas. However, human gliomas typically harbor multiple genetic aberrations that contribute to malignant transformation (TCGA, 2008). Therefore, it is of great interest to develop models that will incorporate multiple genetic alterations. One approach to increasing the genetic complexity of these models is the injection of PDGF-expressing retroviruses into transgenic mice that carry genetic lesions, which are by themselves insufficient to induce tumor formation. Several studies in which PDGF-expressing viruses have been injected into a variety of transgenic strains have provided insight into how PDGF signaling interacts with other genetic alterations during gliomagenesis. PDGF overexpression in the background of p53 or INK4a-Arf deletion, for example, causes tumors of higher grade, increased frequency, and decreased tumor latency, suggesting that deletion of these tumor suppressor genes can cooperate with PDGF signaling to facilitate in tumor formation (Dai et al. 2001, Hesselager et al. 2003, Tchougounova et al. 2007, Uhrbom et al. 2000).

Another way to increase the genetic complexity of retrovirus-induced tumor models is to co-inject multiple viruses, each encoding a separate set of genes. However, there are important technical caveats to this approach. We have shown that co-injecting two viruses with different reporters genes (GFP and DsRed) results in mixed populations of cells infected with either virus or both viruses. The relative abundance of the different populations depends on the titers of each viral vector, but in our experience co-infection with both viruses is a relatively rare event (Assanah et al. 2006). We have also co-injected viruses that express PDGF-IRES-DsRed and cre-GFP into PTEN$^{lox/lox}$ and p53$^{lox/lox}$ mice with floxed tumor suppressor genes (Ellis et al., “unpublished results”). This approach provides a unique way to generate tumors composed of heterogeneous populations of cells harboring different genetic lesions and also to monitor population dynamics and paracrine signaling between different cells within a tumor (as discussed below).

1.2.4.6 Using Retroviral Models to Study Glioma Infiltration

Glioma cells have a remarkable capacity to infiltrate the brain and migrate long distances, making complete surgical resection impossible (see Chapter 49). Thus glioma infiltration represents a major obstacle to effective treatment of brain tumors and there is great need for animal models that recapitulate glioma infiltration. The retrovirus-induced tumors have several features that make them well suited to study glioma migration and infiltration: (1) the tumors begin as a small focus of infected cells and grow by diffusely infiltrating into the surrounding brain tissue, (2) the patterns of invasion resemble those seen in human gliomas, with extensive migration through white matter and along blood vessels, and (3) the fluorescent reporters (GFP and DsRed) provide a means to map the distribution of retrovirus-infected cells and monitor their
migratory behavior in living slices of brain tissue using time-lapse fluorescence microscopy (Fig. 1.3 and Color Plate 2).

Results of time-lapse microscopy show that the migrating tumor cells proliferate en route, stopping for approximately an hour to divide before the daughter cells resume migrating (Assanah et al., “submitted”, Beadle et al., 2007). The migratory behavior of PDGF-driven tumor cells resembles that of normal glial progenitors; the migratory cells have a bipolar morphology with a prominent leading process that extends and retracts while the nucleus and cell body move in
a saltatory manner with bursts of forward movement separated by periods of little or no movement. As is the case with normal progenitors (Bellion et al. 2005, Schaar and McConnell 2005, Tsai et al. 2007), the forward movement of the cell body requires myosin II and treating tumor-bearing brain slices with myosin II inhibitors effectively blocked cell migration in slice culture (Beadle et al. 2008). Interestingly, the same inhibitors did not stop glioma cells from migrating on a coverslip, suggesting that migration in slice cultures was impeded because the tumor cells could not squeeze their cell bodies and nuclei through the mechanically restricted extracellular space of the brain. This study illustrates the importance of studying glioma migration within a physiologically relevant environment. It also demonstrates how the PDGF retrovirus model and the slice culture system can be used to test new anti-invasive therapies. The model provides a convenient way to treat the tumor cells with small molecule inhibitors and monitor the effects on migration and proliferation within the context of vital brain tissue.

1.2.4.7 Using Retroviral Models to Study Interactions Within the Brain Microenvironment

Because of their diffusely infiltrative growth pattern, gliomas are composed of a heterogeneous mixture of tumor cells intermingled with normal reactive brain parenchyma, including proliferating blood vessels, reactive astrocytes, and recruited glial progenitors. To date, very little is known about how glioma cells interact with the surrounding brain tissue. As described above, PDGF-driven gliomas recapitulate the key histological features of human gliomas, including marked vascular proliferation and diffuse infiltration, making this an ideal experimental system with which to study paracrine signaling between tumor cells and the microenvironment.

The initial characterization of PDGF ligands and their receptors in malignant glioma cell lines and in human surgical specimens led to the hypothesis that both autocrine and paracrine PDGF signaling pathways were at work in glioma growth. Since both ligand and receptor were co-localized on the same tumor cells, this finding was taken as evidence for the existence of autocrine PDGF loops (Maxwell et al. 1990, Nister et al. 1991, 1988). Hermanson et al. expanded on this when they observed in human tumor specimens that PDGF-A and PDGFR-α were primarily found on tumor cells while PDGF-B and PDGFR-β were found on hyperplastic capillaries (Hermanson et al. 1992). The authors concluded, therefore, that autocrine loops were found as tumor cell-to-tumor cell interactions while paracrine loops existed between tumor cells and the vasculature.

In both retroviral PDGF-driven glioma models (Assanah et al. 2006, Shih et al. 2004), vascular proliferation was a prominent feature. This is not particularly surprising since PDGF has been implicated as a pro-angiogenic factor both in normal development (Leveen et al. 1994, Lindahl et al. 1998, Soriano 1994) and in gliomas (Brockmann et al. 2003, Dunn et al. 2000, Guo et al. 2003). Pericytes and smooth muscle cells express PDGFR-β and PDGF-B facilitates the paracrine recruitment of these perivascular cells to augment the development of new tumor vessels. The retroviral PDGF glioma models, however, have not only
demonstrated paracrine signaling via blood vessel recruitment but also provided evidence that paracrine signaling was occurring between PDGF-expressing tumor cells and PDGFR-\( \alpha \) glial progenitors.

One of the most interesting findings from both these studies was the observation that the majority of proliferating cells in the PDGF-driven tumors were actually recruited progenitors that were not infected by retrovirus. In Shih et al., immunohistochemical staining for the hemagglutinin (HA) protein tag of their PDGF-B-HA construct revealed that tumor cells expressed varying levels of PDGF from very robust to undetectable. The authors concluded that, if levels of PDGF were high enough, uninfected progenitors could be stimulated to proliferate as well. In support of this hypothesis, Assanah et al. showed that PDGF-driven tumors in the adult rat contained large numbers of uninfected, recruited glial progenitors (Assanah et al. 2006). The recruited cells were highly proliferative based upon their Ki67 labeling index and were strongly positive for PDGFR-\( \alpha \) as well as other glial progenitor markers such as olig2, NG2, and A2B5.

To further investigate the recruitment phenomenon, separate cultures of isolated adult glial progenitors were infected in vitro with a PDGF-IRES-DsRed retrovirus or a control pNIT-GFP retrovirus. Equal numbers of GFP + progenitor cells were then injected into adult rats either alone or in combination with cells expressing PDGF-IRES-DsRed. When injected alone, the GFP + progenitors stopped proliferating and differentiated into mature oligodendrocytes, and the rats never formed tumors. In contrast, co-injecting the PDGF-IRES-DSRED and control GFP cells generated large tumors that were composed of mixed populations of red cells (expressing PDGF) and green cells (recruited progenitors). Both populations were highly migratory and proliferative (Fig. 1.4 and Color Plate 3). These experiments provided strong evidence that paracrine PDGF signaling is sufficient to drive adult glial progenitors to proliferate massively and contribute to tumor growth.

Fig. 1.4  A. Adult rat glial progenitors infected in vitro with a pNIT-GFP retrovirus (green) do not proliferate, migrate, or form tumors when reinjected into subcortical white matter (diagram inset). B. In contrast, when equal numbers of GFP-labeled cells are co-injected with PDGF-DsRed cells (red; also infected with retrovirus in vitro), GFP-labeled cells proliferate, migrate, and form tumors composed of a mixture of both cell populations (see Color Plate 3)
More recently, we have shown that human tumor cells freshly isolated from surgical glioblastoma specimens also have the capacity to recruit progenitor cells when transplanted into nude rats. Using species-specific antibodies, we observed that the xenograft tumors generated from most of these human glioma specimens contained massive numbers of rat-derived PDGFR-α+ progenitors that were induced to proliferate via paracrine growth factor stimulation and significantly contributed to tumor growth (Lopez et al., “submitted”).

These findings provide novel insights into the basic mechanisms of gliomagenesis. The PDGF retroviral models reveal that the contributions of the different components of the tumor microenvironment to tumor growth and progression (i.e., growth factor-responsive endogenous glial progenitors and vascular cells) are more significant than previously appreciated. For example, while it is well established that genetic lesions are relevant to glioma formation (and that gliomas contain clonal expansions of mutated cells), these retroviral models raise the intriguing possibility that paracrine growth factor signaling alone can induce untransformed progenitors to behave malignantly. Additionally, recapitulation of vascular proliferation by these models (which is part and parcel of human glioma and is essentially another form of cell recruitment) makes them invaluable for further studying angiogenesis in an in vivo system. These models may allow us to analyze not only how tumor cells regulate vascular proliferation but also how blood vessels may reciprocally affect tumor growth both through vascular supply and the secretion of their own growth factors.

1.2.4.8 Using Retroviral Models for Preclinical Studies

The retroviral glioma models have several features that make them excellent tools for preclinical trials of new drugs and drug delivery methods for gliomas. As mentioned above, they combine the favorable characteristics of xenograft models (i.e., ease of use, efficiency of tumor formation, precise localization of the lesion, relatively short survival curves) with those of GEMs (i.e., well-defined relevant genetic lesions, histopathologic recapitulation). The RCAS/tv-a system, for example, has been extensively used to investigate the utility of several targeted inhibitors of signal transduction pathways presumed to be active in that particular model. These include inhibitors of PDGF and VEGF receptors (Shih et al. 2004), Akt (Momota et al. 2005), and mTOR (Hu et al. 2005).

In our own lab, we have been using the PDGF-driven glioma model to test the effects of intratumoral convection-enhanced delivery (CED) of various cytotoxic agents. Briefly, CED is the direct infusion of drug into the tumor at a slow constant rate using a positive-pressure catheter system, allowing drugs to bypass the blood–brain barrier and thus achieve a higher tissue concentration while avoiding dose-limiting toxicities of systemic administration (Lopez et al. 2006). Our experiments using the topoisomerase I-inhibitor topotecan (Lopez et al., “unpublished data”) highlight the reproducibility of our retroviral model. As shown in Fig. 1.5A, three separate experiments with only two
small groups each (i.e., control vs. treated) yield remarkably similar survival curves. The precision and consistency with which we can run survival experiments such as these allow us to obtain dependable results very quickly. The number of animals used is kept to a minimum because truly significant effects
and trends are easily determined. Because we have precisely determined where
tumors start forming and when they become detectable on histology or
magnetic resonance imaging (Fig. 1.5B), we can make rational decisions on
when treatments are ideally started. The speed and reliability of the model
(with 100% of the animals developing tumor morbidity between 16 and 21
days post-injection in every experiment) also let us use “historical” survival
data from control experiments to rapidly screen drugs of interest for in vivo
activity. In the case of CED studies, the fact that our tumors are highly
invasive poses an additional challenge to achieving adequate treatment.
Cell-line xenograft models, in contrast, are significantly easier to cure with
loco-regional therapy because tumors grow as well-circumscribed lesions and
can therefore be sufficiently covered even with small drug distribution
volumes (Kaiser et al. 2000). The use of an invasive model such as the
PDGF retrovirus tumors allows one to not only determine whether a drug
has relevant biochemical activity but also ascertain the contribution of ade-
quate drug delivery toward durable therapeutic effects. Histological and
immunohistochemical analysis of brains after CED treatment with topotecan
shows a near-complete eradication of tumor cells in proximity to the treat-
ment site (Fig. 1.5B). However, viable retrovirus-infected tumor cells
(detected by virtue of the GFP reporter) can be found at significant distances
away from the treatment site, suggesting that these highly infiltrative cells
have migrated outside the zone of effective treatment and contributed to
tumor recurrence.

Tumor recurrence is, in fact, another unique aspect of our retroviral model.
As shown above, treatment with topotecan via CED provides a significant
survival advantage but tumors invariably recur and lead to animal mortality.
Recurrence occurs just as reliably and consistently as initial tumor formation
and is therefore amenable to experimentation and analysis. Furthermore,
because recurrent tumors can be developed de novo after a specific treatment
within the native brain environment, the study of recurrence mechanisms with
the retroviral models may potentially lead to more clinically relevant insights
and results.

Taking our experience together with that of other groups’ preclinical ther-
apeutic work using retroviral glioma models, it becomes clear that combination
therapy will be necessary to eventually cure the human disease. Furthermore,
these models have not only taught us that a multi-modal approach (e.g., signal
transduction inhibitors, cytotoxic agents, and anti-angiogenics, some or all
delivered via CED) will be necessary for therapeutic success but also provide
us the means to actually perform relevant experiments using a wide variety of
rational combinations.

In this chapter, we have broadly discussed the use of animal models to
further our understanding of gliomas. In particular, we have focused on the
advantages and disadvantages of using PDGF-driven retroviral models as well
as the insights that we have learned from them. Other authors in the succeeding
chapters will provide more specific information about the other models. We
reiterate that there is no single model that is currently able to completely recapitulate the cellular and genetic pathophysiology of human gliomas. This is mostly due to the inherent heterogeneity of these tumors. As we continue to discern genetic and phenotypic patterns within gliomas that allow us to further divide tumors into clinically relevant subclasses (TCGA, 2008, Phillips et al. 2006), we must also continue to refine the models with which we study them. It will be of paramount importance in the future to be able to tailor models to fit these specific glioma subtypes.
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Chapter 2
Modeling Brain Tumors Using Avian Retroviral Gene Transfer

Tod D. Holland and Eric C. Holland

Abstract  RCAS/tv-a is a system for postnatal cell-type-specific gene transfer. It is used for the modeling of gliomas and medulloblastomas. This system provides a combination of lineage tracing from the cell origin with oncogenesis induced by mis-expression of specific genes. The genes that are most potent at inducing tumors are those that encode components of signal transduction and undifferentiated cells are most capable of serving as the cell of origin. The system effectively generates tumors with the histologic characteristics of human disease. Mice bearing RCAS/tv-a-induced brain tumors are currently being used for preclinical trials to understand the biology of therapeutic response in the various cell types that make up gliomas and medulloblastomas.
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2.1 History

The history of retroviruses and our understanding of cancer are intertwined and illuminated by some of the most important scientific breakthroughs in the last century. In 1908, Danish scientists Vilhelm Ellerman and Oluf Bang discovered an infectious pathogen that could be transmitted from one chicken to another, a non-cellular pathogen capable of causing cancer. The agent was able to pass through filters designed for cells and bacteria, leading them to the observation that a non-cellular pathogen was inducing cancer (Ellerman and Bang, 1908). A few years later, in 1911, Peyton Rous from Rockefeller University made a related observation by identifying a similar pathogen, naming it the Rous sarcoma virus (RSV). Peyton Rous was awarded the Nobel Prize for his discovery, the first identifiable retrovirus (Rous, 1911).

Between 1911 and 1960, many other cancer-causing viruses were identified and cataloged. The viruses were named after either the species that were their hosts or the tumor types that they caused. It became apparent, even before the mechanisms were understood, that these viruses were highly specific to the target hosts that they are able to infect. This newfound study of cancer-causing viruses brought about an understanding of this universal phenomenon that could be observed in mammalian and avian organisms. The concept that cancer was caused by an infectious agent was a natural thought process that followed the discoveries of multiple external agents responsible for disease throughout the eighteenth and nineteenth centuries, including the vaccination work against smallpox by Edward Jenner in 1796. The concept of cancer being caused by an infectious agent had the unwanted consequence of sending researchers on the wrong track, since we now know that most human cancers are not caused by viruses but rather from “within” (see below).

The structure and function of DNA, proposed by James Watson and Francis Crick in 1953, postulated that information flowed in a set pattern that would begin from DNA transcribed to RNA, which would be the blueprint to form proteins. This central dogma was widely accepted to be invariant in every organism and implied that something that changed a cell’s phenotype (such as a virus) would necessarily require that its genetic information be stored in the form of DNA (Watson and Crick, 1953). However, in 1959, Howard Temin found the first exception to this rule while doing research for his PhD thesis on RSV and other viruses that would soon be compiled into a family known as Retroviridae. His viral stocks were absent of DNA and appeared to use RNA as their genome, implying that retroviruses did not replicate themselves in the set pattern described in the Central Dogma. As a graduate student, Temin had managed to prove that there were viruses that could replicate through a process he called reverse transcription. The reason it was called as such was due to the fact that replication seemed to occur in reverse, using a single strand of RNA to form double-stranded DNA (Temin and Rubin, 1958). Furthermore, before Temin’s work, it was unclear whether a virus was a quantal unit or a solution with transforming potential. He proved that viruses were actually particles capable of transforming the phenotype of an infected
cell and all of its progeny. Temin also proved the existence of the enzyme that was responsible for reverse transcription, which he called reverse transcriptase. This enzyme was isolated by David Baltimore, who shared the Nobel Prize with Howard Temin for this work (Temin, 1964).

The nature of the transforming potential of retroviruses became evident after the technology to identify the specific sequence of nucleic acids was invented. In the 1970s, Harold Varmus, Mike Bishop, and colleagues identified the general structure of retroviral genomes as having two repeated sequences on the ends and three viral genes, gag, pol, and env. However, in the case of the tumor-forming viruses, there was another gene downstream of env that turned out to be responsible for the induction of the transformed phenotype. In the case of RSV, the gene was called Src and referred to as an oncogene because it caused cancer (Stehelin et al., 1976). Further experiments showed that this fourth gene was different from virus to virus, and unlike the other viral genes, the oncogene was closely related to a cellular gene found in the cells of the host animal that the virus previously infected. These oncogenes appeared to be stolen from the host genome and then expressed either in the wrong cell type or in an unregulated manner by the virus leading to the formation of cancer (Kurth, 1983). The realization that our own genes caused cancer and that cancer was a product formed from within us changed the way we think about this disease and led to Varmus and Bishop being awarded the Nobel Prize for their work (Bishop, 1983).

The collection of genes expressed as oncogenes from the known retroviruses was then catalogued, and the functions of the normal cellular homologues (proto-oncogenes) were identified. These cellular proto-oncogenes were found to encode the components of signal transduction pathways involved in both the proliferation and the inhibition of apoptosis. These gene products cover the entire spectrum from overexpression of ligands such as PDGF (v-SIS) to mutant active receptors such as EGFR (v-erbB), to constitutively active downstream components such as Ras and Akt, and transcription factors such as Myc, Jun, and Fos (Pech et al., 1989). Because of their natural ability to function as tumor-inducing agents, retroviruses became prime candidates for the creation of genetically engineered tumorigenic vectors that could be designed to transfer any gene and test its ability to induce tumor formation. In the 1990s, RSV was turned into a viral vector by Steve Hughes. The Src gene was replaced by any gene of interest that was less than 2.5 kb (due to packaging constraints) and became known as the replication-competent ALV splice acceptor, or RCAS in short (Petropoulos and Hughes, 1991).

### 2.2 RCAS

The most commonly used version of RCAS is based on the subgroup A avian leukosis (ALV) viruses. The cell surface receptor that permits ALV-A subgroup infection of host cells is limited to birds (Coffin et al., 1997). The genetic locus
that encodes the receptor for subgroup A viruses is referred to as tv-a, or tumor
virus-a. This gene was cloned from quail cells by Bates, Young, and Varmus using
expression cloning from quail DNA into mouse cells and identified by its ability
to confer susceptibility to RCAS infection (Bates et al., 1993). When expressed in
mammalian cells, this gene product, tv-a, allows the infection by RCAS vectors
and subsequent expression of whatever gene is inserted downstream of the env
gene. Furthermore, due to splicing differences between avian and mammalian
cells, the mRNAs that encode the viral gene products gag, pol, and env are
unstable and produce essentially no protein. The overall result is receptor-
mediated gene targeting to mammalian cells engineered to express tv-a.
Federspiel and Hughes were the first to demonstrate the specificity of this system
in transgenic mice. They showed that RCAS vectors expressing the marker gene
alkaline phosphatase would specifically infect myocytes of mice transgenic for
expression of tv-a from a muscle-specific promoter (Federspiel et al., 1994).

2.3 Retroviral Life Cycle

The life cycle of a retrovirus is comprised of a series of steps through which the
virus replicates itself and its genetic information (Figure 2.1 and Color Plate 4).
Genetically engineered retroviruses are called “ecotropic” when they can only
infect host cells of the same species as the natural hosts of the wild-type virus and
“xenotropic” when they can only infect cells from species that differ from its
natural host. “Amphotropic” viruses are capable of infecting both host cells and
cells of other species (Katen et al., 2001). It is largely due to the polytropic
characteristics of amphotropic viruses that diseases can transfer from one species
to another. Two examples of cross-species disease transfer are seen in the HIV
virus (monkey to human) and the virus that causes SARS (avian to human)
(Marx et al., 2001). Retroviruses have two identical copies of single-stranded
RNA, called a capsid and an outer envelope comprised of glycoproteins used in
the docking of the virus to the host cell. The envelope glycoproteins interact in a
highly specific manner, allowing them to dock only to a corresponding receptor
protein on the membrane of the cell. For example, avian sarcoma and leucosis
viruses and mouse mammary tumor virus infect in a species-specific manner
(DeLarco and Todaro, 1976).

The binding of the virion to the cell membrane marks the first stage in viral
replication. Following the binding stage, the viral glycoproteins fuse to the cell
membrane without undergoing endocytosis. Upon successful completion of the
envelope-membrane fusion, the nucleocapsid (the viral equivalent of a nucleus)
makes its way into the cytoplasm of the host cell. Deoxynucleoside triphosphates
(dNTPs) enter the nucleocapsid, where the process of reverse transcription is
carried out by Temin and Baltimore’s famous enzyme, reverse transcriptase.
Reverse transcriptase, as well as several other proteins, begins the conversion
from the virus’ single-stranded RNA to a piece of double-stranded DNA copy
(Baltimore, 1970).
The DNA is synthesized beginning at the U3 region of the strand, which holds the enhancer and promoter elements. The R region at the 5' LTR contains the transcription start site, and the RNA processing signal lies at the 3' end. Proviral transcription gives rise to a single primary transcript, some of which will be spliced in order to produce alternative subgenomic messenger RNAs (Coffin et al., 1997). The viral transcripts will be exported out of the nucleus and
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Fig. 2.1 Retroviral virion (A) binds to the target cell via interaction of envelope protein with its receptor (B). The nucleocapsid enters the cytoplasm and RNA genome (F) is converted to double-stranded DNA (C), which is integrated into the genome as a provirus (G) and transcribed (D, H). The proviral transcripts are translated into viral proteins and full-length transcripts serve as the viral genome of the next generation of virus (E) (see Color Plate 4)
synthesized into proteins. These viral proteins will be transported along the secretory pathway to the packaging site and along with two copies of the DNA (Mulligan, 1993).

Upon synthesizing this DNA molecule, it is transported directly into the nucleus of the host cell. From this stage, integrase (coded by the pol gene) allows for the integration of the DNA into one of many possible sites. The extensive number of integration sites is directly related to the size of the host cell’s genome. The newly integrated viral DNA, now called a provirus, is transcribed using the host cell’s RNA polymerase, generating mRNA and genomic RNA molecules (Mikkers and Berns, 2003). It is at this stage that the machinery of the host cell translates the viral mRNA copied from the provirus to glycoproteins and nucleocapsid proteins, identical to that which initiated the procedure (Mulligan, 1993).

The nucleocapsids assemble with genomic RNA to generate several progeny nucleocapsids, also identical to the original retrovirus that catalyzed the infection. The new progeny nucleocapsids interact with membrane-bound viral glycoproteins, restoring the progeny to their full form. The host-cell membrane buds out and the progeny virions are expelled to begin the entire process again. The only difference between the initial infecting agent and its second-generation progeny is the sheer number of virions that can be produced from a single pathogen infecting a single cell (Mikkers and Berns, 2003).

### 2.4 Tv-a Transgenic Mice

In order for RCAS to be able to effectively infect mice cells, it is essential that they express the avian tv-a receptor (Federspeil et al., 1994). This is achieved by genetically altering the mouse cells so as to make them express the receptor used by the retrovirus, either by in vitro transfection or by creating a transgenic mouse. As noted above, the tv-a expression in mammals does not occur, so infection with RCAS vectors will only happen if the mammal is transgenically modified to express tv-a in order for susceptibility to RCAS to occur. Usually, there is no obvious phenotype expressed by tv-a expression, because its only effect is to force susceptibility to RCAS (Fisher et al., 1999). Several transgenic mice have been generated that express tv-a from a variety of tissue-specific promoters, including those from the GFAP (glial fibrillary acidic protein) and nestin genes which direct expression of tv-a in brain tissue (Holland and Varmus, 1998, Holland et al., 1998) (Figure 2.2 and Color Plate 5).

The cell type that is infectable is defined by the promoter that drives the tv-a gene. This gives the opportunity to control the cell of origin in RCAS/tv-a modeling experiments. For example, the first tv-a transgenic mice used for brain tumor modeling drove the tv-a gene from the GFAP promoter. The second line drove tv-a from the nestin promoter (Holland et al., 1998). Comparison between the two demonstrated that properties of the two cell populations in
vivo controlled their ability to form tumors from one oncogenic stimulus or another. Generally speaking, less differentiated cells are more capable of serving as the cell of origin for gliomas in an otherwise wild-type background. Loss of tumor suppressor genes changes the spectrum of tumors that form and enables some cell types to form tumors that were otherwise not able to do so (see Section 2.5.2).

### 2.5 Modeling Brain Tumors with RCAS/tv-a

The main advantage of somatic cell gene transfer is modeling gain of function mutations as these are the genes that are typically carried on the RCAS vector. As noted above, the neutral experiment done by nature of identifying genes that cause cancer when carried on retroviruses identified a predominance of genes encoding signal transduction components. This is the case for experimental modeling of tumor formation with these vectors. Both gliomas (Dai and Holland, 2001) and medulloblastomas (Rao et al., 2004) are modeled effectively by gene transfer of genes encoding signaling components involved in cell–cell interaction and differentiation and development of the CNS.
2.5.1 Gliomas

There have been a significant amount of knowledge and information gained on the development of medulloblastomas and gliomas in recent years. Gliomas probably form from stem cells or progenitors and are driven by the signaling pathways that drive normal development in the CNS such as PDGF and downstream effectors such as RAS and Akt. The most potent oncogene in the formation of gliomas is the PDGFB ligand (Dai et al., 2001). Several systems including RCAS/tv-a have shown that the histology of glial tumors induced by PDGF is that of a diffuse glioma with oligodendroglioma characteristics, including oval-shaped cells with the “fried egg” white halo appearance and the full secondary structures of Scherer. There appears to be a correlation with the amount of PDGF expression and the grade of the tumors, ranging from either low-grade gliomas to those having anaplastic features such as pseudopalisading necrosis and microvascular proliferation (Shih et al., 2004). The bulk of the cells in these tumors shows low Akt activity and GFAP expression consistent with their counterparts in humans. The activation of Akt by infection with constitutively active Akt leads to the formation of cells with more astrocytic histology with irregular nuclei, cytoplasm staining for GFAP, and astrocytic morphology (Uhrbom et al., 2002).

The activation of the MAP Kinase pathway by constitutively active Ras in and of itself is not capable of forming gliomas from either GFAP- or nestin-expressing cells using the RCAS/tv-a system. However, coinfection of nestin but not GFAP-expressing cells with both constitutively active Ras and constitutively active Akt leads to astrocytic gliomas (Holland et al., 2000).

2.5.2 Loss of Function, Knockouts, and Cre/lox

Loss of tumor suppressor genes are common events in the progression of gliomas in humans. Although the RCAS system is designed for gain of function experiments, it can be adapted to additionally investigate the consequences of tumor suppressor loss as well. The easiest approach is to cross the tv-a transgenic mice to mice strains with germline deletion of the tumor suppressors in question and compare the tumor formation seen with RCAS vectors to mice wild type for that tumor suppressor.

Mice deficient in the tumor suppressor locus INK4a/Arf are particularly susceptible to brain tumor formation. Tv-a transgenic mice with an ink4a/arf −/− background form gliomas at a considerably higher frequency than wild-type mice upon RCAS-mediated PDGF gene transfer. Furthermore, the histology of the tumors that form in this background shows that they are of higher grade than if INK4a/arf is intact. The data indicate that loss of ink4a/arf in humans during glioma progression is likely to enhance the oncogenic effects of PDGF signaling and lead to malignant histology (Figure 2.3 and Color Plate 6).
In the case of Ras-driven oncogenesis, loss of \textit{ink4a/arf} enables Ras to form tumors that are similar to those obtained with the co-activation of the Akt and Ras pathways (Uhrbom et al., 2002).

In a similar way, the p53 tumor suppressor has been investigated by crossing \textit{tv-a} transgenic mice to a p53-deficient background. Tumor protein 53, or p53, is important in multicellular eukaryotic organisms, and its main functions are cell cycle regulation and apoptosis control. Due to its role in maintaining the rate at which cells undergo mitosis, it functions as a tumor suppressor involved in the prevention of cancerous malignancies. p53 has been called the “guardian of the genome” for its role in conserving genetic stability by preventing genomic DNA damage (Lane, 1992). When this gene is knocked out, the mouse becomes susceptible to various types of gene mutations, thereby deactivating and removing the “guardian angel” effect that p53 has over the DNA (Xu et al., 2001). Loss of p53 results in increased penetrance and grade in RCAS/tv-a-induced gliomas. The effect is most pronounced in tumors derived from a nestin-expressing cell of origin.

Homozgyous loss of some tumor suppressors, which are critical in glioma progression, such as \textit{PTEN}, is embryonically lethal, rendering the above approach obsolete (Penninger and Woodgett, 2001). In this case, conditional knockout of the locus can be achieved with RCAS gene transfer. This process
uses cre–lox recombination with the site-specific gene recombinase cre that catalyzes recombination between two specific and identical sites in the DNA, called the lox p sites. The core sequence flanked by the lox sites (or floxed) is then deleted when the two lox sites are recombined. The PTEN gene was floxed by knocking in a floxed version of PTEN to the endogenous locus resulting in a functional PTEN allele that could be deleted by cre expression. The RCAS vector has also been engineered to carry the cre recombinase, and cells from mice with the floxed PTEN allele that are infected with RCAS-cre subsequently delete PTEN (Hu et al., 2005). Loss of PTEN in this context enhances glioma formation in both PDGF- and Ras-driven gliomas derived from RCAS/tv-a technology.

2.5.3 Medulloblastomas – SHH Signaling

Medulloblastomas probably arise from stem cells in the rhombic lip and external granule cell layer of the brain, and at least some of these tumors are driven by the SHH signaling pathway that gives rise to formation of the normal cerebellum (Weiner et al., 2002). Mouse models of medulloblastomas have been generated by activating this pathway using several methods such as SHH overexpression, loss of PTC, and activation of SMO. In addition, loss of function of the DNA damage repair pathways contributes substantially to these SHH medulloblastomas such as loss of p53, Lig4, or Chk2.

Medulloblastomas are modeled using the RCAS/tv-a system. Originally, it was recognized that myc was insufficient to cause these tumors but that myc overexpression created nests of undifferentiated cells (Fults et al., 2002). Then SHH gene transfer with RCAS vectors into nestin-expressing cells of the rhombic lip created medulloblastomas in a minority of mice (Rao et al., 2004). This incidence of medulloblastoma formation was increased by several genes including Myc, Akt, and IGF2 (Rao et al., 2003). Although the incidence of tumors formed is increased by additional gene transfer, the incidence of medulloblastomas remains significantly below that seen with PDGF gene transfer to generate gliomas in this modeling system (Hambardzumyan et al., 2008).

It is possible that cell types other than nestin-expressing cells can serve as the cell of origin for these tumors. For example, math-1-expressing cells of the external granule cell layer can give rise to medulloblastomas using other genetic modification strategies (Yang et al., 2008). This is a good example of how various modeling strategies give different complementary results. It is likely that there are several cell types that can give rise to brain tumors and the development of further strains of transgenic mice with tv-a driven by other CNS cell population-specific promoters is expected to permit to derive models for any tumor type in the brain.
2.6 Imaging, Stem Cell Niches, and Preclinical Trials

The use of RCAS/tv-a-induced brain tumors in preclinical trials has been made possible by the development of several imaging technologies that allow each mouse to serve as its own control (Momota and Holland 2005). Bioluminescence imaging (BLI) has been developed in other systems to follow the fate of cells in vivo noninvasively. The most commonly used source of light production for BLI is the firefly luciferase gene that can be expressed from a tissue-specific promoter or a promoter that responds to a signaling pathway that is critical to the biology of the tumor. The mice are then injected with the substrate for luciferase, luciferin, and the enzyme cleaves luciferin in an ATP-dependent manner. The light is quantified by a CCD camera and is a direct and noninvasive readout of the activity of the promoter that drives luciferase expression (Momota et al., 2005).

BLI was used to generate a reporter mouse that would read out cell cycle proliferation using the E2F1 gene promoter. This mouse emitted light from PDGF-driven gliomas allowing identification of mice with tumors and a noninvasive measure of therapeutic effect (Uhrbom et al., 2004). A second reporter line was generated that expressed luciferase from a Gli responsive promoter which is a downstream readout of SHH signaling. Not surprisingly, this background gives off light from SHH-driven medulloblastomas as well (Figure 2.4 and Color Plate 7). The strength of such reporter systems is in showing the activity of pathways not previously known to be activated in a given tumor type. In this case, PDGF-induced gliomas also produced light; the tumors produce the SHH ligand from trapped and reactive astrocytes (Becher et al., 2008).

Several trials have been performed with the mice harboring RCAS-induced gliomas and medulloblastomas. In PDGF-induced gliomas, the effect of PDGFR and mTOR inhibition was shown to result in cell cycle arrest but not death (Uhrbom et al., 2004). Temozolomide had a modest effect on survival of these tumors and proliferation, but little immediate effect on the histological appearance of the tumors (Momota et al., 2005, McConvilie et al., 2007). Similar to what is seen in human gliomas, a radiation dose of 2 Gy had little effect on any cell type in these tumors and increasing the dose to 10 Gy was needed to achieve an effect, which was mainly cell cycle arrest.

In contrast to the relative resistance of glioma to radiation, medulloblastomas in a wild-type p53 background show substantial killing with 2 Gy and cell cycle arrest only in the perivascular niche. These surviving cells activate Akt in the process of arresting and blockade of Akt prior to radiation sensitizes these cells resulting in fewer perivascular cells surviving radiation (Hambardzumyan et al., 2008).

Cells with stem cell properties have been shown to exist in the perivascular structures of both medulloblastomas and gliomas (Calabrese et al., 2007). In the RCAS/tv-a models of these tumors, resistant cells with stem-like properties also exist in the same region allowing these models to serve as excellent systems for understanding the importance of such cells in the biology of these tumors and
their response to treatment. Furthermore, RCAS/tv-a models for brain tumors provide the ability to modulate the genetics of the specific cell types and treat the tumors with therapies that parallel the treatments given to humans (Hambardzumyan et al., 2007).
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Chapter 3
Using Neurofibromatosis Type 1 Mouse Models to Understand Human Pediatric Low-Grade Gliomas

David H. Gutmann

Abstract  Neurofibromatosis type 1 (NF1) is the most common genetic cause for low-grade glioma in children and accounts for 15% of all reported cases of World Health Organization (WHO) grade I astrocytomas. Children with NF1 develop low-grade pilocytic astrocytomas most frequently along the anterior optic pathway with a mean age at diagnosis of 4.5 years. Recent advances in mouse genetic engineering have resulted in the generation of \( Nf1 \) mutant mice that form low-grade glial tumors involving the optic nerve and chiasm. These genetically engineered mice have been instructive in identifying the key growth control pathways that regulate glial cell survival and proliferation as well as defining how the tumor microenvironment modulates tumor formation and growth in a temporally and spatially restricted pattern. Lastly, \( Nf1 \) mutant mice are now being employed in preclinical therapeutic studies in which new therapies can be evaluated prior to testing in children.
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3.1 Pediatric Low-Grade Glioma

Unlike adults, children are most commonly affected by low-grade glial neoplasms (astrocytomas). The vast majority of these low-grade astrocytomas are classified by the World Health Organization (WHO) as grade I pilocytic astrocytomas (Louis et al. 2007). Pilocytic astrocytomas (PAs) are characterized by a biphasic histologic appearance in which bipolar cells and Rosenthal fibers alternate with more loosely packed areas composed of multipolar cells associated with microcysts and eosinophilic deposits (Fig. 3.1 and Color Plate 8). These astrocytic tumors are immunoreactive for glial fibrillary acidic protein (GFAP) expression and exhibit low to moderate cellularity. Macroscopically, these tumors may form intratumoral cysts which can be seen on magnetic resonance imaging (MRI).

Microscopically, PAs have rare mitotic figures and low mitotic (proliferative) indices, consistent with their relatively indolent growth rates. Despite their slow growth rates, these low-grade tumors are frequently highly vascular.

**Fig. 3.1** Histologic features of human pilocytic astrocytomas. (A) Biphasic pattern of regions with more compact cellularity alternating with regions with more loosely structured architecture. (B) Pilocytic astrocytomas are GFAP-immunoreactive. Pilocytic astrocytomas characteristically contain Rosenthal fibers (C; asterisk) and eosinophilic granular bodies (D; asterisk). Photomicrographs were generously provided by Dr. Arie Perry (Division of Neuropathology, Washington University School of Medicine) (see Color Plate 8)
(Gesundheit et al. 2003) and exhibit robust contrast enhancement on MRI (Fulham et al. 1993). In addition, PAs often demonstrate microglial infiltration (Tanaka et al. 2008). The characteristic histologic features of these tumors include Rosenthal fibers and eosinophilic granular bodies. Rosenthal fibers are brightly eosinophilic corkscrew-shaped intracytoplasmic hyaline masses, while eosinophilic granular bodies are globular aggregates that form within astrocytic processes.

Pilocytic astrocytoma is typically considered a pediatric brain tumor, with the majority of cases reported in children less than 19 years of age. While they may arise anywhere along the neuraxis, the majority of sporadic cases arise in the cerebellum. Less commonly, sporadic PAs may develop along the optic pathway or in the brainstem. The genetic etiology for sporadic PA has only recently become clearer: Nearly two-thirds of PAs harbor alterations or mutations in the BRAF kinase gene (Bar et al. 2008, Jones et al. 2008, Pfister et al. 2008), while rare oncogenic KRAS mutations have been reported (Sharma et al. 2005, Janzarik et al. 2007). Lastly, 15% of PAs arise in children with the inherited cancer predisposition syndrome, neurofibromatosis type 1 (NF1) (Listernick et al. 1989, 1995).

3.2 Neurofibromatosis Type 1

3.2.1 NF1 Clinical Features

Neurofibromatosis type 1 (NF1) is one of the most common tumor predisposition syndromes affecting the nervous system. In this regard, NF1 affects 1:2500–3000 individuals worldwide (Friedman 1999). Individuals with NF1 are typically identified when they present with pigmentary abnormalities, including hyperpigmented skin macules (café-au-lait macules), skinfold (axillary or inguinal) freckling, and pigmented hamartomas of the iris (Lisch nodules). In addition, adults with NF1 develop the characteristic peripheral nerve sheath tumors for which the disorder is named (neurofibromas). Children are also prone to the development of distinctive bony abnormalities, learning disabilities, cardiovascular defects, and brain tumors (Friedman et al. 1999). The majority of the brain tumors that arise in children with NF1 are PAs (Listernick et al. 1997; Rodriguez et al. 2008).

3.2.2 Brain Tumors in NF1

Although histologically identical to their sporadic counterparts, NF1-associated PAs most frequently involve the anterior optic pathway (optic nerves and optic chiasm). These tumors commonly grow in early childhood, with a mean age at diagnosis of 4.5 years (Listernick et al. 1994). In contrast to sporadic optic gliomas, NF1-associated PAs usually cease growing by the second decade of life and only one-third of these tumors actually become
symptomatic. When children with NF1-associated PA become symptomatic from their optic gliomas, they will usually present with decreased vision or hypothalamic dysfunction (Habiby et al. 1995, King et al. 2003).

3.3 Mouse Models of NF1-Associated Optic Glioma

Initial attempts to develop small-animal models of NF1 involved the generation of mice heterozygous for an inactivating mutation in the murine \( Nf1 \) gene (Brannan et al. 1994, Jacks et al. 1994). These \( Nf1^{+/−} \) mice were viable and fertile but failed to develop the tumors characteristic of patients with NF1. In order to accelerate tumor formation, \( Nf1^{+/−} \) mice were intercrossed to produce \( Nf1^{−/−} \) mice; however, these mice die during embryogenesis (E13.5) as a result of a cardiac neural crest-derived heart defect (Lakkis and Epstein 1998). To circumvent the embryonic lethality associated with biallelic \( Nf1 \) loss, Parada and associates developed \( Nf1 \) conditional knockout mice in which the \( Nf1 \) gene could be inactivated in specific tissues or cell types using Cre-Lox technology (Zhu et al. 2001).

Using these \( Nf1 \) conditional mice, we and others generated \( Nf1 \) mutant mice specifically lacking \( Nf1 \) gene expression in glial cells (Bajenaru et al. 2002, Zhu et al. 2005). This was achieved by GFAP promoter-driven expression of Cre recombinase to direct \( Nf1 \) inactivation to glial cells (astrocytes). Efficient loss of \( Nf1 \) protein (neurofibromin) expression was found in astrocytes, enabling a detailed examination of the mechanisms underlying neurofibromin growth regulation in astrocytes relevant to optic glioma growth. In addition, these \( Nf1 \) mutant mice have begun to elucidate the contribution of the tumor microenvironment to glioma formation and growth as well as provide a robust preclinical model for therapeutic drug testing (Gutmann et al. 2006).

3.3.1 Growth Regulatory Pathways

One of the uses of genetically engineered mice is the identification of the critical intracellular signaling pathways deregulated in \( Nf1 \)-deficient glial cells: The molecules in these growth control pathways represent potential targets for therapeutic drug design. Previous studies in other cell types have shown that neurofibromin is both a positive regulator of intracellular cyclic AMP (cAMP) generation and a negative regulator of Ras activity (Fig. 3.2). This latter function of neurofibromin has been mapped to a 300-residue domain that shares sequence homology with members of the GTPase-activating protein (GAP) family (Gutmann et al. 1993, Martin et al. 1990, Xu et al. 1990). The observation that neurofibromin inhibits Ras activation by accelerating the conversion of active, GTP-bound Ras to the inactive, GDP-bound form prompted clinical
trials aimed at inhibiting Ras function. Ras requires a secondary lipid modification (farnesylation) in order to insert into the plasma membrane and initiate Ras downstream signaling cascades. Farnesytransferase inhibitors (FTIs) block Ras modification and interfere with Ras signaling (Konstantinopoulos et al. 2007). Unfortunately, FTI drug trials have not shown efficacy in treating NF1-associated tumors to date (Wiedemann et al. 2006).

In nervous system cells, there are three major Ras isoforms, K-Ras, Ha-Ras, and N-Ras, which differ from each other in terms of their sensitivity to FTI treatment. Whereas Ha-Ras is inhibited by FTI treatment, K-Ras and N-Ras are relatively resistant. To determine whether the unsatisfactory clinical trial results obtained using FTI drugs reflected neurofibromin differential Ras regulation, we analyzed Ras isoform expression and activation in wild-type and Nf1-deficient primary mouse astrocytes. While all three Ras isoforms are expressed in astrocytes, only K-Ras was hyperactivated in Nf1-deficient astrocytes (Dasgupta et al. 2005a). Moreover, K-Ras, but not Ha-Ras, activation in
astrocytes in vivo was able to substitute for neurofibromin loss in the formation of murine optic glioma tumors. Similar observations have now been reported for other \textit{NF1}-deficient cell types (Khalaf et al. 2007, Morgan et al. 2007). These findings in \textit{Nf1} genetically engineered mice provide an explanation for the failure of FTIs in NF1 and suggest that future therapies may have to target K-Ras-dependent growth control pathways.

To identify K-Ras downstream signaling pathways, we initially employed an unbiased proteomic approach. When compared to wild-type primary mouse brain astrocytes, \textit{Nf1} \textminus \textminus astrocytes express high levels of proteins involved in ribosome biogenesis and protein translation control (Dasgupta et al. 2005b). This led to the discovery that neurofibromin regulates the mammalian target of rapamycin (mTOR) pathway in a Ras- and Akt-dependent manner in \textit{NF1}-deficient mouse and human astrocytes as well as in human and mouse NF1-associated brain tumors. Comparable findings were subsequently reported for other \textit{NF1}-deficient cell types and tumors (Johannessen et al. 2005). Importantly, mTOR is inhibited by a clinically available drug rapamycin. Treatment of \textit{Nf1}-deficient astrocytes with rapamycin in vitro or in vivo results in decreased proliferation (Dasgupta et al. 2005b). These results raise the exciting possibility that rapamycin might be a suitable drug for human NF1-associated tumor clinical trials.

The observation that neurofibromin regulates ribosomal biogenesis and protein translation suggests that \textit{Nf1} gene cell growth control might involve the selective production of specific proteins. Recent studies have shown that neurofibromin regulates the protein levels of a ribosome shuttling protein, nucleophosmin (NPM). NPM functions to transport newly synthesized ribosomes from the nucleolus into the cytoplasm to direct protein translation at the level of the polyosome (Sandmark et al. 2007). In this regard, inhibition of NPM function completely reverses the growth and actin cytoskeleton abnormalities seen in \textit{Nf1} \textminus \textminus astrocytes. Efforts are ongoing to identify the critical effector proteins regulated by neurofibromin at the level of the polyosome, which may represent more refined targets for future therapeutic drug design.

In addition to neurofibromin Ras regulation, \textit{Nf1} loss in astrocytes leads to reduced cAMP generation and cAMP-dependent intracellular signaling (Dasgupta et al. 2003, Tong et al. 2002). This decrease in intracellular cAMP levels in \textit{Nf1} \textminus \textminus astrocytes results in increased astrocyte survival (Warrington et al. 2007). Although the precise mechanism underlying neurofibromin control of cAMP generation remains unsolved (Hannan et al. 2006, Walker et al. 2006), it likely operates in a Ras-independent manner at the level of adenylyl cyclase (AC).

### 3.3.2 Tumor Microenvironment

Patients with NF1 start life with one mutated and one functional copy of the \textit{NF1} gene in all cells of their body; however, tumors only form when the one remaining functional \textit{NF1} allele undergoes somatic inactivation. Biallelic loss of \textit{NF1}


expression in tumors is consistent with the Knudson two-hit hypothesis for inherited cancer syndromes (Knudson 1971) and has been demonstrated for brain tumors arising in individuals with NF1 (Gutmann et al. 2000, Kluwe et al. 2001). To develop a mouse model for NF1-associated optic glioma, we and others inactivated the Nf1 gene in glial cells using the human GFAP promoter (Bajenaru et al. 2002). These Nf1 conditional knockout mice exhibited loss of neurofibromin in astrocytes associated with increased Ras pathway activation and increased glial cell numbers in vivo. However, Nf1 loss in astrocytes was insufficient for glioma formation. These seemingly contradictory results suggest that other cellular or biochemical events are required for glioma formation in NF1.

To more accurately recapitulate the genetic makeup of individuals with NF1, mice heterozygous for a germline mutation in the Nf1 gene were generated that also had complete neurofibromin loss in glial cells. These Nf1 +/−GFAP CKO mice were viable and healthy (Bajenaru et al. 2003, Zhu et al. 2005). Examination of their brains demonstrated that nearly 100% of the mice harbored low-grade glial neoplasms along the prechiasmatic optic nerves and optic chiasm (Fig. 3.3 and Color Plate 9). Similar to children with NF1, these GFAP + tumors had low proliferative indices, significant microvascularity, and microglial infiltration (Bajenaru et al. 2005). Nf1 mouse optic gliomas were first detected between

---

**Fig. 3.3** Nf1 +/−GFAP CKO mice develop optic gliomas similar to those observed in children with neurofibromatosis-1. MR imaging (MEMRI) demonstrates asymmetrically enlarged optic nerves in one representative Nf1 +/−GFAP CKO mouse (B) compared to control animals (A). Mouse optic gliomas display limited hypercellularity with occasional nuclear atypia (C) and low mitotic activity (D). MR imaging demonstrates asymmetrically enlarged optic nerves in a child with NF1 (F) compared to MR imaging of the optic nerves from a healthy individual (E). Low cellularity and parenchymal infiltration (G) as well as low proliferation rate (H) are characteristic of the human tumors. White arrowheads point to the optic nerves. Black arrowheads indicate MIB-1-labeled cells. Black arrows point to atypical nuclei. B–D, representative mouse optic gliomas. F–H, optic gliomas from children with NF1. Scale bars = 30 μm. Reproduced from Hegedus et al. (2008) (see Color Plate 9)
8 and 12 weeks of age and did not proliferate beyond 6 months of age. Moreover, these murine tumors did not progress to higher grade glial malignancies.

The finding that \( Nf1^{+/-} \) mice with complete loss of neurofibromin in astrocytes develop optic gliomas, whereas wild-type mice with identical astrocyte \( Nf1 \) inactivation do not, supports the concept that cells and signals emanating from \( Nf1^{+/-} \) cells (microenvironment) are essential for glioma formation and growth (Rubin and Gutmann 2005). To define the cellular and molecular signaling found in the tumor microenvironment necessary for glioma formation or growth, natural history studies were performed on \( Nf1^{+/-}\)GFAP\(^{CKO}\) mice. During the earliest phases of optic nerve tumor development, infiltrating activated brain microglia were detected in the prechiasmatic optic nerve and chiasm (Bajenaru et al. 2005). Brain microglia are specialized immune system cells that populate the central nervous system during embryonic development, and, when activated, produce a variety of chemokines and growth factors (Badie and Schartner 2001, Graeber et al. 2002, Watters et al. 2005). Consistent with the hypothesis that \( Nf1^{+/-} \) cells in the microenvironment produce growth-promoting signals that facilitate glioma growth, we showed that \( Nf1^{+/-} \), but not wild-type, microglia uniquely stimulate the growth of \( Nf1^{-/-} \) astrocytes in vitro through the elaboration of soluble factors (Daginakatte and Gutmann 2007). One of the soluble factors identified was a member of the hyaluronidase family of enzymes known to degrade high molecular hyaluronic acid found in the extracellular matrix to smaller bioactive fragments that promote cell growth and motility. In this regard, purified hyaluronidase treatment increased the proliferation of \( Nf1^{-/-} \) astrocytes in a Ras-/MAPK-dependent manner. The importance of microglia to mouse optic glioma growth is further underscored by the observation that pharmacologic inhibition of microglia activation and proliferation in vivo resulted in decreased optic glioma tumor cell proliferation. Collectively, these results demonstrate that microglia are key stromal cells which produce growth-promoting molecules that increase the proliferation of \( Nf1^{-/-} \) glioma cells (Daginakatte et al. 2008).

In addition to growth factors, there are a host of other molecules that instruct cells to survive or migrate during specific stages of brain development (Klein and Rubin 2004, Lazarini et al. 2003). These spatially- and temporally restricted signals are critical for determining where and when cells will grow and differentiate during embryogenesis and early postnatal life. Chemokines comprise one such class of developmentally regulated signaling molecules that dictate patterning in the developing cerebellum (Klein et al. 2001). Recent work has shown that CXCL12 (stroma-derived growth factor-1a) is a chemokine which uniquely promotes \( Nf1^{-/-} \) astrocyte survival in a cAMP-dependent fashion (Warrington et al. 2007). In contrast, CXCL12 has the opposite effect on wild-type astrocytes and instead leads to cell death. Detailed studies further revealed that CXCL12 expression is highest along the optic pathway in young animals and in this manner might provide both the spatial and temporal signal to facilitate NF1-associated glioma development along the optic pathway in young children.
Collectively, these findings suggest that optic glioma formation and continued growth requires biallelic \textit{NF1} gene inactivation in astrocytes (glial cells) which must be coupled with specific cellular (e.g., microglia) and molecular signals (e.g., hyaluronidase, CXCL12) from the \textit{NF1}+/− tumor microenvironment (Fig. 3.4).

**Fig. 3.4** Stromal influences on NF1-associated optic glioma development. Somatic inactivation of the one remaining functional \textit{NF1} gene in \textit{NF1}+/− astrocytes leads to complete neurofibromin loss, which by itself is insufficient for glioma formation. In concert with signals from microglia in the tumor microenvironment (e.g., hyaluronidase) as well as other stromal-derived signals (e.g., CXCL12), \textit{NF1}−/− astrocyte growth is deregulated and results in optic glioma formation.

### 3.3.3 Preclinical Therapeutic Studies

In addition to improving our understanding of the molecular and cellular pathogenesis of NF1-associated optic glioma formation and growth, \textit{Nf1} genetically engineered mice can be used to improve the treatment of children with these low-grade tumors (Fig. 3.5). Advancements in small-animal MR

**Fig. 3.5** Preclinical evaluation of novel therapies for pediatric low-grade glioma. Treatment of \textit{Nf1} GEM optic glioma tumors with anti-cancer drugs provides unique opportunities to address important questions relevant to the success of future chemotherapeutic approaches. The first photomicrograph depicts a dissected mouse optic nerve containing swollen prechiasmatic optic nerves and chiasm (right side of image) compared with a dissected mouse optic nerve following treatment in which the nerves are no longer swollen or kinked.
imaging have recently provided unparalleled opportunities to rapidly detect these small tumors in vivo and to monitor their growth during drug trials (Banerjee et al. 2007). We and others have begun to use these genetically engineered mouse strains to demonstrate that conventional chemotherapies used to treat children with NF1-associated optic gliomas are also effective as anti-cancer therapies in mice, further validating the use of these mouse models (Hegedus et al. 2008, Johannessen et al. 2008). In addition, these mice have been successfully employed to evaluate new biologically targeted agents that derive from basic science discoveries, such as rapamycin to block mTOR pathway activation or agents that restore cAMP levels in Nf1–/– glioma cells. The use of mouse low-grade glioma models as preclinical “filters” to select compounds most likely to be effective in clinical practice may accelerate the delivery of promising compounds to children with NF1.

Another opportunity that mouse low-grade glioma models afford is the ability to define the effect of anti-cancer drugs on the neoplastic cells within the tumor as well as in the normal brain. This is particularly important when treating children whose brains are continuing to develop. Mouse models provide tractable experimental platforms to determine whether the drug actually reached the tumor cells and had the intended effect on the signaling pathway which it was designed to inhibit. For example, demonstrating that rapamycin blocks mTOR signaling and astrocyte proliferation in glioma cells in a dose-dependent manner in vivo provides strong evidence that rapamycin is “hitting” its intended target and slowing glioma cell growth (“target validation”). Similarly, understanding how the drugs exert their effect on tumor growth is equally important. Does the anti-tumoral effect reflect suppression of cell growth or an increase in cell death? In the case of rapamycin, its ability to suppress mouse optic glioma growth did not cause programmed cell death but rather led to decreased tumor cell proliferation (Hegedus et al. 2008). In contrast, temozolomide, an alkylating agent, promoted programmed cell death and led to a more durable, long-lasting effect on tumor growth.

While most biologically targeted agents are selective, they may inhibit or increase signaling through unanticipated pathways and lead to deleterious consequences. In this regard, rapamycin inhibition of mTOR can lead to increased Akt activity by silencing a feedback loop operative in many cell types (Martin et al. 2007, O’Reilly et al. 2006, Zhang et al. 2006). Increased Akt signaling as a result of rapamycin treatment would then promote the growth of tumor cells, instead of attenuating glioma proliferation: Mouse tumor models can be used to determine whether such “off-target” effects exist following drug treatment in vivo. Finally, genetically engineered mice also provide unique opportunities to explore the effects of chemotherapies on normal developing brain tissue. This is especially germane to the treatment of brain tumors in young children.

Another potential use of mouse low-grade glioma models is the discovery of serum or radiographic biomarkers that predict or monitor the response to therapy. We and others have used GEM models to identify proteins secreted
into the blood or cerebrospinal fluid (Dasgupta et al. 2005c). These secreted proteins may serve as potential biomarkers of tumor growth. Since tumor shrinkage, as assessed on conventional MRI, typically occurs months after the onset of tumor growth suppression, the availability of surrogate indicators of tumor growth would greatly improve our ability to make rapid decisions regarding the success of our treatments. Similarly, with the advancements in small-animal imaging, it becomes possible to consider using dynamic contrast enhancement (measures of tumor vascularity) and diffusion-based imaging methods (measures of tumor cellularity) to more rapidly determine whether MRI can detect changes in the tumor that reflect a positive response to chemotherapy.

### 3.4 Future Directions

As we move into an era of molecular medicine, it becomes increasingly important to develop efficient pipelines for drug discovery and preclinical evaluation. Recent advances in mouse genetic engineering have facilitated the generation of robust small-animal models for low-grade glioma based on known cancer-causing genetic changes. These mouse glioma models offer unprecedented tools to identify new targets for therapeutic drug design based on an improved understanding of the molecular and cellular basis for low-grade glioma formation and growth. In addition, they also provide invaluable reagents to assess the efficacy of new compounds and determine their effects on the intact animal in vivo prior to human clinical trials.

Lastly, although NF1 accounts for a minority of pediatric low-grade gliomas, it is highly likely that these NF1-based findings will provide critical insights into the pathogenesis and treatment of sporadic tumors arising outside of the context of NF1. Several recent studies have highlighted the translation of observations made initially by investigating NF1 glioma biology to sporadic pediatric low-grade glioma: First, there have been two reports of non-NF1-associated pilocytic astrocytomas with activating mutations in the \textit{KRAS} gene (Janzarik et al. 2007, Sharma et al. 2005). Mutational activation of \textit{KRAS} in glial cells should mimic many of the effects of neurofibromin loss. Second, sporadic low-grade gliomas harbor hyperactivation of the Ras signaling pathway, and most pilocytic astrocytomas exhibit Akt/mTOR hyperactivation (Sharma et al. 2005). This suggests that Akt/mTOR pathway deregulation is a central growth regulatory signature of low-grade glioma. Lastly, the stromal signals identified by examining \textit{Nf1} mutant mice have revealed instructive growth cues provided by microglia and other cell types in the low-grade glioma tumor microenvironment. As sporadic low-grade gliomas also contain infiltrating microglia, similar stroma-derived growth factors may also be important for sporadic low-grade growth. Future studies on sporadic low-grade gliomas that springboard from studies originally focused on NF1 may yield new treatments for these common pediatric brain tumors.
Abbreviations
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Chapter 4

Transgenic Mouse Models of CNS Tumors: Using Genetically Engineered Murine Models to Study the Role of p21-Ras in Glioblastoma Multiforme

Diana Munoz, Sameer Agnihotri, and Abhijit Guha

Abstract Robust animal models have come to the forefront of understanding GBM biology and cancer biology in general. Specifically, genetically engineered murine models or GEMs have provided a great deal of understanding in investigating the role of p21-Ras in GBM. Elevation of Ras activity is a molecular hallmark of GBM and is under intense investigation. Several animal models have been engineered to express mutant forms of Ras or aberrantly express receptors, which modulate Ras activity. Embryonic stem cell transgenesis is a key methodology in engineering these mice models and so is tissue-specific targeting. We highlight several advantages of using ES-cell mediated transgenesis to generate mouse models expressing activated Ras. These animal models have been crucial in studying GBM formation, identifying novel GBM tumor suppressor genes using retroviral gene-trapping and how Ras synergizes with other signaling pathways to give rise to GBM. Lastly these models can be useful in identifying the potential cell of origin in GBM.
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4.1 Introduction

Glioblastoma multiforme (GBM) is the most common and lethal of all gliomas and is defined by several hallmark features such as hyper-cellular proliferation, resistance to apoptosis, genomic instability, necrosis, and robust invasion. GBM is a highly heterogeneous tumor broadly characterized by several gain-of-function and loss-of-function alterations, epigenetic reprogramming, and somatic mutations. Emerging biologically relevant targeted therapies depend on an enhanced understanding of the underlying mechanisms that contribute to the malignant phenotype. Amongst these targets is p21-Ras, and it has attracted much attention due to its central role in normal and cancer cell intracellular signaling pathways. Primary activating mutations of p21-Ras are seen in 30% of cancers, but not in GBM. Higher levels of Ras can also arise through secondary activation of p21-Ras-regulated pathways through aberrant receptor expression as seen in breast cancer and gliomas.

To further the understanding of GBM aberrancies including p21-Ras, robust animal models such as genetically engineered mouse models (GEMs) have come to the forefront. These GEMs are based on known human genetic alterations with the hope that they will recapitulate the histological and molecular pathogenesis of astrocytomas including GBM. GEMs serve as excellent tools to better understand the biology of GBM by understanding the biological consequences of known GBM genetic alterations, identifying novel GBM modifier genes, used in pre-clinical studies, and serve as a model for identifying the cell of origin. We highlight how GEMs provide an invaluable tool to study GBM and p21-Ras signaling.

4.2 Embryonic Stem Cell Transgenesis to Generate Mouse Models

As previously mentioned, p21-Ras is a key aberration of GBM and as our knowledge of the molecular pathogenesis of GBM increases with new effective biological therapies, there is a need to develop better pre-clinical models. The mouse is the model organism most closely related to humans. Human and mouse genomes are approximately the same size, contain the similar number of genes, and have high synteny (conserved gene order). Most human genes have mouse counterparts with similar function. Mutations or alterations that cause diseases in humans often cause similar diseases in mice. Mouse models can be generated by somatic gene transfer, germ line transmission, and human cell and tissue transplantations. The valuable features of a robust GBM model include but are not limited to (1) tumors arise from the cell of origin/astrocytes; (2) tumors in the animal model have similar molecular pathogenesis as human GBM such as proliferation, necrosis, invasion, and angiogenesis; (3) tumors are responsive to known therapeutics; (4), tumors develop at a high incidence and are predictable; (4) tumors share molecular profiles...
similar to human GBM; (5) tumor induction is short to allow for therapeutic intervention. Here we focus on germ line or embryonic stem cell (ES) transgenesis. See relevant chapters for more information on somatic gene transfer such as the RCAS system and tissue transplantation or xenograft mouse models. ES cells are derived from pre-implantation embryos, specifically from the inner cell mass (ICM) of the blastocyst stage (Evans and Kaufman, 1981). ES cells can be established under in vitro conditions with complete medium and leukemia inhibitory factor (LIF), which keeps the ES cells undifferentiated and maintains their potential to develop into tissues of all lineages. When injected into a host blastocyst or aggregated with the blastomere stage of mouse embryos, the donor ES cells can integrate into host ICM and give rise to cells of all tissue types resulting in a chimeric mouse, Fig. 4.1 and Color Plate 10 (Evans and Kaufman, 1981; Nagy et al., 1990). Since ES cells can contribute to germ cells of the chimeric mouse, the ES cell genome is transferred to progeny leading to stable germ line transmission.

**Fig. 4.1** General principle of classical ES transgenesis. DNA Vector carrying gene of interest is transfected into cultured mouse ES cells. In our case we used a retrovirus carrying the \textsuperscript{V12}Ha-Ras gene under the control of the astrocyte-specific human GFAP promoter and a neomycin selection marker expression cassette. Selection of ES cells with the transgene of interest is first accomplished by selecting for neomycin-resistant clones. Thereafter NeoR ES clones are tested for their ability to express the transgene by in vitro differentiation to astrocytes. This process confirms activation of the GFAP promoter expression and specificity. Positive ES cells undergo aggregations and are transferred to a pseudo-pregnant female mouse to create chimeric embryos (striped mouse in picture). The chimeric mice are bred to normal mice and those mice having incorporated the transgene in their germ-line will generate transgenic offspring (see Color Plate 10)
A powerful feature of transgenics that involves ES cells is based on homologous recombination, which allows specific mutagenesis of any gene or genomic locus (Capecchi, 1989). This has been advantageous in cancer research since this technique can allow for targeting and disruption of tumor suppressor genes (TSGs) such as PTEN and P53. Classical transgenesis involves the introduction of an exogenous gene expression construct to create genomic alterations (DePrimo et al., 1996). This procedure involves targeting the transgenic vector into ES cells that are then injected into a host blastocyst or aggregated within a morula stage embryo to give rise to chimeric mice that are then bred to give rise to transgenic mice of the desired genotype. ES cell transgenesis has several advantages over standard pro-nuclear injection methods. Conventional pro-nuclear injection results in multiple-copy integrations which can result in variation or even inhibition of transgene expression (Garrick et al., 1998). ES cell transgenesis provides higher frequency of low-copy transgene integration including single-copy integration, which is often desirable. Second, ES cell transgenesis allows for testing of cells in vitro. Therefore, using in vitro assays you can select for cells that express the transgene of interest and test tissue specificity of the transgene using differentiation assays if the transgene is under a tissue-specific promoter (TSP). These tests are less expensive and labor intensive compared to pro-nuclear injections since you do not have to invest in making the actual mice yet. ES-cell transgenesis also has the possible advantage of avoiding embryonic lethality due to tissue-specific transgene expression. The chimeric mice do not have transgene expression in every cell, which may circumvent the lethality seen in many pro-nuclear injections. In addition to ES-cell transgenesis, conditional inducible transgenics can be employed such as the Cre/LoxP or the Flp/FRT systems in which the transgene expression can be induced or silenced at times deemed necessary for experimental investigation.

### 4.3 Genetically Engineered Murine Mouse Models (GEMs) of GBM

Several efforts have been employed to create a transgenic mouse model that can recapitulate the GBM phenotype using the astrocyte-specific promoter. The GFAP promoter which is activated by embryonic day 16.5 has been widely used to target differentiated astrocytes. The rational being that GBMs were believed to be derived from astrocytes or an astrocytic lineage. Expression of oncogenes using the astrocyte-specific glial fibrillary acidic protein (GFAP) promoter, such as the SV40 large T antigen (Danks et al., 1995) and v-src (Weissenberger et al., 1997), has led to some glioma models, though with unpredictable and low frequency and pathology. For example, GFAP-SV40 large T transgenic mice develop aggressive non-astrocytic brain tumors with hyperplasia of the choroid plexus. GFAP-v-src transgenics form abnormal nests of proliferating astrocytes perinatally, which later evolves into overt malignant astrocytomas in the brain.
and spinal cord in 14% of mice by 65 weeks (Weissenberger et al., 1997; Danks et al., 1995). Our lab has developed a transgenic mouse astrocytoma model, based on our findings of increased p21-Ras activation in malignant human astrocytomas, in which the 12VHa-ras Transgene is driven by the human GFAP promoter (Ding et al., 2001). This mouse model reproduces many but not all of the pathological and molecular characteristics found in human tumors including a high mitotic index, nuclear pleomorphism, infiltration, necrosis, and increased vascularity.

4.4 GFAP:12 V-HaRas Astrocytoma Model: Characterization of RasD7, RasB8

We and others have demonstrated that activation of p21-Ras from aberrantly expressed/activated RPTKs such as mutant EGFRs promotes growth of GBMs (Guha et al., 1997; Feldkamp et al., 2001). This led us to develop a transgenic mouse using embryonic stem (ES) cell transgenesis, with the GFAP promoter-regulating oncogenic 12VHa-ras. We chose a 2.2 Kb human GFAP promoter which contains the essential transcription regulatory elements directing the expression of the GFAP gene: AP-1, ets-1, RAR, etc. Because ES transgenesis was used, we were able to perform in vitro differentiation screens to identify ES clones which had incorporated the transgene and maintained the regulation conferred by the GFAP promoter. Retinoic acid (RA) treatment, which turns on the GFAP promoter (Fraichard et al., 1995), allowed selection of ES cells that expressed 12VHa-ras and the accompanying IRES-LacZ construct, before blastocyst introduction.

Several transgenic GFAP-Ras lines were created from selected ES clones, which demonstrated a dose-dependent increase in the incidence and grade of astrocytomas (Ding et al., 2001). The RasD7 line was found to contain several 12 V-HaRas transgene integration sites and high levels of activated p21-Ras expression, and mice died from multifocal malignant astrocytomas within 2 weeks as chimeras (Fig. 4.2). Examination of the brains of these mice demonstrate diffuse glial hyperplasia with multiple foci of astrocytoma with regions of necrosis, hemorrhage, and hypervascularity (Shannon et al., 2005), features associated with malignant astrocytomas (Kleihues and Cavenee, 2000). In contrast, mice from the RasB8 line had a single 12 V-HaRas integration site, displayed moderate levels of p21-Ras transgene expression, and achieved germline transmission (Fig. 4.2). RasB8 are phenotypically identical to normal littermates at E16.5, with expression of the hGFAP regulated H-Ras transgene as early as E13.5, but without any significant increase in GFAP+ astrocytes or any other detectable histological central nervous system abnormalities. In the next 3 weeks RasB8 differ from littermates by harboring increased numbers of GFAP+/Nestin- astrocytes diffusely in the brain. Astrocyte isolates from this early hyperplasia stage (RasB8-P0) are not transformed as they fail to form
tumors when re-introduced into a syngeneic host. At 3–4 weeks multiple foci of invasive GFAP+ /Nestin+ astrocytes develop, which upon micro-isolation harbor Tp53 mutations and aberrant EGFR expression similar to low grade astrocytomas (LGA) in humans (Fig. 4.3a and Color Plate 11). At 12 weeks highly invasive and angiogenic GFAP+ / Nestin+ high-grade astrocytomas are observed. This progression from low-grade to high-grade astrocytomas is accompanied by additional genetic changes, including loss of PTEN and p16 cell cycle inhibitor expression.

Further Cytogenetic analysis of astrocytes isolated from RasB8 mice at 3 months and not postnatal day 0 (P0) demonstrated several clonal aberrations such as trisomy of mouse chromosome 10, which is syntenic to a region on chromosome 12q commonly amplified in human malignant astrocytomas.

Fig. 4.2 RasD7, RasB8 GEMs. A. Survival curve of the RasB8 GEM. Pups are born normally and can go on to breeding with germ line transmission. Fifty percent of the RasB8 mice are dead at ~12 weeks and show an assortment of uni- and multifocal low (LGA) and high-grade astrocytomas (HGA). B. Southern blot analysis of transgenic integration in GFAP-V12Ha-Ras transgenic mice with LacZ cDNA probe (Left panel). P21-Ras-GTP levels (fmol/mg of protein) in the RasD7 and RasB8 astrocytoma cell lines (Right panel)
which contain well-known oncogenes such as CDK4 and MDM2. At the protein level, these cells harbor many genetic alterations seen in human GBMs (Fig. 4.3b), including loss of cell cycle growth regulators (p16, p19, and tp53) expression, overexpression of MDM2 or cyclin-dependent kinase (CDK4), increased expression of the epidermal growth factor receptor (EGFR), loss of PTEN/MMAC1 tumor suppressor gene, and increased expression of pro-angiogenic molecules such as vascular endothelial growth factor and several angiopoietins.

In addition to this cytogenetic and molecular changes, cell lines derived from the GFAP:12VHa-ras GBMs grow in culture, soft agar and make tumors in Nod-Scid mice. However, astrocytes derived from ~2- to 3-week-old animals are not transformed, do not grow in soft agar or Nod-Scids. These results
imply that activated Ras by itself does not induce gliomas, but may result in chromosomal and genetic instability (Denko et al., 1994) in astrocytes or CNS progenitors, which leads to the acquisition of additional genetic alterations and subsequent tumor development. These results suggest that the RasB8 GEM resembles the progressive “Secondary” pathogenic model of GBM.

The astrocytoma progression observed in the RasB8 model could be employed to identify additional gene expression changes associated in the formation and progression of human GBMs. For this purpose, we used high density oligonucleotide arrays to perform gene expression profiling on cultured wild-type mouse astrocytes, non-neoplastic B8 transgenic astrocytes, and neoplastic astrocytes derived from three independently generated Ras transgenic mouse lines, B8, D7, and B8/B5 (Gutmann et al., 2002). We identified several unique groups of genes, whose expression is specifically altered upon neoplastic transformation, which also demonstrated differential expression in malignant human astrocytomas cell lines. Genes previously associated with growth regulatory processes such as decorin, gadd45, and STAT6 were differentially expressed between pre-malignant and malignant astrocyte cultures. Over expression of decorin in C6 rat glioma cells results in tumor regression in vivo (Stander et al., 1998), perhaps by modulating p21-WAF1/CIP1 expression. Therefore, the reduced expression of decorin in the B8 astrocytoma tumors may contribute to the increased growth of these cells. We also observed lower expression of the growth-arrest protein, gadd45, suggesting that astrocyte transformation might be associated with reduced growth-arrest signaling. STAT6 is a signaling molecule that specifically transduces proliferative signals from interleukin-4 and -12 receptors through the Janus family of kinases (Wurster et al., 2000) (see also Chapter 38) Although its role in glioma pathogenesis has not been explored, increased STAT6 expression might also augment mitogenic signaling and increase astrocytoma proliferation.

One feature of astrocytomas cells is their ability to display enhanced motility in vitro and in vivo (Chicoine and Silbergeld, 1995). Therefore, it is not surprising that we identified a number of differentially expressed transcripts involved in astrocyte cytoskeleton remodeling (gem, GAP43, and F52). To further examine the functional significance of these differentially expressed genes we analyzed the effects of the re-introduction of the downregulated astrocytomas associated protein GAP43. The re-expression of GAP43 into GAP43-deficient C6 glioma cells resulted in cell growth suppression; however, additional studies will be required to determine the mechanisms underlying GAP43 growth regulation.

As detailed above, we have exploited the RasB8 transgenic mouse model of high-grade astrocytomas to identify genes that might underlie the pathogenesis of human GBMs.

The power of this approach lies in its ability to detect gene expression changes that reflect both the non-neoplastic and neoplastic states.
4.5 Study of Cooperative Interactions Between Ras Overexpression and Other Known Genetic Alterations in Human Astrocytomas

Using the Ras B8 model we have undertaken a series of experiments to understand the role of Ras overexpression and its cooperative interactions with other known genetic alterations in human astrocytomas, based on transgenic models. We created transgenics with hGFAP-regulated expression of EGFRwt and mutant EGFRvIII, the most common gain-of-function alterations in human GBMs (Ding et al., 2003). Neither of these mice formed gliomas by themselves, leading us to conclude that aberrant EGFR signaling does not induce gliomas per se. To determine if aberrant EGFR signaling can promote progression, we made double transgenics with our RasB8 GEM. Mutant EGFRvIII, but not EGFRwt, double transgenics exhibited dramatic reduction in survival with 50% of these mice dying with gliomas at 2–4 weeks of age (Fig. 4.4a). In addition to an effect on tumor latency, EGFRvIII; GFAP-V12Ha-Ras transgenic mice developed tumors with histopathological features of oligodendro-gliomas, with a small subset resembling mixed oligoastrocytomas (Fig. 4.4b). This was unexpected since EGFRvIII is linked to human adult GBMs and not high-grade oligodendrogliomas. However, consistent with our results, oligodendrogliomas also arise with EGFRvIII transduction into astrocyte progenitor pools, such as Ink4aArf−/− NSC (Bacho et al., 2002) or Nestin-tva mice (Dunn et al., 2000). To determine if the subtype of glioma was a reflection of embryonic vs adult expression of the EGFRvIII and 12V H-Ras transgenes, Ad:EGFRvIII was injection into the frontal subcortical white matter of adult RasB8 mice. These animals developed high-grade astrocytomas (HGA), as detected by MRI and pathological examination (Fig. 4.5), suggesting that the subtype, grade, and incidence of gliomas are not only dependent on the specific transforming genetic alterations, but also on their state of differentiation.

A second group of experiments investigated the role of loss of Pten in gliomagenesis (Wei et al., 2006), the most common loss-of-function alteration in human GBMs. Since Pten knockout is embryonically lethal, we utilized transgenic mice which have a PTEN gene flanked by LoxP sites (Pten$f/f$ mice), so that it can be excised upon Cre recombinase expression. We used different strategies for Cre-excision. First we generated double transgenics, in which Pten was conditionally inactivated in astrocytes by crossing Pten$f/f$ transgenics to mice that express Cre recombinase under the control of the GFAP promoter (hGFAP-Cre). The resultant Pten conditional knockout mice were indistinguishable from their control littermates at birth. However, offspring died within a few weeks after birth, with enlarged brains containing increased numbers of proliferating, but not transformed, astrocytes (Fig. 4.6) (Wei et al., 2006). These data indicate that although absence of PTEN expression in astrocytes increases their proliferation and promotes an overall increase in brain size, it is insufficient for glioma formation. To more closely mimic a situation where only a focus of cells loses expression of PTEN in the brain, we developed and utilized
**Fig. 4.4** RasB8 X EGFRvIII X double transgenics. A. hGFAP:EGFRvIII or EGFRwt single transgenics did not induce gliomas. Double transgenics with RasB8 X EGFRvIII (not EGFRwt) led to increased incidence and death from gliomas compared to RasB8. B. However, unlike RasB8 GFAP + astrocytomas, the double RasB8 X EGFRvIII gliomas were mainly GFAP-negative oligodendrogliomas.

**Fig. 4.5** 4 Week-RasB8 + AdEGFRvIII. Adenoviral:EGFRvIII injected to RasB8 mice injection at 4 weeks of age. The left panel shows gliomas as dark lesions (white arrows), detected by small animal MRI after MnCl2 contrast enhancement. The middle and right panels show sections corresponding to MRI lesions with regions of necrosis (N) and increased number of GFAP + high-grade invasive astrocytomas (HGA).
Ad:Cre intracranial injections to excise \( Pten \) in adult mice. Excision of \( Pten \) by itself did not form gliomas, but in the background of RasB8, there was increased number of high-grade GBM-like tumors (Table 4.1) supporting the role for \( Pten \) in glioma progression but not initiation.

Table 4.1 Excision of both \( Pten^{ff} \) alleles by adenoviral (Ad):Cre in 4 weeks RasB8 X \( Pten^{ff} \) mice led to increased number of HGA formation compared to RasB8 X \( Pten^{ff/wt} \) controls. Excision of \( Pten^{ff} \) by itself did not lead to any gliomas.

<table>
<thead>
<tr>
<th></th>
<th>Low-Grade</th>
<th>High-Grade</th>
<th>No Tumour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ras B8 + Pten(^{ff}) (n = 14)</td>
<td>2</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>Ras B8 + Pten(^{ff/wt}) (n = 9)</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Pten(^{ff}) (n = 11)</td>
<td>0</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>Pten(^{ff/wt}) (n = 10)</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
</tbody>
</table>

4.6 Identifying Novel GBM Modifier Genes Using the RasB8 GEM and Gene-Trapping

GEMs such as our RasB8 mouse model may also shed light on novel genetic alterations in human cancers that were previously unknown. One such approach is using a random mutagenesis technique known as retroviral gene-trapping (Stanford et al., 2001). This non-biased strategy uses a retroviral cassette that integrates into the genome randomly. Disruption of a critical gene in these tumor prone astrocytes may accelerate transformation and tumor grade (Fig. 4.7). Identification of the gene can be carried out using inverse PCR or 5’RACE PCR. Using in vitro retroviral gene-trapping on newborn (P0) transgenic
astrocytes, established from a GFAP-V12-HaRas GEM astrocytoma model, we identified Gata6 as a transforming modifier with V12-HaRas in astrocytes (Kamnasaran et al., 2007). Expression, mutational, and functional analyses all demonstrate that GATA6 is a novel tumor suppressor gene not only in the GEM model, but also more importantly in human GBM. This novel discovery showed the power of using gene-trapping and demonstrated the role of a new transcription factor in GBM progression. GATA6 is one of six members of the mammalian GATA family of transcription factors, all containing two highly conserved zinc-finger DNA-binding domains that interact with a canonical DNA motif (G/A)GATA(A/T) (Molkentin, 2000). GATA6 is located on human chromosome 18q and is an important transcription factor for differentiation and organogenesis. GATA6 and its close family member are highly expressed in cardiac tissue. We and others have recently demonstrated GATA6
expression in a variety of adult murine and human cells of the nervous system, such as the choroid plexus epithelium, neurons, astrocytes, and endothelial cells (Kamnasaran and Guha, 2005). Several compelling pieces of evidence show GATA6 as a novel tumor suppressor in GBM: (1) GATA6 protein expression was absent in several established human GBM lines and explant xenografts; (2) GATA6 mRNA expression was absent in 20/22 (≈90%) human GBM operative specimens; (3) GATA6 protein expression by IHC was absent in the majority (≈85%) of human GBM specimens and a much lower number (≈10%) of LGA compared to normal brain. In a patient demonstrating a secondary GBM, GATA6 expression was absent in the GBM lesion but present in the LGA lesion, similar to what we found with the B8 GEM. These findings collectively suggest loss of GATA6 to play a role in astrocytoma progression rather than initiation. (4) Nonpolymorphic GATA6 mutations were found in all five GBMs sequenced, with resultant loss of GATA6 transcriptional activity. These mutations were associated with LOH. (5) Stable reduction of GATA6 expression by two shRNA in nontransformed V12 Ha-Ras immortalized mouse and human astrocytes resulted in in vitro and in vivo transformation. (6) Replacement of wild-type GATA6 into human GBM cell lines lacking GATA6 expression reverted in vitro and in vivo growth potentiation, as a consequence of increasing the number of cells arresting in G1 and decreasing VEGF expression (Kamnasaran and Guha, 2005). GATA4, a close family member of GATA6 is also expressed in human and murine CNS but is lost in human GBM and several other CNS tumors (unpublished findings). In a broader perspective, random mutagenesis approaches on GBM GEMs or other cancer GEMs are a robust technology to identify novel cancer oncogenes and tumor suppressor genes.

4.7 Ontogeny of Astrocytomas

One of the reasons for the lack of clinical advances in our treatment of human GBMs is insufficient understanding of the cell of origin of this disease. For several decades it was widely assumed that differentiated glia were the only cells capable of transformation, as the adult brain was thought to be mitotically inactive. However, demonstration of functional neurogenesis (Smart and i, 1961; Kaplan and Bell, 1983) and the isolation of brain tumor stem cells (BTSCs) from human GBM specimens underscores the need to consider the role of normal stem/progenitor cells in brain tumor biology.

Currently, controversy exists on whether the initial transformed cell is a differentiated astrocyte, progenitor, or neural stem cell. Putative cancer stem cells (CSCs) have features of normal stem cells (self-renewal, multi-potent differentiation) plus the ability to recapitulate the tumor phenotype in vivo, these cells have been identified from a variety of solid human cancers including GBMs (Singh et al., 2004), lending support to the possibility that brain tumors
might arise from the malignant transformation of neural stem cells. However, it is also possible that some brain cancer stem cells arise from differentiated cells, which acquired stem cell properties as a consequence of secondary mutations and subsequent de-differentiation. For example, retroviral transduction of INK4a/Arf−/− astrocytes with the constitutively active mutant EGFRvIII induced astrocyte de-differentiation (Bachoo et al., 2002), as these cells gave rise to tumors with a mixed glial composition. This phenomenon is also observed when GFAP positive cells are infected with a platelet-derived growth factor (PDGF) expressing retrovirus using the RCAS/tva system (Dai et al., 2001). Hence, the nature of the cell of origin in gliomas being a stem cell or a differentiated glial cell remains controversial, with potential biological and therapeutic implications.

Several reasons exist why direct testing of the glioma-CSC hypothesis has proven difficult. First, there is a lack of distinct cell surface markers to delineate and select astrogial progenitor pools and their corresponding differentiated progeny. Commonly used glioma-CSC markers such as CD133 and Nestin are also present in reactive but nontransformed mature astrocytes (Tamagno and Schiffer, 2006). Second, GBMs are well recognized to express markers of non-differentiated cells and lose mature astrocyte markers such as GFAP and express progenitor markers such as Nestin and those of other cell lineages such as Olig2, NeuN. More importantly there are inherent difficulties in the in vitro approaches used to determine the stem cell properties of tumor-derived cell types. Neurosphere formation assays, used to determine the number of cancer stem cells within sorted tumor populations, do not select for quiescent stem-like cells within the tumor but rather for highly proliferating cells such as transit amplifying progenitors (Doetsch et al., 2002). As a result the use of in vivo models will help to make distinctions between these two cell types. Using GEMs where transgenes such as 12VH-Ras are expressed in a cell-specific and inducible manner by Cre-mediated excision and tetracycline-regulated expression might present a better way of addressing questions on the cell of origin of gliomas.

4.8 Conclusions

Animal models provide an indispensable genetic tool in cancer research. Their ability to recapitulate the disease phenotype and genetic background provide much needed insight into cancer biology. GEMs have come to the forefront of GBM biology and GBM GEMs are an invaluable tool providing landmark discoveries that would otherwise be impossible to obtain. GEMs have been an invaluable tool to decipher the neoplastic role of p21-Ras in GBM in terms of the molecular pathogenesis of this tumor. Also, GEMs based on activated Ras can be employed as gene discovery reagents and thus identify GBM modifier genes such as novel oncogenes and TSGs. In addition, GEMs based on
activated Ras can be crossed to other GBM predisposed GEMs to study cancer gene interactions, relationships, and possibly shed light into the cell of origin. Ultimately, a better understanding of p21-Ras complexity and the use of animal models will lead to novel, enhanced, and more effective therapeutic strategies.
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Chapter 5

Pten-Deficient Mouse Models for High-Grade Astrocytomatas

Chang-Hyuk Kwon

Abstract Despite vigorous efforts in clinics and laboratories, the overall prognosis for patients with glioblastoma multiforme (GBM), the most common and aggressive glioma, has not greatly improved over the last few decades. Innovative new therapies based on detailed molecular mechanisms of glioma biology are highly desired. Mutation or loss of PTEN (phosphatase tensin homolog deleted on chromosome ten), a key phosphatase that antagonizes the PI3K/AKT pathway, is one of the most frequent abnormalities found in high-grade astrocytomatas. Whether this genetic alteration is causal or consequential to the tumorigenic process has begun to be elucidated through tumor genetics and new mouse models. This chapter describes the key findings from mouse astrocytoma models involving Pten deficiency or Akt activation, with specific emphasis on the recently reported Pten-heterozygous mouse models. In addition, future directions to inform the design of novel therapeutics for this devastating disease are discussed.
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5.1 Introduction

The phosphatidyl inositol 3′ kinase (PI3K) family is a group of intracellular lipid kinases that phosphorylate the 3′-hydroxyl group of phosphatidyl inositol substrates (Cantley, 2002; Engelman et al., 2006). One key substrate is phosphatidyl inositol 3,4,5-triphosphate (PIP3), which can bind to the pleckstrin homology domain of Ser/Thr kinase AKT (see also Chapter 15). PIP3 binding effectively translocates AKT to the cellular membrane where it is subsequently activated by the PDK1 and mTORC2 kinases (Guertin and Sabatini, 2007; Manning and Cantley, 2007). PTEN negatively regulates the PI3K/AKT pathway through its lipid phosphatase activity against the 3′ position of phosphatidyl inositol substrates (Cantley and Neel, 1999; Maehama and Dixon, 1998) (Fig. 5.1), and loss of PTEN function results in AKT activation in a majority of experimental and pathological conditions (Li and Ross, 2007). In turn, activated AKT phosphorylates a diverse spectrum of substrates, including MDM2, FOXO, BAD, GSK3β, and TSC, ultimately leading to increases in cell survival, proliferation, growth, and/or migration (Manning and Cantley, 2007) (also see Fig. 15.2a). The PI3K/PTEN/AKT pathway controls many developmental processes as well as normal homeostasis. In many experimental systems, activation of this pathway results in hypertrophy, hyperplasia, ecotopia, or a combination of these, depending on the affected cell type (Goberdhan and Wilson, 2003). In both humans and mice, perturbation of this pathway is associated with brain disorders, such as macrocephaly, ataxia, seizure, Lhermitte–Duclos disease, autism, schizophrenia, and

---

**Fig. 5.1** The PI3K/PTEN/AKT pathway. PI3K activated by RTK or GPCR increases PIP3 levels. PIP3 binds to the pleckstrin homology domain of AKT, which leads to the translocation of AKT to the membrane where it is activated. Activated AKT can phosphorylate a large number of substrates, including FOXO, GSK3, BAD, caspase 9, and the TSC2 gene product tuberin, which results in increased cell proliferation, growth, or survival. PTEN antagonizes the PI3K/AKT pathway by dephosphorylating PIP3, thus decreasing PIP3 levels.
5.2 Pten-Null or Akt-Activated Mouse Models of High-Grade Astrocytoma

A genetic abnormality frequently observed in a cancer type can provide crucial clues for investigating the disease. However, such information is not always sufficient to distinguish causal versus consequential relationship of the abnormality to the cancer type. This is especially true for high-grade astrocytomas where diverse genetic abnormalities are present. A mouse model with precise temporal and/or spatial manipulation of such a genetic abnormality can provide insights into cancer etiology. Transgenic technology, delivery of oncogenic viruses, and germline or cre/loxP-mediated conditional gene targeting have been used to model high-grade astrocytomas in mice. To understand the role of PTEN inactivation in human astrocytomas, several groups have generated mouse astrocytoma models with Pten deficiency or Akt activation (summarized in Table 5.1). Since other chapters detail many of these models, this chapter will focus on a brief description of the mouse models and the major insights gleaned from them.

The first mouse astrocytoma model with constitutive Akt activation employed the delivery of avian retroviruses to express Akt as well as Kras in nestin-expressing neural progenitors or GFAP-expressing glial progenitors of high-grade astrocytomas (Ali et al., 1999; Butler et al., 2005; Emamian et al., 2004; Eng, 2003; Kwon et al., 2006; Kwon et al., 2001).

Astrocytoma is a type of glioma with a predominantly astrocyte-like morphology. This tumor type constitutes approximately 75% of all gliomas and 30% of all brain tumors (CBTRUS, 2005). Frequent genetic abnormalities found in high-grade astrocytomas include mutation or loss of tumor suppressor genes, such as TP53, PTEN, INK4A, ARF, and RB, and amplification, activating mutation, or overexpression of proto-oncogenes, including EGFR, PDGFR, and CDK4 (Maher et al., 2001; Zhu and Parada, 2002). According to a recent report from The Cancer Genome Atlas, PTEN mutation is one of the most frequent genetic abnormalities found in astrocytomas (Kaiser, 2008). As in many other cancer types, PTEN mutation is more frequent in higher grade astrocytomas than in lower grade counterparts (Baker and McKinnon, 2004). Therefore, PTEN inactivation has been thought to be crucial for astrocytoma progression, but not for initiation. Although PTEN mutation is more frequent in primary GBMs (also called de novo GBMs, 25%), which arise without clinical evidence of a prior low-grade tumor, than in secondary GBMs (also called progressive GBMs, 4%) that occur through progression from a grade II or III astrocytoma, loss of heterozygosity (LOH) of chromosome 10q where PTEN is located is a common feature in both GBM types (70 and 63%, respectively) (Ohgaki et al., 2004) (also see Fig. 15.3). Additionally, decreased PTEN expression correlates with AKT activation and has been shown to be a poor prognosis marker for high-grade astrocytomas (Phillips et al., 2006).
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Tumor penetrance</th>
<th>Tumor grade</th>
<th>Mean survival</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ntv-a + Akt and Kras</td>
<td>Retroviral injection of activated Akt and Kras into neural progenitors of P0 mice</td>
<td>22% (n = 74) by 12 weeks</td>
<td>IV</td>
<td>ND&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Holland et al. (2000)</td>
</tr>
<tr>
<td>Ntv-a or Gtv-a in Ink4a-Arf&lt;sup&gt;b–&lt;/sup&gt; + Akt and Kras</td>
<td>Retroviral injection of activated Akt and Kras into neural (Ntv-a) or glial (Gtv-a) progenitors of P0 Ink4a-Arf double null mice</td>
<td>Ntv-a: 49% (n = 43) by 12 weeks; Gtv-a: 42% (n = 31) by 12 weeks</td>
<td>IV?</td>
<td>ND</td>
<td>Uhrbom et al. (2002)</td>
</tr>
<tr>
<td>GFAP-V&lt;sup&gt;12&lt;/sup&gt;-Ras&lt;sup&gt;+&lt;/sup&gt; (B8) + Pten cKO&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Transgenic expression of activated Ras under human GFAP promoter + conditional Pten deletion by injection of adenovirus-cre</td>
<td>Almost complete?</td>
<td>B8 only: II (80%) or III; higher grade by Pten cKO</td>
<td>B8/+: 3 months; this was shortened by deletion of Pten</td>
<td>Ding et al. (2001); Wei et al. (2006)</td>
</tr>
<tr>
<td>TgG(ΔZ)&lt;sub&gt;T12&lt;/sub&gt; (with Pten&lt;sup&gt;+/–&lt;/sup&gt;)</td>
<td>Inactivation of Rb family proteins under human GFAP promoter (+ Pten germline heterozygosity)</td>
<td>Complete</td>
<td>II or III</td>
<td>5–6 months (4–6 weeks?)</td>
<td>Xiao et al. (2002)</td>
</tr>
<tr>
<td>TgG(ΔZ)&lt;sub&gt;T12&lt;/sub&gt; + Pten cKO</td>
<td>Inactivation of Rb family proteins under human GFAP promoter + conditional Pten deletion by cre-expressing retrovirus in adult brain</td>
<td>Complete?</td>
<td>ND</td>
<td>ND</td>
<td>Xiao et al. (2005)</td>
</tr>
<tr>
<td>Mut4</td>
<td>GFAP-cre; Nf1&lt;sup&gt;loxP/+&lt;/sup&gt;; p53&lt;sup&gt;+/+&lt;/sup&gt;; Pten&lt;sup&gt;loxP/+&lt;/sup&gt;</td>
<td>Complete</td>
<td>III or IV</td>
<td>Mut4: 18 weeks; Mut6: 16 weeks</td>
<td>Kwon et al. (2008)</td>
</tr>
<tr>
<td>Mut6</td>
<td>GFAP-cre; Nf1&lt;sup&gt;loxP/+&lt;/sup&gt;; p53&lt;sup&gt;−/loxP&lt;/sup&gt;; Pten&lt;sup&gt;loxP/+&lt;/sup&gt;</td>
<td>Complete</td>
<td>III or IV</td>
<td>Mut4: 18 weeks; Mut6: 16 weeks</td>
<td>Kwon et al. (2008)</td>
</tr>
</tbody>
</table>

<sup>a</sup>This table excludes xenograft or orthotopic models. Also excluded are genetic models with insufficient mouse numbers or insufficient tumor information.

<sup>b</sup>Not determined.

<sup>c</sup>Conditional knockout.
neonatal mouse brain (Holland et al., 2000). Constitutive activation of both Akt and Kras was able to induce GBM in neural progenitors but not in the glial progenitors, in which a third genetic alteration, Ink4a/Arf double loss, was required for GBM induction (Uhrbom et al., 2002). Thus, in neonatal mouse brain, both neural and glial progenitors can become transformed depending on defined combinations of oncogenic activation and tumor suppressor inactivation (for more details, see Chapter 2).

\( \text{TgG(ΔZ)T}_{121} \) is a transgenic mouse line with inactivation of Rb family proteins by transgenic expression of \( T_{121} \), a truncated SV40 large T antigen, under the human \( \text{GFAP} \) promoter (Xiao et al., 2002). This line develops grade II or III astrocytomas with complete penetrance. To examine the effect of Pten loss in the tumor cells, the \( \text{TgG(ΔZ)T}_{121} \) mice were crossed to contain \( \text{Pten}^{\text{loxP/loxP}} \) alleles and a cre-expressing retrovirus was stereotactically injected into the adult frontal cortex where the tumor cells are frequently present (Xiao et al., 2005). All cells locally infected with the virus will constitutively express cre recombinase, which in turn excises the engineered \( \text{loxP} \)-flanked \( \text{Pten} \) gene. Dense neoplastic cell clusters with Akt activation signals (phospho-Akt at Ser473) were observed 5 weeks after the cre-mediated \( \text{Pten} \) deletion. The \( \text{Pten} \)-inactivated tumor cells showed reduced apoptosis and increased invasiveness and angiogenesis, thus indicating that \( \text{Pten} \) loss in tumor cells with Rb family protein inactivation results in tumor progression.

\( \text{GFAP-V}^{12}\)-\( \text{Ras} \) is a transgenic mouse line expressing activated V12-Ras under the human \( \text{GFAP} \) (\( \text{hGFAP} \)) promoter (Ding et al., 2001). The B8 line of \( \text{GFAP-V}^{12}\)-\( \text{Ras} \) mice develops grade II (80%) or III astrocytomas. Effect of \( \text{Pten} \) loss was examined by deleting both \( \text{Pten} \) alleles in \( \text{GFAP-V}^{12}\)-\( \text{Ras}; \text{Pten}^{\text{loxP/loxP}} \) mice through stereotactic adenovirus injection into the frontal lobe of 4-week-old mouse brain (Wei et al., 2006). This resulted in the formation of higher grade tumors, demonstrating that \( \text{Pten} \) inactivation plays a pivotal role in astrocytoma progression in \( \text{GFAP-V}^{12}\)-\( \text{Ras} \) mice.

Although neither \( \text{Pten} \) deficiency nor Akt activation was a part of the design of their genotypes, other mouse models also showed evidence of Akt activation in high-grade astrocytomas. Mice heterozygous for both \( \text{Nf1} \) and \( \text{p53} \) on the same chromosome (\( \text{Nf1;} \text{p53 cis} \) mice) spontaneously develop astrocytomas of varying grade and penetrance depending on the mouse strain (Reilly et al., 2000) (see Chapter 6 for details). Since the \( \text{Nf1;} \text{p53 cis} \) mice also develop soft tissue sarcomas (Vogel et al., 1999), the model was further improved through conditional deletion of the \( \text{loxP-Nf1} \) allele (Zhu et al., 2002) in neural cells by \( \text{hGFAP-cre} \) mice (Zhuo et al., 2001). Both Mut1 (\( \text{hGFAP-cre;} \text{Nf1}^{\text{loxP/loxP}}; \text{p53}^{+/–} \)) mice with homozygous deletion and Mut3 (\( \text{hGFAP-cre;} \text{Nf1}^{\text{loxP/+}; \text{p53}^{+/+}} \)) mice with heterozygous deletion spontaneously developed grade II-IV astrocytomas with full penetrance (Zhu et al., 2005). In the mouse astrocytomas, higher phospho-Akt signal was detected in higher grade tumors. An additional mouse astrocytoma model is FIG–ROS mice (Charest et al., 2006). It has been reported that an orphan RTK ROS is ectopically expressed in 30% of glioma cell lines and tumors (Birchmeier et al., 1987; Watkins et al., 1994). To verify the role of the ectopic
ROS expression, adenovirus expressing constitutively activated ROS (a FIG–ROS fusion form) was stereotactically delivered into the striatum of adult mice (Charest et al., 2006). Forty percent of the mice developed malignant astrocytomas between 33 and 55 weeks after the stereotactic injection, and an Ink4a/Arf null background increased penetrance (to 80%) and shortened latency (within 15 weeks postinjection). In this mouse model as well, Akt activation was observed in higher grade tumors and tumor-derived cell lines. Taken together, in several mouse astrocytoma models tested, Akt activation was detected in higher grade tumors, but not (or to a lesser extent) in lower grade tumors, reminiscent of the frequent PTEN mutation in higher grade human astrocytomas.

5.3 *Pten*-Heterozygous Mouse Models of High-Grade Astrocytoma

The above-mentioned *Pten*-null or Akt-activated mouse models have provided crucial insights into the cellular origin of malignant astrocytomas and supported the view that PTEN inactivation plays a crucial role in tumor progression. However, intriguingly, a majority of human astrocytomas with PTEN mutations still harbor an intact PTEN allele or a different type of PTEN mutation. Similarly, in prostate tumors and breast cancers, monoallelic PTEN mutation is predominant over biallelic loss (Ali et al., 1999; Gray et al., 1998; Salmena et al., 2008; Whang et al., 1998). These findings suggest successive loss of PTEN alleles and a potential role for PTEN heterozygosity in tumorigenicity, at least in some cancer types. Additionally, acute loss of both *Pten* alleles specifically in the mouse brain results in hypertrophy, hyperplasia, or both depending on cell types, but not tumor formation (Backman et al., 2001; Fraser et al., 2004; Groszer et al., 2001; Kwon et al., 2006, 2001; Marino et al., 2002). Interestingly, acute loss of both *Pten* alleles in mouse prostate resulted in p53-mediated cellular senescence rather than increased proliferation (Chen et al., 2005), suggesting that *Pten*-heterozygous tumor models might have more physiological relevance than models with either acute loss of both *Pten* alleles or Akt activation.

The first *Pten*-heterozygous mouse model for astrocytoma was the TgG(*ΔZ*)*T121; *Pten*+/– mice (Xiao et al., 2002). Intriguingly, the introduction of germline *Pten* heterozygosity into the TgG(*ΔZ*)*T121 background shortened tumor latency but did not affect tumor grade. This suggests that *Pten* heterozygosity may contribute to astrocytoma initiation. However, the status of Akt activation or PTEN LOH in the *Pten*-heterozygous tumors has not been reported. In a second model (Mut4 mice), conditional *Pten* heterozygosity was introduced into the Mut3 mice (hGFAP-cre; *Nf1*<sup>loxP/+</sup>; *p53*<sup>+/+</sup>, Table 5.2) (Kwon et al., 2008). Mut6 mice have an additional *loxP*-p53 allele replacing the trans wt p53 allele of Mut4 mice. Unlike many other reported mouse models that succumb to developmental defects, Mut3-Mut6 mice are indistinguishable from
littermate controls until adult ages when they spontaneously form high-grade astrocytomas with complete or near-complete penetrance (Table 5.2 and Fig. 5.2). The *Pten*-heterozygous Mut4 and Mut6 mice show interesting features as follows.

![Fig. 5.2](image-url) A representative high-grade astrocytoma from *Pten*-heterozygous Mut4 mice. *Upper panels*, a diffusely infiltrating brain tumor (arrow heads) encompassing the striatum (St) and thalamus (T) spontaneously developed in adult Mut4 brain. Such a neoplasm is not present in control brain. *Lower panels*, a higher magnification image shows characteristic morphology of diffusely infiltrating astrocytomas, including mitotic index (arrows, for example), which is absent in a matched area of control.
In contrast to the view that PTEN inactivation is mainly important for tumor progression, introduction of conditional Pten heterozygosity into Mut3 mice does not change final tumor grade (Kwon et al., 2008). Instead, it results in earlier onset of more malignant astrocytomas in asymptomatic mice. Unlike in Pten-wt Mut3 mice, grade II tumors have never been detected in Pten-heterozygous Mut4 or Mut6 genotype at any ages. Evidence of Pten LOH was detected in grade IV tumors or cultured tumor cells with signals of Akt activation, but not in the majority of in situ grade III tumors with absence of Akt activation. In cultured Pten-wt Mut3 tumors, decreased Pten expression was detectable, but increased Akt activation was not observed. These data, together with previous reports, suggest that although Pten heterozygosity alone is insufficient to induce astrocytoma, it can cooperate with inactivation of other tumor suppressors to initiate astrocytomas, perhaps through an Akt-independent mechanism. It is only upon losing the second Pten allele that progression to grade IV GBM is observed, suggesting that the first allelic loss contributes to tumor initiation, whereas loss of the second allele drives tumor progression. In addition, MRI and subsequent histological analysis revealed that the Pten-heterozygous Mut4 tumors grow approximately five times faster than Pten wt Mut3 tumors at the same grade and equivalent sizes. These data, and previous reports that PTEN mutation is more frequent in primary than secondary GBMs (Ohgaki et al., 2004), suggest that the faster tumor growth resulting from PTEN deficiency may underlie the sudden onset of primary GBMs.

Kaplan–Meier survival curves and histological analyses indicate that a majority of Mut4 and Mut6 mice die of high-grade astrocytomas within a narrow window of time (Kwon et al., 2008). This provides a good opportunity to investigate earlier cellular events before tumor initiation. Indeed, it was found that at 6-8 weeks of age, ectopic migration of neural stem/progenitor populations precedes tumor initiation in the Pten-deficient Mut4 and Mut6 mice as analyzed by marker staining and BrdU chasing. Even at a younger age (4 weeks), Mut3 or Mut4 subventricular zone (SVZ) cells cultured as neurospheres showed abnormal features, including hypertrophic neurospheres, increases in proliferation and self-renewal, and decreases in cell death and astrocyte differentiation (Alcantara-Llaguno et al., 2009). Yet, these young abnormal cells do not show evidence of loss of heterozygosity (LOH) at Nfl, p53, or Pten, indicating that combined heterozygosity of the tumor suppressors is responsible for these tumor-prone properties. These data also suggest that the SVZ stem/progenitor population is likely the cellular origin of astrocytomas, at least in the mouse models.

5.4 Discussion

As suggested from the diverse types of genetic abnormalities found in human astrocytomas and the findings in mouse models, the formation of malignant astrocytoma appears to require at least two mutations. Thus, it is likely that cooperation of multiple oncogenic stimuli is mandatory for tumorigenicity.
Although many combinations of human astrocytoma signature mutations have generated a true phenocopy in mice, not all of them have been successful. For example, Akt activation or \textit{Pten} deletion plus \textit{Ink4a/Arf} null mutation in neonatal progenitors did not induce brain tumor formation in mice (Hu et al., 2005; Uhrbom et al., 2002). This indicates that there are multiple, yet to be defined, genetic combinations initiating astrocytomas. For example, \textit{NF1} mutation occurs in concert with \textit{TP53} mutation (Kaiser, 2008), indicating the same tumorigenic pathway. \textit{TP53} mutation and \textit{EGFR} amplification are usually mutually exclusive in human GBMs (Watanabe et al., 1996), suggesting different oncogenic pathways. These observations are important for the design of rational therapies based on molecular pathways leading to astrocytoma formation. If such multiple initiation pathways are present and converge into a single progression pathway, this would be the consensus molecular target for astrocytoma treatment. On the other hand, if each initiation pathway employs a different progression pathway, the tumor treatment should be altered, depending on tumor genotype. Further genomic analysis of multiple genotypes of human astrocytomas and equivalent mouse astrocytoma models would enlighten this issue.

The high frequency of combined \textit{PTEN} mutation and 10q LOH in both primary and secondary GBMs (Ohgaki et al., 2004) indicates that \textit{PTEN} inactivation plays a pivotal role in the most aggressive gliomas. The \textit{Pten}-heterozygous mouse models of astrocytomas (Kwon et al., 2008; Xiao et al., 2002) strongly suggest that \textit{PTEN} haploinsufficiency plays an important role in tumorigenicity. The absence of Akt activation or \textit{Pten} LOH in a majority of grade III Mut4 tumors implies that an Akt-independent mechanism accounts for the contribution of \textit{Pten} heterozygosity in astrocytoma formation. Similarly, Akt-independent contribution of \textit{PTEN} deficiency to tumor formation has been reported in other tumor types as well (Blanco-Aparicio et al., 2007; Freeman et al., 2003; Yoo et al., 2006). Comparative analysis of \textit{Pten} wt, heterozygous, and null cells during tumor development would provide insights into the underlying molecular mechanisms.

The mechanism by which primary GBMs develop so suddenly without medical evidence of previous low-grade tumors has remained an enigma. \textit{Pten}-heterozygous Mut4 tumors grow approximately five times faster than \textit{Pten}-wt Mut3 tumors when equivalent size of grade III tumors was compared (Kwon et al., 2008). Histology data revealed that Mut4 astrocytomas contain higher density of mitotic index and signals of Ki67, a proliferation marker, than those of Mut3 tumors. In addition, \textit{PTEN} mutation is more frequent in primary GBMs (25%) than in secondary GBMs (4%) (Ohgaki et al., 2004). Primary GBMs occur suddenly and rapidly, while progressive GBMs evolve from lower grade astrocytomas over time. Therefore, the sudden onset of primary GBMs may result from faster tumor growth due to \textit{PTEN} deficiency. Since \textit{PTEN} mutation is also present with mutations other than \textit{NF1} and \textit{TP53} in human GBMs, additional \textit{Pten}-heterozygous mouse models are needed to test this hypothesis.
It is also intriguing that the SVZ cultures from presymptomatic Mut3 or Mut4 mice already display tumor-prone cellular phenotypes without evidence of tumor suppressor LOH (Alcantara-Llaguno et al., 2009). This suggests that the tumor suppressor heterozygosity generates a synergistic mechanism initiating astrocytomas. Further functional analysis of the role of tumor suppressor heterozygosity could reveal the molecular mechanisms for astrocytoma initiation. The SVZ culture data and the ectopic migration of neural stem/progenitors prior to tumor formation in the Pten-heterozygous Mut4 and Mut6 mice (Kwon et al., 2008) support the neural stem/progenitor origin of astrocytomas (Hemmati et al., 2003; Ignatova et al., 2002; Singh et al., 2003; Zhu et al., 2005). Similarly, the first abnormal cell population was also observed in the SVZ of TgG(D2Z)T121 mice (Xiao et al., 2002). Determining the tumor cell of origin will require more accurate gene targeting in mice and in cultured cells. Comparison of the “origin” cells with cells isolated from various stages of mouse astrocytomas should reveal key molecular and cellular mechanisms responsible for initiation and progression of high-grade astrocytomas. Also, comparative analysis with human tumors should provide therapeutic clues to attack this devastating disease.

Careful analysis of a causal versus a consequential role for a particular genetic alteration is crucial: pursuing consequential changes may not improve cancer treatment. For example, activation of the mTOR pathway has been detected in a majority of high-grade astrocytomas (Choe et al., 2003; Kondo et al., 2004). However, a clinical trial using an mTOR inhibitor did not improve overall survival of astrocytoma patients, although the treatment efficiently blocked the molecular pathway (Galanis et al., 2005). In a mouse model, blocking the pathway indeed suppressed astrocytoma but paradoxically increased oligodendroglioma formation, resulting in no changes in overall prognosis (Hu et al., 2005). These examples emphasize the importance of functional studies on the causal versus consequential role of genetic abnormalities found in a tumor type. It is not necessary that all astrocytoma signature mutations contribute to the tumor biology. Activation of the mTOR pathway could be a by-product of AKT activation during GBM progression or mainly required for maintenance of the astrocytoma lineage. Therefore, pinpointing cancer etiology-specific changes, by comparison with an origin cell type, would be a key step in finding therapeutic targets for high-grade astrocytomas.

The study of cancer stem cells is another approach to investigate this problem. CD133-positive cells from human GBMs or medulloblastomas have been shown to be much more tumorigenic than CD133-negative cells from the same tumor type (Singh et al., 2003, 2004). In addition, the CD133-positive GBM cells were more angiogenic and resistant to radiation therapy (Bao et al., 2006a, b), possibly explaining why GBMs do not respond to conventional cancer therapies. These putative cancer stem cells have been isolated from other human cancer types as well (Al-Hajj et al., 2003; Bonnet and Dick, 1997; Collins et al., 2005; Eramo et al., 2007; Lapidot et al., 1994; Li et al., 2007; O’Brien et al., 2007;
Prince et al., 2007). Since putative origin cells (neural stem cells, astrocytes, or both) can be isolated from mouse brain and cultured in vitro, cancer stem cell-specific genomic changes could be identified through comparison with the putative origin cells in mice, providing more promising therapeutic clues for cancer treatment. However, purification of the putative cancer stem cell population has not been reported in mouse cancer models. CD133 is an embryonic neural stem cell marker, with expression restricted to ependymal cells, and not observed in neurogenic astrocytes present in the stem cell niches of adult mouse brain (Pfenninger et al., 2007). The functional significance of CD133 expression has not yet been reported. This puzzling discrepancy of CD133 reactivity between human and mouse cancer cells needs to be resolved if cancer stem cells are to be compared with cell(s) of origin in mouse brain tumor models. Alternatively, other markers that are conserved and play a role in both human and mouse cancers need to be identified.

Candidate therapies derived from the above-mentioned schemes can be tested by using the diverse mouse models with different combinations of oncogenic stimuli, assuming that the high-grade astrocytomas can be generated by multiple pathways. An ideal mouse model of high-grade astrocytoma for such translational studies should meet several criteria as follows. The model should be a phenocopy, that is, tumor properties should recapitulate those of human astrocytomas. Higher penetrance, narrower window of time for tumor development, and minimal side phenotypes, such as developmental defects or formation of other tumor types, will help the design of translational studies. Mouse models with oncogenic targeting or loss of both tumor suppressor alleles early in development tend to have developmental defects. Mouse models with germline hetero- or nullizygosity of tumor suppressor gene(s) tend to eventually develop non-brain tumors as well. Some models involving stereotactic injection are labor intensive and can produce variable phenotypes. Since the functional role of many astrocytoma signature mutations still remains unclear, a model with the same mutation (genocopy) would be better than a pathway-targeted model (phenocopy).

Recent advances in cancer genetics, tumor biology, and mouse models have provided many crucial insights into where and how high-grade astrocytomas are generated. However, a successful therapy for this deadly disease is not in sight yet. Innovative strategies for identifying possible therapeutic targets are sorely needed. As our knowledge of brain tumorigenesis increases, so will the challenges we face in this field. This stems from the complicated nature of brain neoplasms, due to diverse tumorigenic pathways, potentially with multiple cellular origins. Therefore, thorough and careful investigation is required in trying to understand the mechanisms by which these tumors are initiated and progress. As many of the reported mouse models have provided crucial insights into astrocytoma biology and etiology, additional new models with precise genetic manipulations might unveil the remaining mysteries of this devastating disease.
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SVZ subventricular zone  
TSC tuberous sclerosis complex  
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Chapter 6
The Nf1–/+/; Trp53–/+/cis Mouse Model of Anaplastic Astrocytoma and Secondary Glioblastoma: Dissecting Genetic Susceptibility to Brain Cancer

Karlyne M. Reilly

Abstract  Astrocytic gliomas are the most common primary brain tumors. They include diffuse astrocytomas, mixed oligoastrocytoma, anaplastic astrocytomas, and a subset of glioblastoma multiforme (GBM). Studies on human GBM have shown that upregulation of the Ras signaling pathway and disruption of the p53 checkpoint pathway are central to the formation of these tumors. Although much is now known about the molecular pathways altered in these tumors, they remain largely incurable, primarily due to their diffuse infiltration of the brain and lack of response to chemotherapeutics. The Nf1–/+/; Trp53–/+/cis mouse model develops diffuse anaplastic astrocytoma and GBM with histology that closely resembles the tumors seen in patients. The incidence of astrocytic gliomas varies in the model depending on the inheritance of mutations from the mother or father and on genetic background. Males and females show different effects, suggesting that sex influences the genetic and epigenetic factors that determine the susceptibility of an individual animal to astrocytic gliomas. This model system, including both genetically engineered mice and derivative cell lines, is useful for understanding the basic biological mechanisms underlying the formation of astrocytic gliomas and for preclinical testing of experimental therapeutics.
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6.1 Introduction

As described throughout this book, much work is currently being done to identify targets for new avenues of brain tumor therapy. Mouse models of astrocytoma provide controlled and malleable systems for understanding the biological mechanisms underlying the formation of these tumors. Several of these models are being presented in different chapters of this book, using different initiating events, and providing insights into the types of brain tumors observed in patients. Here I present the \( Nf1^{-/-}; Trp53^{-/-} \) cis mouse model, discuss its value as a model mimicking the histopathology of human astrocytomas with p53 mutations and Ras overactivation for the discovery of novel biological mechanisms underlying the formation of these tumors and as a tool for the testing of novel therapeutics.

6.2 Clinical History, Pathology, and Genetics of Astrocytomas

Brain tumors are classified according to their appearance and their relationship to the hypothesized line of neurobiological differentiation. To understand the origins of these neoplasms and develop effective therapies, we must understand the cells from which they originate and the respective genetic programs that drive differentiation, cell survival, and migration. An open question in the field is whether tumors originate from the cells they resemble or whether they undergo independent differentiation or dedifferentiation of the initiating cell type to give rise to the final appearance of the tumor. Classification of gliomas is based on the type of normal cell the tumor most resembles, which has led to the designations of astrocytoma, oligodendroglioma, oligoastrocytoma, and ependymoma. Astrocytomas are central nervous system neoplasms containing tumor cells with characteristics of astrocytes, such as staining for glial fibrillary acidic protein (GFAP) (Tascos et al. 1982, Marsden et al. 1983). GBMs are believed to be grade IV forms of either astrocytoma or oligodendrogliomas, based on clinical history (such as a preexisting lower grade tumor) or on histology (such as more well-differentiated regions of tumor). However, many GBMs are
very undifferentiated, making it difficult to assign these tumors to a specific line of neurobiological differentiation.

Astrocytomas are graded according to histological criteria (Kleihues and Cavenee 2000). They include benign pilocytic astrocytomas, discussed in Chapter 3, diffuse astrocytomas (grade II according to the World Health Organization classification; Kleihues and Cavenee 2000; WHO II), anaplastic astrocytoma (WHO grade III), and GBM (WHO grade IV), in addition to other rarer astrocytic tumors. Diffusely infiltrating astrocytomas (WHO II–IV) are the most common primary tumors of the brain, accounting for 30% of all primary central nervous system (CNS) tumors and 75% of all gliomas (CBTRUS 2006). WHO II diffuse astrocytomas have dysplastic astrocyte-like cells with nuclear atypia. WHO III anaplastic astrocytomas show increased cellularity and mitotic activity when compared to WHO II astrocytomas. WHO IV GBM is defined by the presence of necrosis or microvascular proliferation in the tumor. Giant cell glioblastoma is a specialized form of glioblastoma in which many multinucleated giant cells are present.

The average survival rate for patients with grade II astrocytomas is about 10 years, for grade III 3–5 years, and for grade IV 1–2 years. Very little improvement has been achieved in the survival of patients with diffusely infiltrating astrocytomas and GBM in the past 50 years (Oertel et al. 2005), with neurosurgery, pioneered at the turn of the 20th century, still being the primary focus of treatment. The failure of neurosurgery to provide a cure for these tumors is largely because it is difficult or impossible to completely resect astrocytomas and GBMs due to their pervasive ability to migrate and invade the surrounding normal brain. More recently, a combination of temozolomide and radiation has offered some benefit to a subset of patients, but better understanding of the molecular mechanisms driving these tumors is important to design more targeted therapies.

GBMs are divided into different clinical and molecular subtypes (von Deimling et al. 1993, Collins 1999, Kleihues and Cavenee 2000, Colman and Aldape 2008). Clinically, primary GBMs appear to arise de novo in older patients, whereas secondary GBMs progress from lower grades of astrocytoma and arise in younger adults. These two different subtypes are associated with different molecular characteristics (Fig. 6.1), although the tendency toward differences in individual genes between the two types of GBMs is not specific enough to be diagnostic. A common theme in the molecular alterations in GBMs is the alteration of the receptor tyrosine kinase (RTK) signaling pathways and pathways controlling cell cycle and cell survival (Fig. 6.2) (Furnari et al. 2007). Primary glioblastomas more frequently carry mutations and amplifications of the epidermal growth factor receptor gene (EGFR) (Libermann et al. 1985, Ekstrand et al. 1991, Lang et al. 1994, Watanabe et al. 1996) (see Chapter 20 for more details), combined with loss of the INK4a/ARF locus (Schmidt et al. 1994, Ichimura et al. 1996, Fulci et al. 2000) or amplification of the MDM2/CDK4 locus (Reifenberger et al. 1993, 1996). Both ARF and MDM2 are upstream of the p53 pathway such that loss of ARF or amplification of
MDM2 leads to downregulation of p53 function (Sherr and Weber 2000). Both INK4a and CDK4 are upstream of the RB pathway such that loss of INK4a or amplification of CDK4 leads to downregulation of the RB pathway (Sherr 1996). Because INK4a and ARF are transcribed from the same locus, and MDM2 and CDK4 are closely linked, these alterations cause loss of the p53 and RB pathways in a single chromosomal event and may explain why primary glioblastomas progress so rapidly to WHO grade IV. In contrast, secondary glioblastomas arise from lower grades of astrocytoma (WHO grades II and III) with sequential loss of p53 (von Deimling et al. 1992, Lang et al. 1994, Rasheed et al. 1994, van Meyel et al. 1994, Watanabe et al. 1997, Ishii et al. 1999, Ichimura et al. 2000) (see Chapter 14 for details) and RB signaling pathways (Ichimura et al. 1996). The lower grades of astrocytoma tend to have overexpression of the platelet-derived growth factor receptor alpha (PDGFRα)
Fig. 6.2 Molecular pathways altered in GBM. Simplified version of some of the positive and negative molecular interactions believed to be important in astrocytoma and GBM tumorigenesis. As described in the text, proteins that block cell cycle progression or cell survival, such as RB, p53, p16INK4a, p19ARF, NF1, and PTEN, tend to be lost in GBMs, whereas proteins that activate cell cycle progression or cell survival, such as RTKs, CDK4, and MDM2, tend to be amplified or overexpressed in GBMs. For a more detailed description, see Furnari et al. (2007)

(Fleming et al. 1992, Hermanson et al. 1992) and loss or mutation of p53. As tumors progress from diffuse astrocytoma to anaplastic astrocytoma to secondary GBM, they tend to lose RB in addition to p53 and amplify the PDGFRα gene (Fig. 6.1). The amplification or overexpression of EGFR or PDGFRα in primary and secondary glioblastoma demonstrates the importance of receptor tyrosine kinase signaling in astrocytoma and glioblastoma and suggests that a combination of upregulation of Ras (Guha et al. 1997) (see Chapter 38 for details) and loss of p53 and RB is critical for these tumors to form.

With the advent of genome-wide approaches to characterize the molecular profiles of brain tumors, it has become possible to generate molecular signatures that correlate with patient survival (see Chapters 17 and 23 for details). These data have demonstrated further molecular subsets of GBMs, in addition to the primary and secondary subtypes that are based on clinical presentation. Analysis of genomic alterations using array comparative genomic hybridization (aCGH) demonstrated that within the secondary GBMs there are two subclasses with different prognoses (Maher et al. 2006). Analysis of gene expression profiles in WHO III and WHO IV tumors has demonstrated that WHO III
tumors tend to cluster together and WHO III and WHO IV tumors cluster into three or four different groups depending on the study (Freije et al. 2004, Phillips et al. 2006). The differentially expressed genes associated with each group fell into the categories proneural, proliferative, and mesenchymal, with a fourth group associated with synaptic transmission found in one of the studies (Freije et al. 2004). With new initiatives to integrate DNA alterations and gene expression over larger sample numbers, a clearer picture of the similarities and differences between subtypes of astrocytoma and GBM is expected to emerge in the near future (TCGA, 2008, Parsons et al. 2008).

In addition to astrocytomas occurring spontaneously in patients, they are also associated with several inherited genetic disorders. These include Li–Fraumeni syndrome (Malkin 1994), associated with mutations in TP53, and neurofibromatosis type 1 (Blatt et al. 1986, Sorensen et al. 1986, Huson and Hughes 1994), associated with mutations in NF1, as well as other genetic disorders. Patients with Li–Fraumeni syndrome develop a wide variety of cancers due to the central role of the p53 protein in tumor suppression (Kleihues et al. 1997). Neurofibromatosis type 1 (NF1) is one of the most common genetic diseases affecting the nervous system, with an incidence of 1 in 3500. Patients with NF1 are at an increased risk for benign WHO grade I astrocytomas, particularly along the optic tract (see Chapter 3 for more details) (Huson and Hughes 1994), and also develop malignant WHO grade II–IV astrocytomas (Blatt et al. 1986, Sorensen et al. 1986), albeit with lower frequency. The product of the NF1 gene, neurofibromin, acts as a RasGAP protein to downregulate active Ras signaling (Martin et al. 1990, Xu et al. 1990a, b, Gutmann et al. 1991, Hattori et al. 1992) (see Chapter 38). Mutations in NF1 lead to upregulation of Ras and may give rise to similar cellular phenotypes as the overexpression of receptor tyrosine kinases seen in spontaneous astrocytomas and glioblastomas.

### 6.3 The NPcis Mouse Model of Astrocytoma/Glioblastoma

While the NF1 gene encoding neurofibromin andTp53 gene encoding the p53 protein are on separate arms of chromosome 17 in humans, the mouse genes (*Nf1* and *Trp53*) are tightly linked on chromosome 11, separated by only 10 Mb. In an effort to model the malignancies associated with neurofibromatosis type 1, two groups generated mice with combined mutations in *Nf1* and *Trp53* on the same mouse chromosome (Cichowski et al. 1999, Vogel et al. 1999). *Nf1* mutant mice (Brannan et al. 1994, Jacks et al. 1994b) were crossed to *Trp53* mutant mice (Donehower et al. 1992, Jacks et al. 1994a), and double mutants were identified in which the mutations were on opposite chromosome 11 homologues. These *Nf1*/* + ;*Trp53*/* + trans* double mutants were bred to wild-type mice, and rare germline recombination events were identified in the progeny such that the *Nf1* and *Trp53* mutations were located on the same chromosome (*Nf1*/* + ;*Trp53*/* + cis mice, abbreviated *NPcis*) (Fig. 6.3). Because the two
mutations are so tightly linked, they only very rarely become unlinked through germline recombination, and thus the two mutations are inherited as a single mutation with near Mendelian inheritance ratios in genetic crosses. Because all cells of the NPcis animal are mutant for one copy of \( \text{Nf}1 \) and \( \text{Trp53} \), there is a higher probability of spontaneous loss of the wild-type copies of both genes and the mice are highly tumor prone (Fig. 6.3) (Cichowski et al. 1999, Vogel et al. 1999, Reilly et al. 2000).

Studies of the NPcis mouse model have demonstrated the importance of genetic background on tumor susceptibility (Reilly et al. 2000, 2004, 2006). The original \( \text{Nf}1 \) and \( \text{Trp53} \) mutations were made in 129S4/SvJae (129S4) embryonic stem cells such that the congenic genomic region surrounding the mutations is selectively maintained as the 129S4 strain with maintenance of the mutations in mouse crosses. The \( \text{Nf}1 \) and \( \text{Trp53} \) mice were then maintained in parallel on an inbred 129S4 strain background or a mixed 129S4, C57BL6/J (B6) strain background. The original characterization of the NPcis mice was performed on the 129S4, B6 mixed strain background. These mice developed peripheral nerve sheath tumors similar to those seen in NF1 patients with high frequency (Cichowski et al. 1999, Vogel et al. 1999). Because tumor development in NF1 patients is subject to the effects of genetic background (Easton et al. 1993), the highly penetrant NPcis model is a potentially powerful system to study the influence of genetic background on the susceptibility to cancer driven by combined \( \text{Trp53} \) and \( \text{Nf}1 \) loss. To isolate the effects of strain background on the tumor phenotype, the NPcis mouse model was regenerated on two different inbred strain backgrounds. In the first, \( \text{Nf}1 \) and \( \text{Trp53} \) mutants were inbred onto the B6 background such that their genomes were on the order of 99.98% B6, and the NPcis chromosome was regenerated by crossing these mice together as described above to give NPcis-B6 congenic mice. In the second case, \( \text{Nf}1 \) and \( \text{Trp53} \) mice maintained on the inbred 129S4 background were crossed to regenerate the NPcis chromosome to give NPcis-129S4 inbred mice. On the B6 background, the NPcis mutant chromosome led to the development of
astrocytomas with high penetrance (Reilly et al. 2000), whereas the NPcis-129S4 mice were resistant to astrocytomas (Reilly et al. 2004).

### 6.3.1 Histology of NPcis Astrocytomas

The astrocytomas and GBMs observed in the NPcis mouse model have been characterized relative to the histologies observed in human brain tumors. About 50% of NPcis mouse brain tumors are classified as anaplastic astrocytoma (WHO grade III), depending on the genetic background, as described below. The NPcis brain tumors contain hyperchromatic cells with oblong nuclei that often appear contorted. These lesions can range from very low-density, infiltrative tumors to high-density tumor masses. The tumors also show a broad range of mitotic activity. A low percentage of tumors (up to 10% of observed brain tumors depending on genetic background) show characteristics of WHO IV tumors, primarily necrosis. These WHO IV tumors are often highly vascularized, with large regions of hemorrhage, and pseudopalisading tumor cells around the regions of necrosis. Although the WHO IV show evidence of neovascularization, the blood vessel walls do not over-proliferate as is seen in human GBM but remain of single-cell thickness. The remaining 40% of the observed tumors show very little to no mitotic activity and are classified as WHO II.

In addition to the human WHO grading criteria, NPcis murine astrocytomas show other characteristics of patient astrocytomas. The NPcis astrocytomas are very diffusely infiltrative (Fig. 6.4), and isolated tumor cells can often be observed in the spinal cord in mice with brain masses. Up to 15% of NPcis astrocytomas have a distinctive multinucleated giant cell phenotype, and this includes most of the GBM observed. Secondary structures of glioma cells have been described (Scherer 1940) in which tumor cells cluster around blood vessels (perivascular secondary structures) and neurons (satellitosis) and spread along the subpial zone of the brain. All three of these types of secondary structures are seen in the NPcis astrocytomas (Reilly et al. 2000, Reilly and Jacks 2001). Specifically, up to 7% of the observed astrocytomas have a distinctive satellitosis pattern. Gliomatosis cerebri is a specialized form of glioma in which there is no apparent focal point of tumor origin, and tumor cells are broadly and diffusely distributed throughout the central nervous system (Kleihues and Cavenee 2000). Because gliomatosis cerebri is so rare in human populations, little is known about its origins or relationship to other gliomas. Gliomatosis cerebri histology occurs in up to 2% of NPcis astrocytomas, suggesting a mechanism of initiation related to other diffuse astrocytomas. Gliomas of the brain stem are particularly difficult to treat in patients, because surgery at this site is often not possible. The NPcis model develops brain stem tumors in up to 20% of the observed astrocytomas, with many being clearly localized to the brain stem. In addition, up to 40% of the observed astrocytomas involve the spinal cord, with many clearly suggestive of the primary tumor initiating in
the spinal cord itself, as opposed to migration of tumor cells from a primary brain tumor. It has been suggested that astrocytomas initiate in the subventricular zone (SVZ) within a neural stem cell niche and migrate out into the brain (Zhu et al. 2005). Although there is not evidence for involvement of the SVZ in all NPcis astrocytomas, the rostral migratory stream and SVZ is involved in up to 36% of observed astrocytomas (Fig. 6.5).

6.3.2 Molecular Biology of NPcis Astrocytomas

The astrocytomas from NPcis mice have been characterized molecularly to compare them to patient astrocytomas. They show variable expression of the astrocyte marker glial fibrillary acidic protein (GFAP) (Marsden et al. 1983, Reilly et al. 2000) and the neural/glial precursor marker nestin (Reilly, unpublished data), but no expression of the neural marker synaptophysin (Gould et al. 1986, Reilly et al. 2000), consistent with a glial tumor type. Similar to anaplastic astrocytomas and secondary GBMs, overexpression of Pdgfrα is frequently seen by immunohistochemistry in these tumors, while overexpression of Egfr is seen less frequently in a subset of tumors (Reilly, unpublished data). It is not yet known whether the Egfr gene is amplified or mutated in these tumors. These
data are consistent with the \textit{NPcis} mouse model encompassing the spectrum of low-grade astrocytoma, anaplastic astrocytoma, and secondary GBM. It is quite interesting to note that although the Ras signaling pathway is altered in these mice through mutation of \textit{Nf1}, these tumors still evolve to overexpress tyrosine kinase receptors, particularly \textit{Pdgfr\alpha}. This suggests a unique requirement for \textit{Pdgfr\alpha} in astrocytoma tumorigenesis that is conserved between species. Furthermore, it indicates that the Ras signaling pathway must be actively driven and that mutation of the pathway that physiologically downregulates Ras is not sufficient to drive full development of these tumors. Alternatively, both receptor tyrosine kinases and neurofibromin may be involved in additional signaling pathways, such that their role in tumorigenesis is non-redundant, despite the common effects on ras signaling.

6.3.3 Tumor Cell Lines Derived from \textit{NPcis} Astrocytomas

One of the central advantages of the \textit{NPcis} mouse model of astrocytoma is the well-defined genetic background. This allows for controlled comparisons of
genetic background, sex, and tumor grade on the biological behavior of the tumors. Tumor cell lines have been generated from 14 independent N\textit{Pcis} astrocytomas representing these different factors, allowing for controlled comparisons to be made. These cell lines represent WHO II and WHO III astrocytomas, with one cell line generated from a WHO IV GBM (Reilly et al. 2000) (Tuskan and Reilly, unpublished data). In addition to representing different tumors grades, genetic backgrounds, and sexes, these tumor lines have been developed from multiple brain regions of each tumor such that a single tumor is represented by multiple cell lines. This allows for comparison of different parts of the same tumor such that more dense regions can be compared to more diffuse regions. Many of the tumor lines have been tested in subcutaneous transplant models and show a growth rate that reflects the WHO grade of the original tumor, with WHO II tumor lines growing more slowly than WHO III lines (Gürsel and Reilly, unpublished data). Many of the tumor lines were established from asymptomatic mice and represent earlier stages of tumorigenesis.

The best characterized of these tumor lines is the KR158 anaplastic astrocytoma line, derived from an aggressive tumor in the thalamus of a female progeny from a \textit{N\textit{Pcis}} mutant mother (Reilly et al. 2000). Derivative lines of KR158 have been made to express luciferase for following tumor growth in intracranial transplants using bioluminescent imaging (Tuskan, Hollingshead, and Reilly, unpublished data) and a two-color luciferase dual reporter system for use in high-throughput screening of anti-astrocytoma therapeutics (Hawes et al. 2008).

6.4 Factors Affecting Astrocytoma Susceptibility in \textit{N\textit{Pcis}} Mice

6.4.1 The Effect of Parental Origin and Offspring Sex on \textit{N\textit{Pcis}} Astrocytomas

\textit{N\textit{Pcis}} progeny differ in the susceptibility to astrocytoma depending on whether they inherit the \textit{N\textit{Pcis}} mutant chromosome from their mother or their father (Reilly 2004, Reilly et al. 2004) (Fig. 6.6). On the inbred B6 background, the progeny of fathers carrying the mutant \textit{N\textit{Pcis}} allele develop astrocytomas in approximately 50% of the population, regardless of the sex of the individual, with approximately 30% of the mice developing a WHO II astrocytoma, 20% developing a WHO III anaplastic astrocytoma, and 2% developing WHO IV GBM (Fig. 6.6). The progeny of mutant mothers on the B6 background develop more astrocytomas of higher grades, with sex-specific differences in the effect. The male progeny of mutant mothers develop exclusively grade II and III astrocytomas in 70% of the population. In contrast, about 50% of females develop astrocytoma, but there is an increase in the percentage of WHO IV tumors to 13% compared to 2% in the progeny of mutant fathers.
To explain the differences in astrocytoma susceptibility in progeny of mutant mothers and mutant fathers, we hypothesize that an imprinted gene on mouse chromosome 11 may modify astrocytoma susceptibility (Reilly 2004). Imprinted genes are genes that are marked in the germline of the mother and the father to be expressed only from one parent’s allele. The expression levels of these genes are tightly controlled and changes in gene dosage can give rise to mutant phenotypes in mammals (Wood and Oakey 2006). Because the difference in astrocytoma susceptibility is observed within an inbred strain background (B6) (Fig. 6.6), the difference in susceptibility is unlikely to be due to inheritance of polymorphic maternal factors such as mitochondria, because these should not vary within the inbred strain. Tissue from primary NPcis astrocytomas and derived cell lines show loss of the wild-type copies of Nf1 and Trp53 (Reilly et al. 2000), supporting the model that the astrocytomas initiate through full or partial loss of the wild-type chromosome 11. In the progeny of mutant fathers, the lost wild-type chromosome is from the mother, while in the progeny of mutant mothers it originated from the father. Because chromosome 11 carries imprinted genes (http://www.geneimprint.com/site/genes-by-species.Mus+musculus), the chromosome lost differs in imprinted marks between the two types of progeny, and therefore expression of an imprinted gene will be either lost or maintained, depending on the type of progeny (Fig. 6.7).
This result is compatible with the expression of an imprinted gene that influences the rate of malignant progression of astrocytoma, i.e., a paternally expressed gene that enhances progression or a maternally expressed gene that suppresses progression. Furthermore, karyotypes of astrocytoma cell lines derived from the NPcis mice are hyperploid, often with at least three copies of chromosome 11 (Kumar and Reilly, unpublished data), suggesting that reduplication of the mutant chromosome may also occur in these tumors, leading to multiple copies of either the maternal or the paternal chromosome 11 depending on the cross (Fig. 6.7). Alternatively, it is also possible that the extra copies of chromosome 11 are an artifact of culturing the tumors in vitro; therefore future experiments will need to confirm the reduplication of chromosome 11 in primary tumors. These observations have led to the working hypothesis that changes in gene dosage of an imprinted gene on chromosome 11, either through loss of monoallelic expression on the wild-type chromosome or through amplification of monoallelic expression from reduplication of the mutant chromosome, give rise to changes in susceptibility to astrocytoma.

The effect of sex on astrocytoma susceptibility is cross dependent (Fig. 6.6), suggesting that the imprinted modifier may act in a sex-specific manner.
Females develop higher grade tumors in the progeny of mutant mothers, and the average age at death of mice with astrocytomas is longer (8.3 months in progeny of mutant mothers vs. 7.2 months in progeny of mutant fathers). This suggests that the astrocytomas do not necessarily grow faster in the female progeny of mutant mothers but that the females live longer for the tumors to progress further. This could be due to an absence of other tumors developing in these females (see Section 6.5.2) or to differences between females of different crosses in their ability to tolerate higher grade tumors before succumbing to neurological symptoms. Male progeny of mutant mothers develop more astrocytomas than the progeny of mutant fathers, with no significant difference in the average age of death of affected mice. This could be due to a greater rate of astrocytoma initiation in male progeny of mutant mothers compared to progeny of mutant fathers. The mechanism by which an imprinted gene could give rise to these differential effects remains to be determined.

In this context it is interesting to note that there is an increased incidence of astrocytoma in male patients for both WHO grade II and III tumors, with a male to female ratio of 1.18:1 (Kleihues and Cavenee 2000). Although the incidence of astrocytoma in NPcis mice is not consistently higher in males than in females (Figs. 6.6 and 6.8), it is higher in males of a particular subpopulation, with a male to female ratio of 1.38:1 in the progeny of mutant mothers. This suggests that the male predominance seen in the patient population could be due to a more significant increased risk in a subpopulation of males that averages over the entire population to give the 1.18:1 male to female ratio. Being able to identify subpopulations of individuals at higher risk and understanding the mechanisms underlying that increased risk could lead to methods for early detection or prevention of astrocytoma.

**Fig. 6.8** The incidence and grade of astrocytoma in NPcis\textsuperscript{pat} progeny on B6 and 129S4 strain backgrounds. NPcis mice on the 129S4 strain background develop fewer astrocytomas of lower grade compared to NPcis mice on the B6 strain background. (For NPcis\textsuperscript{pat}, B6 progeny, data set includes 48 females and 45 males; for NPcis\textsuperscript{pat}, 129S4 progeny, data set includes 17 females and 18 males)
6.4.2 The Effect of Background Polymorphisms on NPcis Astrocytom as

In addition to the effects of parental origin of mutant chromosome 11 and the sex of the individual, susceptibility to astrocytoma in NPcis mice also depends on genetic background. The NPcis model on a B6 background has been crossed to seven different inbred strains, including 129S4, to examine dominant effects of strain background on the astrocytoma phenotype (Reilly et al. 2004). The 129S4 strain and the CBA/J strain both showed resistance to astrocytomas in F1 progeny, indicating that polymorphisms between B6 and 129S4 and between B6 and CBA/J can affect resistance. There is no significant difference in the effect of the 129S4 strain background on males and females in NPcis 129S4 inbred progeny of mutant fathers, similar to what is observed on the B6 background (Fig. 6.8). The analysis of F1 hybrids of B6 and 129S4 in NPcis mice showed codominance of the B6 and 129S4 strain phenotypes (Reilly et al. 2004) that could be separated from the inheritance of mutant chromosome 11 from the mother or the father. The data suggest that the inheritance of the NPcis mutant chromosome from the B6 background as opposed to the 129S4 background can also affect astrocytoma susceptibility. Because the knockout mutations in Nf1 and Trp53 were made in 129S4 embryonic stem cells, the strain of the congenic region of DNA around the mutations remains 129S4, even after inbreeding onto the B6 background for many generations. When F1 hybrids are made from NPcis 129S4 mice crossed to wild-type B6 mice, the congenic region surrounding the mutations is heterozygous for B6 and 129S4 polymorphisms. When F1 hybrids are made from NPcis B6 mice crossed to wild-type 129S4 mice, the congenic region surrounding the mutations is homozygous for 129S4. These two different types of F1 hybrids are expected to be genetically identical across the genome with the exception of the congenic regions, and they show differences in susceptibility to astrocytoma. Analysis of heterozygosity across this region in F1 hybrids suggests that a polymorphic allele between B6 and 129S4 in a 30 Mb region around Nf1 and Trp53 affects susceptibility to astrocytoma (Reilly et al. 2004).

These data on differences in susceptibility due to an imprinted effect, sex, and polymorphic alleles demonstrate the complexity of genetic and epigenetic effects controlling susceptibility to astrocytoma in mice. The combination of factors together can give rise to a very high incidence of astrocytoma in some mouse populations (up to 90% in progeny of NPcis mothers on certain strain backgrounds) or a very low incidence in other populations (as low as 14% in progeny of NPcis fathers on inbred 129S4). These combinatorial effects act as a barcode for the individual’s susceptibility to astrocytoma, with each genetic or epigenetic factor specifying susceptibility in the context of all the other factors. Although astrocytoma is a relatively rare cancer, with an incidence rate of 1 per 100,000 person years (CBTRUS 2006), it is not clear whether the entire population has the same low risk of developing astrocytoma, or whether a small subset
of the population has a significantly higher risk, due to the combination of genetic and epigenetic factors in their individual “barcode.” This distinction has important implications for personalized medicine in the future, for although it may not be practical to screen a large number of low-risk individuals for early detection of brain cancer, it may be extremely effective to screen a high-risk subpopulation for early detection or prevention of brain cancer. A greater understanding of the mechanisms of susceptibility is necessary to address these issues.

6.5 Application of the NPcis Model of Astrocytoma

The NPcis model of astrocytoma is being used for multiple applications to better understand the biology of astrocytoma and to develop new therapeutic approaches. The model is being crossed to other genetically engineered mice to look at the ability of different oncogenes or tumor suppressor candidates to accelerate or block astrocytoma tumorigenesis. The model is being crossed to different genetic backgrounds, as described in detail in Section 6.4.2, to identify modifiers of susceptibility or resistance to astrocytoma. Tumor cell lines from this model described in Section 6.3.3 are being used to better understand the cell-autonomous signal transduction pathways important for tumorigenesis. The tumor lines are furthermore being used for high-throughput screening of candidate anti-astrocytoma therapeutics both in vitro and in syngeneic transplant models in vivo. Finally, the NPcis mice are being used to test candidate anti-astrocytoma therapies in vivo. In order to make the best use of this astrocytoma model system, it is important to understand the strengths and limitations of the model system.

6.5.1 Advantages of the NPcis Astrocytoma Model

Astrocytoma, as with all cancer, is a complex disease. Because it is a relatively rare disease that is highly variable, it is difficult to study the genetic factors that control susceptibility in human populations. Efforts to identify genetic risk factors for gliomas have had limited success thus far and have often shown conflicting results (see Fisher et al. 2007, for review). Due to the rarity of GBMs and the requirement for large cohorts to identify significant genetic risk factors, a consortium effort, GLIOGENE (Malmer et al. 2007), has been initiated to begin genome-wide association studies (GWAS) to better understand genetic risk factors for gliomas; however, GWAS studies are unlikely to be able to identify complex epistatic interactions described in Section 6.3. In addition, there is strong evidence that heterogeneity of genetic background and molecular characteristics of the tumor affects the response to therapies (Haas-Kogan et al. 2005a, b, Mellinghoff et al. 2005). One of the challenges in studying
the biology of astrocytoma is to balance the need to isolate different variables, such as sex, genetic background, diet, and environment, with the need to model the complexity of the disease accurately (Reilly et al. 2008). Mouse models of brain tumors allow easy control of diet and environmental variables, as well as the ability to generate large numbers of tumor-bearing animals for better statistical comparisons.

The \textit{NPcis} model of astrocytoma offers some additional advantages due to its simple genetics and inbred background. Because the \textit{Nf1} mutation and \textit{Trp53} mutation are so tightly linked on mouse chromosome 11, they are inherited as a single mutation with a near Mendelian ratio in genetic crosses. The mutations do become unlinked in rare cases of germline recombination in 1–2% of progeny, accounting for the slightly less than Mendelian ratio of double mutant to wild type in genetic crosses. The effect of this simple genetic system is that in crosses of \textit{NPcis} mutant to wild-type mice, close to 50% of the progeny carry the \textit{NPcis} mutation and can be included in cohorts for study. This is in contrast to models that involve combinations of many independent mutant loci, in which the number of available progeny carrying all mutations drops by half with each additional locus in the genetic cross. Because of this practical consideration, one is able to generate cohorts of hundreds of animals (Fig. 6.6) (Reilly et al. 2006) for increased statistical power. Because these mice are on inbred backgrounds, the progeny of a cross are genetically identical, essentially providing an extensive supply of the mouse equivalent of monozygotic twins. Given the importance of genetic heterogeneity in cancer in humans, it is very important to study astrocytoma on multiple genetic backgrounds and in the situation of heterozygosity, as well as homozygosity. The \textit{NPcis} model offers the advantage that this can be done in a controlled manner, with heterogeneity being added to the system in a well-defined way. New tools being developed in the mouse systems genetics community (see Hunter and Crawford, 2008, for review), such as genetic reference panels (Chesler et al. 2003), chromosome substitution strains (Nadeau et al. 2000), the Collaborative Cross (Churchill et al. 2004), and heterogenous stocks (Mott and Flint 2002), will allow us to query this model in a controlled way with a level of heterogeneity to rival or exceed that found in the human population (Roberts et al. 2007).

The penetrance of astrocytomas in \textit{NPcis} mice can be controlled by adjusting the cross design and genetic background, as described above, such that one can generate cohorts in which most of the mice or few of the mice will develop astrocytoma, using the same \textit{NPcis} initiating mutation. This makes it straightforward to study treatments or genetic factors that reduce astrocytoma, by looking at the effects of tumor reduction in high-incidence cohorts. For example, by taking the progeny of \textit{NPcis} mutant mothers on the B6 background and crossing them to a mutant of interest (such as overexpression of a tumor suppressor or a dominant-negative oncogene) or treating them with a candidate chemotherapy, one can look at whether the normally high penetrance of astrocytomas in these progeny is effectively reduced. Likewise, it is possible to test the effects of tumor-promoting agents or oncogenic gene mutations in cohorts
of NPcis mice that develop low numbers of astrocytomas. By choosing the appropriate background, the differences between “treated” and “untreated” cohorts can be amplified, providing more statistical power to the experiment.

It is becoming clear that coevolution of tumors with their microenvironment is an important part of tumorigenesis (Reilly et al. 2008). Tumor stroma and vasculature supports tumor growth and the tumor in turn alters the surrounding microenvironment; thus a complete understanding of tumorigenesis requires accurate modeling of microenvironment interactions. In transplant-based models, such as xenografts, a mature tumor is put into the context of a naïve microenvironment. In contrast, in spontaneous models, such as the NPcis mouse model, tumors coevolve with their microenvironment. This is likely to be a more accurate representation of the situation found in human brain tumor patients facing treatment. For example, early in tumor development, tumor cells may be more dependent on their microenvironment before excessive mutations accumulate through selective pressures. As a tumor grows, it may reshape its microenvironment, such as the surrounding vasculature, by secreting factors and establishing a symbiotic, coevolutionary relationship between microenvironment and tumor cells. In the case of transplant models, this symbiosis would be absent, as the tumor cells are in the end state, but the microenvironment is in the naïve state. It is possible that the tumor cells in the context of the naïve environment are at a disadvantage, lacking the support of a truly evolved tumor microenvironment. This could explain why candidate therapies may be effective in xenograft models but fail in the context of clinical trials. It is striking that the NPcis model recapitulates many of the diverse secondary structures found in patient gliomas, such as satellitosis and perivascular structures. These structures suggest that the tumor cells are interacting with non-tumor structures in the brain and the tumor–microenvironment coevolution in the animal may be conserved across species. Testing experimental therapeutics in a spontaneous model such as the NPcis model takes advantage of the role of the immune system, integrated vascular system, and other stromal elements in enhancing or antagonizing candidate therapies. Although it remains to be tested rigorously, it is envisioned that these spontaneous models will be more predictive of patient response to therapies (Van Dyke and Jacks 2002, Reilly et al. 2008).

6.5.2 Limitations of the NPcis Astrocytoma Model

When working with mouse models of human cancer, there is always concern over whether the pathways necessary for cancer development are conserved between the two species. It is clear that the p53 protein is mutated or lost in astrocytomas and in secondary GBMs that arise from progression of an astrocytoma. Evidence for a role of neurofibromin mutation in human astrocytoma is less clear. Neurofibromin acts, at least in part, through its RasGAP domain to downregulate active Ras signaling. Tyrosine kinase receptors PDGFRα and EGFR are amplified frequently, overexpressed, or mutated to be constitutively
active in astrocytomas and GBMs, suggesting that Ras signaling pathways play a key role in astrocytoma, and this is supported by data showing that inhibition of Ras signaling blocks the proliferation of astrocytoma cells (Guha et al. 1997) (see Chapter 38). In addition, as described in Chapter 4, overexpression of Ras can induce gliomas in mice (Ding et al. 2001). It is therefore possible that the loss of neurofibromin in the \textit{NPcis} model of astrocytoma mimics the upregulation of Ras found in human astrocytomas and GBMs. Because of the large size of the \textit{NF1} gene, it has been difficult until very recently to identify somatic mutations in \textit{NF1} in GBMs (Li et al. 1992). Advances in genomic technologies coupled with a new initiative to completely sequence genes in human GBMs through The Cancer Genome Atlas project have now led to a revision in our understanding of the frequency of \textit{NF1} mutation in GBM. Two independent studies recently found an \textit{NF1} mutation frequency of 15–23% in GBMs (TCGA, 2008, Parsons et al. 2008). This may be an underestimation of the percentage of GBMs with inactivation of neurofibromin, as neurofibromin has been shown to be actively regulated through post-translational degradation (Cichowski et al. 2003), and the stability of neurofibromin levels in GBMs has not been fully explored yet. These findings combined with the astrocytoma predisposition in \textit{NPcis} mice and human \textit{NF1} syndrome patients show that neurofibromin plays a critical role in the formation of at least a subset of astrocytoma grades II–IV in humans. Because \textit{NF1} mutations may be specific to a subset of GBMs, care must be taken in interpreting results in the model. While \textit{pathways} identified as being important in this model are likely to be widely relevant to astrocytomas and GBMs, specific \textit{molecules} will need to be validated across a broad range of astrocytomas and GBMs to determine whether they are important in these tumors generally or are specific for \textit{NF1} mutant and/or \textit{TP53} mutant astrocytomas and GBMs. This is likely to be the case for every genetically engineered mouse model of brain tumors and highlights the importance of the variety of models described in this book to examine brain tumors in the context of different initiating mutations.

The spontaneous coevolution of tumors with the microenvironment and the progression of WHO II to WHO IV tumors are major strengths of the \textit{NPcis} model. However, this spontaneous and progressive growth occurs over a period of many months. Astrocytomas and GBMs are observed as early as 2 months and as late as 11 months, with average ages of 6–8 months depending on the cross. This relatively long latency and lack of control over the timing of tumor onset can pose difficulties in using these mice for preclinical trials. In this regard, these mice more closely mimic patient tumors, and need to be studied akin to clinical trials, with mice entered into preclinical trials as tumors develop. In vivo imaging, using magnetic resonance imaging or bioluminescence (Momota and Holland 2005), to identify tumors makes preclinical testing with this model more feasible. The incidence of astrocytoma is higher in older mice, approaching 100% in certain crosses, particularly in progeny of mutant mothers on strain backgrounds that suppress other tumor types in the model (see below) (Reilly et al. 2006). Mice older than 6 months can be used for preclinical studies such that
the vast majority of the age-selected mice will develop astrocytoma between 6 and 9 months of age.

In addition to astrocytomas and GBMs, the \textit{NPcis} mice develop other malignancies associated with neurofibromatosis type 1, as well as tumors associated with \textit{Trp53} mutation in mice. These tumors include malignant peripheral nerve sheath tumors (Cichowski et al. 1999, Vogel et al. 1999, Reilly et al. 2006), pheochromocytomas (Tischler et al. 1995), and lymphomas (Jacks et al. 1994a), as well as other tumors in the brain, specifically pituitary carcinoma and ethesioneuroblastoma. These tumors are also subject to background effects, similar to the resistance of 129S4 mice to astrocytomas (see above), but they differ in the strains that modify them (Reilly et al. 2004, 2006). This allows one to choose strain backgrounds that maximize astrocytomas and minimize other tumor types. Many of the confounding tumor types occur in less than 20% of progeny. The only tumor type that occurs in a large percentage of the population is malignant peripheral nerve sheath tumor (MPNST), occurring in as low as 20% of the population and as high as 80% of the population, depending on the strain background and parental inheritance of \textit{NPcis}. The modifier loci responsible for resistance or susceptibility to MPNSTs are currently being mapped and it will be interesting to compare them to modifiers identified in related systems, such as the rat schwannomas described in Chapter 11. In contrast to astrocytomas, MPNSTs are suppressed in progeny of \textit{NPcis} mutant mothers and increased in progeny of mutant fathers (Table 6.1). MPNSTs appear in younger mice than do astrocytomas or GBMs. For this reason, mice that survive longer are less likely to develop MPNSTs and more likely to develop astrocytoma. By using \textit{NPcis} mice for astrocytoma studies that have survived up to 6 months of age, are progeny of \textit{NPcis} mutant mothers, and are on a strain background that suppresses MPNSTs, such as B6XA/J or B6XDBA/2 J F\textsubscript{1} backgrounds (Reilly et al. 2006), one can generate cohorts of \textit{NPcis} progeny that will develop astrocytoma or GBM in close to 100% of the cohort over a 3-month period.

### Table 6.1 Variation in astrocytoma and PNSTs in \textit{NPcis}, B6 mice

<table>
<thead>
<tr>
<th>Cross</th>
<th>\textit{NPcis}\textsuperscript{mat}, B6 Females (%)</th>
<th>Males (%)</th>
<th>\textit{NPcis}\textsuperscript{pat}, B6 Females (%)</th>
<th>Males (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Astrocytoma</td>
<td>51</td>
<td>71</td>
<td>52</td>
<td>49</td>
</tr>
<tr>
<td>PNST</td>
<td>34</td>
<td>46</td>
<td>60</td>
<td>82</td>
</tr>
</tbody>
</table>

6.6 Summary

The development of astrocytoma and secondary GBM in mice carrying mutations in \textit{Trp53} and \textit{Nf1} demonstrates the causal role of the p53 and Ras pathways in astrocytic gliomas. These tumors display a broad range of histologies
suggesting common underlying mechanisms of tumor development for different patient astrocytomas. The overexpression of PDGFRα in this model suggests that the role of this tyrosine kinase receptor in astrocytoma tumorigenesis is conserved across species. This model has revealed the complex interaction of sex of offspring and maternal/paternal inheritance in controlling susceptibility to astrocytoma and may lead to the identification of modifier genes controlling these processes. As a spontaneous model of astrocytoma, the NPcis model has the advantages of easily manipulated genetics, coevolution of the tumor with its microenvironment, and controlled genetic background, with the limitations that tumors initiate at different times over the course of many months. This model and the tumor lines derived from it can be used to better understand the basic biology underlying astrocytoma and to screen candidate therapeutics for potential efficacy against astrocytoma.
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Chapter 7
Modeling Astrocytomas in a Family of Inducible Genetically Engineered Mice: Implications for Preclinical Cancer Drug Development
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Abstract  Astrocytomas, the most common intracranial malignancies, are a morphologically and molecularly heterogeneous group of brain tumors with potentially dismal patient outcomes for which few effective drugs are available. Genetically engineered mouse (GEM) models of astrocytoma represent a powerful technique for defining the molecular and genetic abnormalities that contribute to tumorigenesis. Based on the genetic aberrations observed in human astrocytomas, we have generated a series of conditional, inducible GEM models of astrocytomas that recapitulate the spectrum of morphological phenotypes of human astrocytomas. However, the extent to which any given GEM model recapitulates the molecular alterations in human tumors must be determined to validate its usefulness in preclinical studies. We are currently pursuing comparative evaluation of primary astrocytomas as formed in GEM and in patients to (1) examine the signaling pathway abnormalities caused by defined genetic lesions in GEM astrocytomas and (2) identify protein biomarkers that can define human astrocytomas that most closely resemble their murine counterparts. To utilize these GEM for combined preclinical evaluation of targeted therapeutic agents and biomarkers predictive of response, we have developed a panel of cell-based assays (CBA) and an orthotopic allograft model of high-grade astrocytomas using primary astrocytes derived from GEM. These tools should prove useful for preclinical drug development studies and provide a link between preclinical drug development in GEM astrocytoma models and rational design of human clinical trials involving only those patients with tumors having similar signaling pathway abnormalities.
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7.1 Introduction

Diffusely infiltrating gliomas are the most common primary intracranial neoplasms. They account for 36% of all primary and 81% of all malignant CNS tumors (CBTRUS 2008). Over 80% of these tumors are considered high grade (grades III and IV) when diagnosed according to the current World Health Organization (WHO) classification, a system based upon morphological evidence of differentiation along astrocytic, oligodendrogial, or mixed lineages (Louis 2007). Astrocytomas, which together constitute the vast majority (75%) of diffuse gliomas, are further stratified into WHO grades II–IV based upon the presence of histopathological features that correlate with patient outcomes. Specifically, mitotic activity is utilized to distinguish WHO grade III anaplastic astrocytoma (AIII) from its lower grade counterpart, diffuse astrocytoma, WHO grade II (AII). Median overall survival (OS) for patients with AII is greater than 10 years, whereas that with AIII is 3–5 years. Microvascular proliferation (MVP) and/or necrosis are distinguishing features of WHO grade IV astrocytoma, the latter being synonymous to glioblastoma (GBM) in the current WHO scheme (Louis 2007). The median OS of patients diagnosed with GBM remains approximately 12 months and has changed little over the last 40 years. Standard-of-care multimodal therapy, which currently includes surgical debulking, external beam radiotherapy, and/or alkylating agent-based chemotherapy, remains largely palliative (Louis 2007, Miller and Perry 2007).

Two distinct molecular pathways of neoplastic progression of astrocytomas to GBM have been described. GBMs that arise subsequent to diagnosed lower grade (II or III) astrocytomas, termed secondary or type 1 tumors, typically arise in younger individuals (fifth to sixth decade), progress from lower grade lesions over months to decades, and display both well- and poorly differentiated areas. In contrast, primary, type 2 GBMs develop in older individuals (sixth to seventh decade), have short clinical histories (often times less than 3 months), and thus have been proposed to arise de novo without any evidence of a lower grade precursor. Primary GBMs represent over 95% of GBM and are characterized by relatively high frequencies of \( EGFR \) amplification and \( PTEN \) mutation (Ohgaki 2004, Louis 2007). In contrast, secondary GBMs constitute a minority of GBM and have relatively high incidences of \( TP53 \) mutation or \( MDM2 \) gene amplification. Both GBM subtypes frequently harbor DNA copy number and sequence abnormalities in G1 cell cycle checkpoint pathway genes.
(64% in Parsons et al. 2008 and 87% in Cancer Genome Atlas Research Network 2008), including RB, CDK4, cyclin D1, and CDKN2A (p16INK4A), and PI3K/PTEN/AKT pathway genes (50% in Parsons et al. 2008 and 53% in Cancer Genome Atlas Research Network 2008), including PTEN loss of heterozygosity and PIK3CA mutation (Cancer Genome Atlas Research Network 2008, Parsons et al. 2008).

7.2 In Vivo Modeling of Astrocytomas in Genetically Engineered Mice

7.2.1 Overview of Genetic Modeling of Diffuse Gliomas

GEM models represent a powerful approach for examining molecular pathogenesis of neoplasia (e.g., Holland 2001, Van Dyke and Jacks 2002) and may become particularly useful in preclinical evaluation of targeted therapeutic agents (Holland 2004, Hu and Holland 2005). A variety of GEM models of diffuse gliomas have been described to date (Tables 7.1 and 7.2; see also Chapters 1–6). Data from these models have demonstrated that three main factors influence development of diffuse gliomas in GEM: (1) the GEM model design; (2) the putative cell of origin and its differentiation state; and (3) the specific genetic modification(s) and the pathways they target.

Six general model designs have been employed (Fig. 7.1): (A) traditional transgenic models in which expression of an oncogene is achieved in specific cell types through use of a cell type-specific promoter; (B) traditional knockout models in which a tumor suppressor gene is deleted; (C) conditional models in which genetic events are induced through cell-specific expression of a recombinase using cell type-specific promoters; (D) spatially restricted induction models that employ localized viral delivery to effect cell type-specific expression of a transgene in animals engineered to express (design A) a viral receptor under control of a cell type-specific promoter; (E) spatially restricted induction of conditional genetic events through viral vector delivery of a recombinase; and (F) conditional, systemic induction models that employ cell type-specific expression of a drug-inducible recombinase. Choice of model design influences experimental tractability, i.e., how easily the model system is manipulated in labs with variable technical capabilities, which in turn influences model dissemination through the research community and the utility of GEM for preclinical studies. We have chosen to focus on conditional, inducible models (F) in order to explore the effect of genetic lesions on tumorigenesis in adult murine astrocytes, based upon the hypothesis that genetic tumor induction in these cells may more closely mimic those that develop in adult humans. Use of these models should also foster their dissemination to laboratories of all technical capabilities and facilitate future preclinical studies. This model system may also be utilized to effect somatic genetic events at different stages of development, including prenatal, neonatal, and adult (Van Dyke and Jacks 2002).
<table>
<thead>
<tr>
<th>Tumor</th>
<th>Cell of origin</th>
<th>Model</th>
<th>Genetic modifications</th>
<th>Penetration (%)</th>
<th>Ref(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
<td>GFAP+</td>
<td>C</td>
<td>RB&lt;sub&gt;T121&lt;/sub&gt;</td>
<td>100</td>
<td>Xiao et al. (2002)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GFAP+</td>
<td>B, C</td>
<td>RB&lt;sub&gt;T121&lt;/sub&gt;(C)</td>
<td>100</td>
<td>Xiao et al. (2002)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GFAP+</td>
<td>A</td>
<td>v-src</td>
<td>10-20</td>
<td>Weissenberger et al. (1997) and Theurillat et al. (1999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GFAP+</td>
<td>A</td>
<td>RB&lt;sub&gt;T121&lt;/sub&gt;</td>
<td>100</td>
<td>This chapter</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nestin+</td>
<td>D (RCAS)</td>
<td></td>
<td>KRAS&lt;sup&gt;G12D&lt;/sup&gt;</td>
<td>17</td>
<td>Dunlap et al. (2007)</td>
</tr>
<tr>
<td></td>
<td>GFAP+</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GFAP+</td>
<td>B, C</td>
<td>RB&lt;sub&gt;T121&lt;/sub&gt;(C)</td>
<td>100</td>
<td>Xiao et al. (2002)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>± KRAS&lt;sup&gt;G12D&lt;/sup&gt;</td>
<td>100</td>
<td>This chapter</td>
</tr>
<tr>
<td></td>
<td>GFAP+</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GFAP+</td>
<td>B, C</td>
<td>NFI&lt;sup&gt;+&lt;/sup&gt;</td>
<td>100</td>
<td>Zhu et al. (2005)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PTEN&lt;sup&gt;+&lt;/sup&gt;</td>
<td>92–100</td>
<td>Reilly et al. (2000, 2004)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nestin+</td>
<td>D (RCAS)</td>
<td></td>
<td>KRAS&lt;sup&gt;G12D&lt;/sup&gt;</td>
<td>17</td>
<td>Dunlap et al. (2007)</td>
</tr>
<tr>
<td></td>
<td>GFAP+</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GFAP+</td>
<td>C→E (MSCV)</td>
<td>RB&lt;sub&gt;T121&lt;/sub&gt;(C)</td>
<td>100</td>
<td>Kwon et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>± KRAS&lt;sup&gt;G12D&lt;/sup&gt;</td>
<td>100</td>
<td>This chapter</td>
</tr>
<tr>
<td></td>
<td>GFAP+</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nestin+ or</td>
<td>D (RCAS)</td>
<td></td>
<td>KRAS&lt;sup&gt;G12D&lt;/sup&gt;</td>
<td>100</td>
<td>This chapter</td>
</tr>
<tr>
<td>GFAP+</td>
<td>Nestin+</td>
<td>D (RCAS)</td>
<td></td>
<td>100</td>
<td>This chapter</td>
</tr>
<tr>
<td></td>
<td>Nestin+</td>
<td>D→E (RCAS)</td>
<td></td>
<td>100</td>
<td>This chapter</td>
</tr>
<tr>
<td>All</td>
<td>B→D (Ad)</td>
<td></td>
<td></td>
<td>4–26</td>
<td>Lassman et al. (2004)</td>
</tr>
<tr>
<td>GFAP+</td>
<td>A→D (Ad)</td>
<td></td>
<td></td>
<td>49–62</td>
<td>Hu et al. (2005)</td>
</tr>
<tr>
<td></td>
<td>A→E (Ad)</td>
<td></td>
<td></td>
<td>70</td>
<td>Wei et al. (2006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Table 7.1* GEM models of astrocytomas
<table>
<thead>
<tr>
<th>Tumor</th>
<th>Cell of origin</th>
<th>Model</th>
<th>Genetic modifications</th>
<th>Penetrance (%)</th>
<th>Ref(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOS</td>
<td>Nestin + or GFAP +</td>
<td>B→D (RCAS)</td>
<td>INK4A/ARF&lt;sup&gt;+/−&lt;/sup&gt; (B)</td>
<td>6–52</td>
<td>Holland et al. (1998)</td>
</tr>
<tr>
<td>NOS</td>
<td>Nestin +</td>
<td>B→D (RCAS)</td>
<td>INK4A/ARF&lt;sup&gt;−/−&lt;/sup&gt; (B); CDK4&lt;sup&gt;−/−&lt;/sup&gt; (D)</td>
<td>10–59</td>
<td>Holland et al. (1998)</td>
</tr>
<tr>
<td>NOS</td>
<td>Nestin + or GFAP +</td>
<td>B→D (RCAS)</td>
<td>INK4A/ARF&lt;sup&gt;−/−&lt;/sup&gt; (B); CDK4&lt;sup&gt;−/−&lt;/sup&gt; (D)</td>
<td>30–49</td>
<td>Uhrbom et al. (2002)</td>
</tr>
<tr>
<td>NOS</td>
<td>Nestin + or GFAP +</td>
<td>B→D (RCAS)</td>
<td>INK4A/ARF&lt;sup&gt;−/−&lt;/sup&gt; (B); CDK4&lt;sup&gt;−/−&lt;/sup&gt; (D)</td>
<td>5–83</td>
<td>Uhrbom et al. (2005)</td>
</tr>
</tbody>
</table>

Abbreviations: A2, WHO grade II astrocytoma; AA, anaplastic astrocytoma; GBM, glioblastoma; GF AP, glial fibrillary acidic protein; MSCV, murine stem cell virus; NOS, astrocytoma, not otherwise specified; RCAS, replication-competent avian leukemia virus. Model types, as illustrated in Fig. 7.1, include A (transgenic), B (knockout), C (conditional), D (somatic, viral transgene delivery), E (somatic conditional with viral recombinase delivery), and F (conditional, inducible).
Table 7.2  GEM models of oligodendroglial neoplasms (oligodendrogliomas and oligoastrocytomas)

<table>
<thead>
<tr>
<th>Cell of origin</th>
<th>Model</th>
<th>Genetic modifications</th>
<th>RB</th>
<th>RTK</th>
<th>PI3K</th>
<th>TP53</th>
<th>Other</th>
<th>Penetrance (%)</th>
<th>Ref(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S100β+</td>
<td>A</td>
<td></td>
<td>v-erbB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>63</td>
<td>Weiss et al. (2003)</td>
</tr>
<tr>
<td>S100β+</td>
<td>A, B</td>
<td>INK4A/ARF&lt;sup&gt;−/−&lt;/sup&gt; (B)</td>
<td>v-erbB (A)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>90</td>
<td>Weiss et al. (2003)</td>
</tr>
<tr>
<td>S100β+</td>
<td>A, B</td>
<td></td>
<td>v-erbB (A)</td>
<td></td>
<td></td>
<td>TP53&lt;sup&gt;−/−&lt;/sup&gt; (B)</td>
<td>80</td>
<td>Weiss et al. (2003)</td>
<td></td>
</tr>
<tr>
<td>GFAP+</td>
<td>A</td>
<td>12V-Ha-Ras EGFRvIII</td>
<td></td>
<td>PDGFβ</td>
<td></td>
<td></td>
<td></td>
<td>95–100</td>
<td>Ding et al. (2003)</td>
</tr>
<tr>
<td>Nestin+ or GFAP+</td>
<td>D (RCAS)</td>
<td></td>
<td></td>
<td>PDGFβ</td>
<td></td>
<td></td>
<td></td>
<td>16–60</td>
<td>Dai et al. (2001), Shih et al. (2004), Dunlap et al. (2007), and Tchougounova et al. (2007)</td>
</tr>
<tr>
<td>Nestin+ or GFAP+</td>
<td>B→D (RCAS)</td>
<td></td>
<td></td>
<td>PDGFβ</td>
<td></td>
<td></td>
<td></td>
<td>79–82</td>
<td>Tchougounova et al. (2007)</td>
</tr>
<tr>
<td>Nestin+ or GFAP+</td>
<td>B→D (RCAS)</td>
<td></td>
<td></td>
<td>PDGFβ</td>
<td></td>
<td></td>
<td></td>
<td>63–77</td>
<td>Tchougounova et al. (2007)</td>
</tr>
<tr>
<td>Nestin+ or GFAP+</td>
<td>B→D (RCAS)</td>
<td></td>
<td></td>
<td>PDGFβ</td>
<td></td>
<td></td>
<td></td>
<td>68–85</td>
<td>Tchougounova et al. (2007)</td>
</tr>
<tr>
<td>Nestin+ or GFAP+</td>
<td>B→D (RCAS)</td>
<td></td>
<td></td>
<td>PDGFβ</td>
<td></td>
<td></td>
<td></td>
<td>97</td>
<td>Dunlap et al. (2007)</td>
</tr>
<tr>
<td>Nestin+ or GFAP+</td>
<td>B→D (RCAS)</td>
<td></td>
<td></td>
<td>PDGFβ</td>
<td>Akt-Myr-Δ11-60</td>
<td></td>
<td></td>
<td>45</td>
<td>Dai et al. (2005)</td>
</tr>
<tr>
<td>Nestin+</td>
<td>D (RCAS)</td>
<td>Polyoma virus middle T antigen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>27</td>
<td>Holland et al. (2000)</td>
</tr>
<tr>
<td>GFAP+</td>
<td>D (RCAS)</td>
<td>Polyoma virus middle T antigen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>95</td>
<td>Wei et al. (2006)</td>
</tr>
</tbody>
</table>

Abbreviations: GFAP, glial fibrillary acidic protein; RCAS, replication-competent avian leukemia virus. See Table 7.1 for model type abbreviations.
Fig. 7.1 Strategies to model cancer in genetically engineered mice (GEM). Traditional transgenic mice with random gene insertions or mice with targeted mutations of endogenous genes are produced usually by pronuclear DNA injection or via embryonic stem (ES) cell manipulation, respectively (diagrammed as mice with long and short tails, respectively). In traditional transgenic models (A), a gene of interest (GOI), typically an oncogene, is randomly integrated into the mouse genome, is transmitted through the germline, and is expressed in specific cell types of a transgenic mouse using a cell-specific promoter (CSP). Traditional knockout/knock-in models employ ES cell targeting strategies to create null (a knockout is shown in (B)) or specific mutated alleles (knock-in, not shown) at the endogenous gene locus in every cell of the GEM. Strategies C, E, and F offer conditional control of either transgene expression or endogenous gene mutation. Conditional models (C) utilize a recombinase, such as Cre, and its cognate binding sites (triangles) to induce deletions resulting in expression of a transgene, an endogenous gene, or mutated endogenous gene (not shown). The recombinase is typically introduced by crosses with transgenic mice expressing the recombinase under control of a CSP (C) or via injection of a vector encoding the recombinase (E) to achieve spatial restriction of gene induction. In the latter case, viral vectors have typically been used to effect recombinase expression. A subset of these strategies has been used in combination. For example, a traditional transgenic mouse engineered to express a viral receptor under control of a cell type-specific promoter (D) has been utilized to facilitate localized expression of virally encoded transgenes in a limited number of cells so as to model the stochastic nature of events that produce cancer in humans. Finally, in conditional, inducible models, a recombinase is fused to a ligand-regulated protein domain. For example, a mutated estrogen receptor
GEM glioma model design has benefited greatly from developmental neurobiology studies focused on cellular fate mapping and cellular ontogeny within the CNS (Shih and Holland 2004, Read et al. 2006). In an effort to determine whether specific genetic events are critical for glioma initiation and progression, several groups have employed mouse transgenic approaches to express dominant oncogenes or knockout tumor suppressor genes specifically in glial cells by using the same cell type-restricted promoter elements employed in developmental studies (Fig. 7.2). Use of these promoters has, therefore, permitted analysis of the putative cell of origin of gliomas (Fomchenko and Holland 2005, 2006a, b). Promoters used in GEM glioma studies have included those from the genes encoding the intermediate filament proteins nestin and GFAP, as well as S100β. Nestin (dark) is expressed in neural stem cells (NSC) and progenitors during embryonic development and after birth (Tohyama et al. 1992). GFAP is expressed in astrocyte precursors (radial glia or glial-restricted precursors, RG/GRP) and well-differentiated astrocytes (Brenner et al. 1994). S100β (gray) is expressed in glial precursors, astrocytes, and oligodendrocytes during embryonic development and after birth (Marenholz et al. 2004).

**Fig. 7.2** Neural ontogeny. A highly simplified view of the hierarchical relationship between neurons and glia in the developing nervous system is shown. Fate-mapping studies in GEM have employed promoters (*arrows*) that are active in the indicated cellular compartments. GFAP, glial fibrillary acidic protein; GRP, glial-restricted precursors; NSC, neural stem cells; NP, neural progenitors; NRP, neural-restricted precursors; OPC, oligodendroglial progenitor cell; RG, radial glia. In the adult CNS, NSCs are much less abundant and lie within defined niches. GFAP expression is restricted to these cells and to fully differentiated astrocytes.

---

**Fig. 7.1** (continued) ligand-binding domain responsive only to synthetic estrogen analogs, but not endogenous estrogens, has been used effectively to regulate Cre recombinase activity after systemic delivery of, for example, the estrogen analog tamoxifen. Adapted from Van Dyke and Jacks (2002)
GEM models have, in general, utilized genetic modifications that correspond to the frequently observed aberrations observed in human gliomas (Van Dyke and Jacks 2002). All GEM glioma models described to date have utilized genetic modifications that target one or more members of four intracellular signaling pathways common to both types of diffuse human gliomas: cell cycle (RB), mitogenic (RTK-RAS), pro-survival (PI3K-PTEN), and TP53 pathways (Fig. 7.3). Although model design, cellular targets (promoters), and specific genetic modifications vary considerably, the entire morphological spectrum of diffuse gliomas has been recapitulated in one or more models (Table 7.1). Most models have yielded tumors that morphologically resemble human astrocytomas. Guha and associates generated transgenic mice expressing an activated $^{12}$V-Ha-Ras allele in GFAP+ astrocytes, resulting in mice that develop astrocytoma between 3 and 6 months of age (Ding et al. 2001, Shannon et al. 2005) (see Chapter 4). Holland and colleagues have utilized the Tva/RCAS system, which employs a combination of mouse transgenesis and avian leukemia retrovirus delivery to analyze the effects of distinct genetic events in astrocytes and progenitor cells (Holland et al. 1998, 2000) (see Chapter 2). Mouse GBM were obtained when constitutively active Akt and KRAS$^{G12D}$ alleles were co-expressed in cells expressing a nestin promoter-driven Tva transgene but not in cells expressing GFAP-Tva, suggesting that the differentiation state of the cell of origin is a critical determinant of glioma formation (Holland et al. 2000). In some

<table>
<thead>
<tr>
<th>Locus</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGFR</td>
<td>45%</td>
</tr>
<tr>
<td>ERBB2</td>
<td>8%</td>
</tr>
<tr>
<td>PDGFRA</td>
<td>13%</td>
</tr>
<tr>
<td>CCND2</td>
<td>2%</td>
</tr>
<tr>
<td>CDKN2A</td>
<td>52%</td>
</tr>
<tr>
<td>CDKN2B</td>
<td>47%</td>
</tr>
<tr>
<td>CDKN2C</td>
<td>2%</td>
</tr>
</tbody>
</table>

**Fig. 7.3** Molecular and genetic abnormalities in human glioblastomas. Frequencies for copy number and DNA sequence abnormalities at each locus are shown. Oncogenic alterations include gene amplifications and activating mutations (outlined circles). Tumor suppressor gene alterations include deletion/LOH and inactivating mutations (filled circles). Higher frequencies are indicated by thicker borders and darker shades. Abbreviations: RTK, receptor tyrosine kinase. Data adapted from Cancer Genome Atlas Research Network (2008)
cases, gene transfer into nestin+ cells resulted in the generation of more biologically aggressive gliomas and with a higher frequency than when the identical genes were transferred to more differentiated GFAP+ glial cells. Depinho and associates expressed an activated allele of the epidermal growth factor receptor (EGFR) in isolated INK4A/ARF-deficient neurospheres or neurosphere-derived astrocytes prior to implantation into naive recipient mice. Mice receiving both types of cells developed high-grade astrocytoma (Bachoo et al. 2002). Individuals with several inherited cancer syndromes develop astrocytomas, including Li-Fraumeni (germline TP53 mutation) and neurofibromatosis type 1 (germline NF1 mutation). Mice lacking p53 are viable, but do not develop astrocytomas; NF1-deficient mice die during mid-embryogenesis of a cardiac vessel defect (Brannan et al. 1994, Jacks et al. 1994, Jacks et al. 1994, Donehower et al. 1995). Mice doubly heterozygous for targeted mutations in NF1 and TP53 develop high-grade gliomas when maintained on specific genetic backgrounds (Reilly et al. 2000) (Chapter 6). To overcome the embryonic lethality associated with bi-allelic inactivation of some tumor suppressor genes implicated in glioma development, several groups have employed tissue-specific gene inactivation using Cre/Lox conditionality. This system employs transgenic expression of bacteriophage P1 site-specific Cre recombinase (Sauer 1998), typically under control of cell-specific promoter elements, to catalyze DNA recombination (excision) between directly repeated (oriented in the same direction) pairs of 34 bp loxP sites engineered into the gene of interest (Fig. 7.1C). For example, Gutmann and colleagues have developed transgenic mice expressing Cre recombinase in GFAP+ astrocytes and demonstrated that NF1 gene inactivation by itself is not sufficient for (optic) glioma initiation (Bajenaru et al. 2002) (Chapter 3). Over the past several years, we have made a series of GEM astrocytoma models using three different Cre/Lox strategies (Table 7.1): (1) traditional transgenic, astrocyte-specific models with a human GFAP promoter-driven Cre recombinase to induce genetic abnormalities specifically in astrocytes of the developing embryo (Xiao et al. 2002); (2) somatic, spatially restricted induction models that employ localized retroviral (Xiao et al. 2005) or lentiviral (unpublished) Cre recombinase delivery; and (3) somatic, systemic induction models using a tamoxifen-inducible, GFAP-driven Cre cassette (CreER) (Casper et al. 2007), the latter two of which induce genetic events in adult astrocytes. The developmental astrocytoma model was generated by expressing an N-terminal fragment of the SV40 large T antigen (T121) in GFAP+ cells to selectively inactivate all RB family (Rb) members, including RB, p107, and p130. This model showed that Rb inactivation was sufficient for astrocytoma initiation, but PTEN heterozygosity accelerated disease (Xiao et al. 2002) and homozygous deletion of a PTEN conditional allele via stereotaxic injection of Cre retrovirus facilitated disease dissemination (Xiao et al. 2005).

A minority of GEM models have yielded tumors that morphologically resemble human oligodendrogliomas. Guha and colleagues generated transgenic mice expressing a constitutively activated EGFR allele (EGFRvIII
extracellular domain truncation mutant) in GFAP+ cells and demonstrated that EGFRvIII alone is insufficient for tumor initiation, but its combination with oncogenic \(^{12}\)V-Ha-Ras resulted in tumors with oligodendrogial morphology (Ding et al. 2003) (Chapter 4). Similarly, Weiss and co-workers directed the expression of an activated EGFR allele (v-erbB) in S100\(\beta\)+ cells and found that mice develop oligodendroglioma (Weiss et al. 2003). Holland and colleagues found that overexpression of the platelet-derived growth factor (PDGF) in nestin+ progenitors was sufficient to induce oligodendrogliomas (Dai et al. 2001, Shih et al. 2004), with increased frequency and tumor grade in the presence of \(INK4A/ARF\) deficiency (Tchougounova et al. 2007). These results suggest that a subset of genetic modifications targeted to nestin+ progenitors or GFAP+/S100\(\beta\)+ glia may yield oligodendrogliomas. Yet to date, no GEM glioma models have been constructed that target genetic modifications specifically in terminally differentiated oligodendrocytes. Therefore, it remains unclear whether these cells are susceptible to genetically induced tumorigenesis.

### 7.2.2 Conditional, Inducible GEM of Astrocytomas

A series of inducible GEM models of astrocytoma were generated by genetically targeting RB, KRAS, and PTEN functions (Fig. 7.4 and Table 7.2). Alterations were induced specifically in adult GEM astrocytes by selective breeding of mice harboring Cre-conditional GFAP-\(T_{121}\), KRAS\(^{G12D}\), and \(PTEN\) deletion alleles, respectively, to a mouse with a tamoxifen-inducible, human GFAP promoter-driven CreER transgenic allele. Use of Cre recombinase genetically fused to a mutated estrogen receptor ligand-binding domain (CreER\(^{T2}\)) permits spatiotemporally controlled somatic mutagenesis in the mouse (Metzger and Chambon 2001) after systemic administration (intraperitoneal injection) of the synthetic estrogen receptor antagonist 4-hydroxy-tamoxifen (4OHT-TAM or 4OH T), but remains unresponsive to endogenous estrogens such as estradiol (Feil et al. 1997). The effects on tumor initiation and progression of all possible combinations of four alleles were tested among RB deletion, KRAS activation, and both heterozygous and homozygous \(PTEN\) deletions (Table 7.2) in 3-month old adult mice after intraperitoneal injection of 1 mg 4OHT daily for 5 consecutive days. These GEM models represent technically advanced and biologically relevant models and yet require minimal technical expertise for disease induction.

GEM with RB inactivation alone developed the murine equivalent of WHO grade II astrocytomas (Fig. 7.5A and Color Plate 12), and tumor cells were immunoreactive for GFAP (Fig. 7.5B). Neither constitutive KRAS activation nor \(PTEN\) inactivation alone produced detectable brain pathology, even after 18 months of follow-up (data not shown). In fact, no tumors developed in the absence of RB cell cycle dysregulation. These findings contrast with those obtained using an independently derived GFAP-Cre GEM to
Fig. 7.4 Conditional, inducible astrocytoma GEM models. T121 targets functional deletion of RB members specifically in astrocytes in TgGZT121 mice after breeding with GFAP-CreERT2 mice and systemic 4-hydroxy-tamoxifen (4OH-TAM) (A). Constitutive activation of KRASG12D and heterozygous deletion of PTEN, both of which are expressed from their endogenous loci, are similarly achieved using KRAS+/lsl-G12D (B) and PTEN+/fl mice (C). A homozygous PTEN deletion (PTENfl/fl) GEM was also generated (not shown). Genotypes are abbreviated as T, R, and P, as shown on the corresponding mouse in each panel.
facilitate conditional PTEN inactivation in the developing mouse embryo (Kwon et al. 2001, 2006). Although these mice also failed to develop gliomas, dysplastic neurons with increased soma size were evident in the cerebellar granular layer and hippocampal dentate gyrus. No such cytological abnormalities were evident in our conditional, inducible GEM harboring PTEN deletion. In addition to the different developmental contexts in which PTEN inactivation was achieved (developing embryo [Kwon et al. 2001, 2006] versus adult mice in the conditional, inducible system), GFAP-Cre GEM harboring different GFAP promotor constructs that showed distinct patterns of Cre-mediated recombination when bred to ROSA26 Cre reporter mice were utilized. Cre activity was restricted to NeuN+ granule neurons of the cerebellum and dentate gyrus in postnatal day 5–14 mice, with infrequent activity in S100b+ or GFAP+ glial cells, with the GFAP Cre GEM utilized by the Baker group (Kwon et al. 2001). In contrast, Cre activity was evident in GFAP+ astrocytes throughout the neuroaxis with the GFAP-CreER\textsuperscript{T2} GEM described above; no activity was detected in non-astrocytic cell populations (Casper et al. 2007).
Tumor cells in T121-expressing mice were evident by 2 weeks post-4OHT, progressed significantly by 4 months, and showed the histopathological features of human astrocytomas, including perineuronal and perivascular satellitosis. GEM harboring both inactivated RB and constitutively active KRAS (Fig. 7.5C) developed anaplastic astrocytomas (AIII, WHO grade III); addition of astrocyte-specific PTEN heterozygous or homozygous gene inactivation (Fig. 7.5D) produced tumors with histopathological features of GBM (WHO grade IV). All six models that involved RB inactivation were fully penetrant (100% of animals developed tumors). Those models with both RB deletion and KRAS activation (TR, TRP+/−, and TRP−/−) showed increased incidence of GBM (Fig. 7.6) relative to those without both of these abnormalities (T and TP). The frequency of GBM was dramatically increased in the triple transgenic mice containing abnormalities at all three loci (TRP+/− and TRP−/−). The time-to-tumor development (latency) was dramatically decreased in TR double and TRP triple transgenic compared to T single or TP double transgenic.

Fig. 7.6 Incidence and grade of astrocytomas that develop in conditional, inducible GEM after 4OHT. Mice were sacrificed at signs of morbidity and their brains harvested for histopathological evaluation. Data show the percentages of LGA (white) and HGA (black) relative to all mice examined for each genotype. Note that all mice for the genotypes shown developed astrocytomas (100% penetrance). The percentage of HGA with GBM features (GBM/HGA) is shown in gray. Abbreviations: LGA, low-grade astrocytoma (WHO grade II); GBM, glioblastoma; HGA, high-grade astrocytoma (WHO grades III and IV). See Fig. 7.4 for genotype abbreviations
animals (Figs. 7.7 and 7.8). These results suggest that adult murine astrocytes are susceptible to genetically induced tumorigenesis and can thus serve as “tumor-initiating cells.” However, GFAP is also expressed in adult NSCs and whether these cells represent a target for the observed high-grade astrocytomas is not yet clear. These results demonstrate roles for RB and KRAS-PTEN pathways in astrocytoma initiation and progression, respectively.

We found that RB inactivation alone in GFAP+ adult murine astrocytes (T mice) is associated with marked increases in both proliferation and apoptosis, as measured by immunohistochemical staining for Ki67 and DNA fragmentation (TUNEL), respectively (data not shown). Similar results were obtained with PCNA and TUNEL staining, respectively, when RB function alone was inactivated in both astrocytes and GFAP+ cells in the developing mouse embryo (Xiao et al. 2002). In the adult inducible models, proliferation was further increased, albeit minimally, and apoptosis significantly decreased, through addition of a constitutively active KRAS$^{G12D}$ alone (TR) or in combination with PTEN inactivation (TRP$^{+/−}$). These results suggest the following: (1) RB-mediated cell cycle dysregulation causes a concomitant increase in both astrocyte proliferation and apoptosis during development of low-grade astrocytomas.

Fig. 7.7 Latency and grade of astrocytomas that develop in conditional, inducible GEM after 4OHT. Mice were sacrificed at signs of morbidity and their brains harvested for histopathological evaluation. Data show the mean time-to-tumor development (± SEM) for each genotype. See Fig. 7.4 for genotype abbreviations.
and (2) activation of KRAS, alone or in combination with PTEN deletion, potentiates the proliferative response while blunting the apoptotic response during high-grade astrocytoma development.

Although the signaling pathways involving RB, RAS, and PTEN are well defined, significant variation exists among different cell types in the involvement of specific downstream effectors and in the extent of pathway crosstalk. Preliminary immunohistochemical analyses of GEM astrocytomas show that RB-mediated cell cycle dysregulation induces activation of the MAPK ERK, as measured by phospho-ERK immunostaining, in both the presence (TR mice) and absence (T mice) of activated KRAS$^{G12D}$. However, no significant difference in the induction of phospho-ERK was evident between T and TR mice (data not shown). This result may in part reflect technical limitations inherent in quantification of chromogen-based immunohistochemical staining by light microscopy. However, the clear activation of the MAPK pathway by RB functional loss alone indicates that distinct KRAS-regulated pathway(s) drive(s) progression to AA.

### 7.2.3 The Future of GEM Astrocytoma Models

Cancer is an acquired disease of somatic genetic/epigenetic alterations (Vogelstein and Kinzler 2002) that is currently classified by microscopic morphology (Foucar 2001). Sophisticated tumor classification systems exist for all solid tumor types...
based on their tissue of origin and the microscopic features of the tumor, such as degree of differentiation, nuclear grade, and microscopic extent of spread. Tumors are treated empirically based on these classification schemes, traditionally with cytotoxic chemotherapy drugs, but increasingly with drugs targeted to specific dysregulated pathways within tumor cells (targeted chemotherapy). Neither the current classification schemes nor treatment with cytotoxic chemotherapy is based on an understanding of the underlying genetic/epigenetic alterations responsible for tumorigenesis. Major efforts are underway to transition from morphological classification and empirically derived treatment paradigms to a systematic approach based on underlying molecular pathogenesis.

In 1999, the Director of the National Cancer Institute issued a challenge to the cancer research community to develop cancer classification systems based on pathogenetic alterations (molecular classification). To date, thousands of peer-reviewed manuscripts have been published on the systematic, genome-wide quantification (profiling) of DNA copy number and gene (mRNA) expression in cancer using high-throughput, microarray-based genomics techniques such as aCGH and oligonucleotide microarrays. Through sophisticated bioinformatics approaches, these “omics” scale studies have identified sets of genes (signatures) with coordinated patterns of DNA copy number or mRNA expression abnormalities that (1) identify novel tumor subclasses (class discovery) (Golub et al. 1999, Phillips et al. 2006); (2) permit objective assignment of tumors to known classes (class prediction) (Golub et al. 1999, Nutt et al. 2003); (3) identify sets of differentially expressed genes (candidate genes for classification) (Golub et al. 1999, Tusher et al. 2001, Phillips et al. 2006); (4) relate to specific oncogenes and signaling pathways (Huang et al. 2003, Subramanian et al. 2005); and (5) correlate with biological features [tumor progression (Rickman et al. 2001, Phillips et al. 2006), invasion and metastasis (Hoelzinger et al. 2005), necrosis (Raza et al. 2004), chemotherapy response (Potti et al. 2006)] or patient outcomes [response to adjuvant therapy (Gianni et al. 2005, Oh et al. 2006), disease-free (van de Vijver et al. 2002), and overall survival (OS) (van de Vijver et al. 2002, Nutt et al. 2003, Rich et al. 2005, Phillips et al. 2006)]. The recent publication of large-scale omics profiling efforts of human GBM by the NCI, The Cancer Genome Atlas (TCGA) Consortium, and investigators at Johns Hopkins University promise to dramatically accelerate progress toward these goals (Cancer Genome Atlas Research Network 2008, Parsons et al. 2008). Preliminary analyses of these data have confirmed the importance of the G1 cell cycle progression (RB), RTK-MAPK, and PI3K-PTEN in human GBM.

In this regard, we have shown that conditional, inducible GEM models of astrocytomas recapitulate the histological progression (grades II–IV) of human astrocytomas. Furthermore, results demonstrate that genetic dysregulation of the RB, RTK-MAPK, and PI3K-PTEN pathways is sufficient for neoplastic initiation (RBp) and progression (KRAS and PTEN) in the GFAP+ cell population in adult mice. These findings extend those of the large-scale human astrocytoma profiling efforts and illustrate how such data may be utilized to further improve GEM astrocytoma modeling efforts in the future.
However, the extent to which GEM models recapitulate the molecular alterations in human tumors must be determined to validate their usefulness in preclinical studies. Integrated evaluation of both GEM and human gliomas may be utilized to (1) examine the signaling pathway abnormalities caused by defined genetic lesions in GEM gliomas, (2) develop biomarkers that can define the human gliomas that most closely resemble their murine counterparts, and (3) co-develop predictive biomarkers and targeted chemotherapy drugs for future molecularly stratified clinical trials in humans. Genomics studies that have simultaneously evaluated mRNA expression profiles in both GEM and human tumors have recently been published (Ellwood-Yen et al. 2003, Bonner et al. 2004, Lee et al. 2004, Sweet-Cordero et al. 2005, Deeb et al. 2007, Herschkowitz et al. 2007, Kaiser et al. 2007). These studies have proven useful in defining the extent to which GEM models recapitulate the molecular alterations in human tumors, thus validating their usefulness in preclinical studies (Graeber and Sawyers 2005). Multigene signatures (metagenes) have been identified that define the initiating oncogenic event in GEM tumors (Desai et al. 2002, Sweet-Cordero et al. 2005) and the corresponding “best-fit” subgroup in their human counterparts (Desai et al. 2002, Lee et al. 2004, Herschkowitz et al. 2007). However, systematic genomics-level analyses of GEM gliomas are yet to be published.

7.3 Astrocytoma GEM Application in Translational and Preclinical Research

Preclinical cancer drug development has relied upon immunodeficient mouse xenograft models with human tumor cell lines as the principal model system for preclinical drug trials since the 1950s. However, this system is poorly predictive of drug efficacy in most cancer subtypes (Burchill 2006). Although much has been written about the promise of GEM models as alternative platforms for preclinical cancer drug development (Salpietro and Holland 2005, Becher and Holland 2006, Fomchenko and Holland 2006a, b, Gutmann et al. 2006, Sharpless and Depinho 2006), GEM remain experimentally less amenable to such studies than conventional xenograft models (Burchill 2006). Progress toward moving GEM from essential basic science tools to viable preclinical drug development platforms has been hampered by the following:

1. variable penetrance and latency of spontaneous tumor development in GEM in vivo;
2. the lack of uniform, temporal, and spatial control over growth in vivo; hence
3. the need to monitor tumor development and measure growth kinetics using small animal imaging techniques such as microCT, MRI, or light-based imaging prior to trial enrollment; and
4. the lack of genetically tractable GEM tumor cell culture systems for in vitro drug screening.
Because of these limitations, drug trials in GEM cancer models have largely been limited to proof-of-principle studies to validate the underlying genetic hypothesis using agents targeted to the oncogenic molecular abnormalities utilized in their construction.

The conditional, inducible GEM astrocytoma models described herein that involve all three genes (TRP\(^{+/–}\) and TRP\(^{+/–}\)) may overcome the first two limitations outlined above and permit systematic examination of their utility in prioritizing drug candidates for human clinical trials. Although systemic 4OHT induces oncogenic genetic events in GFAP+ cells throughout the entire neuroaxis, these models develop high-grade astrocytomas (HGA) with 100% penetrance and short, relatively uniform periods of latency. To address the third issue above, we have defined the temporal and spatial characteristics of tumor growth in these mice using contrast-enhanced magnetic resonance imaging (Fig. 7.9) and computer-assisted vascular reconstruction techniques (Brubaker et al. 2005).

To address the fourth issue, we have derived continuous cell lines from cultured primary GEM astrocytes by adenoviral-mediated Cre recombination (Fig. 7.10 and Color Plate 13). These cells recapitulate the migratory and invasive phenotypes of human HGA in in vitro migration assays, including time-lapse video microscopy and wound closure (Liang et al. 2007), and collagen invasion assays (Demuth et al. 2007), respectively (Table 7.3). Proliferation assays showed that these cells were as sensitive to targeted and conventional cytotoxic chemotherapies as human glioma cell lines in culture (Table 7.3 and data not shown). Furthermore, stereotactic injection of 10\(^6\) cells into the frontal cortex of syngeneic C57Bl/6 mice formed diffusely infiltrative tumors in vivo (Fig. 7.10). Preliminary experiments showed that T\(_{121}\)-immunoreactive astrocytomas developed in 100% of injected animals, approximately 30% of which were WHO grade III astrocytomas characterized

---

**Fig. 7.9** Contrast-enhanced magnetic resonance imaging of astrocytoma development in TRP\(^{+/–}\) GEM. Mice were serially imaged biweekly starting at 3 months post-4OHT and followed until moribund. A representative coronal post-gadolinium T1-weighted image (A) and the corresponding histological brain section (H&E stain, B) are shown.
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by increased mitoses (arrows) and 70% of which were WHO grade IV GBM characterized by the presence of pseudopalisading necrosis (arrowhead). The median overall survival was 3 weeks. These cells will therefore be useful for both in vitro and in vivo drug development using orthotopic allograft models of HGA, a model system more amenable to preclinical drug trials than inducible, conditional GEM models because of their uniform, temporospatially controlled growth in vivo.

Phenotypic drug response and signaling protein expression in cultured GEM cells often fails to recapitulate that found in vivo, emphasizing that microenvironmental factors are important. Therefore, combined in vitro and in vivo analyses in the same system are critical to draw biologically meaningful conclusions from these studies and use this information in prioritizing drug/biomarker combinations for further development. Concordant response/biomarker data between these models would indicate that this drug development paradigm warrants further testing of additional compounds, particularly in the spontaneous 4OHT-induced conditional, inducible models outlined above, as well as

<table>
<thead>
<tr>
<th>Inhibitor</th>
<th>Target</th>
<th>Toxicity IC$_{50}$ (µM)</th>
<th>Extent of inhibition</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMZ</td>
<td>DNA</td>
<td>190</td>
<td>300 ND None* 65%↓</td>
</tr>
<tr>
<td>Rapamycin</td>
<td>mTOR</td>
<td>227</td>
<td>0.01 + 25%↓ 20%↓</td>
</tr>
<tr>
<td>LY 294,002</td>
<td>PI3K</td>
<td>299</td>
<td>50 +++ 30%↓ 20%↓</td>
</tr>
<tr>
<td>U0126</td>
<td>MEK</td>
<td>215</td>
<td>10 +++ 45%↓ 0</td>
</tr>
</tbody>
</table>

The anti-proliferative effects of temozolomide (TMZ), rapamycin, LY294002, and U0126 were examined by MTS assay and IC$_{50}$ calculated. Migration, invasion, and proliferation of TRP$^{-/-}$ were assessed by wound healing, collagen invasion, and MTS assays, respectively, without and with drugs at the indicated concentration (µM). Anti-invasive capabilities of TMZ (none*) could not be determined due to extensive cytotoxicity.

**Table 7.3** Phenotypic characterization of drug-treated TRP$^{-/-}$ GEM astrocytoma cells in vitro

The anti-proliferative effects of temozolomide (TMZ), rapamycin, LY294002, and U0126 were examined by MTS assay and IC$_{50}$ calculated. Migration, invasion, and proliferation of TRP$^{-/-}$ were assessed by wound healing, collagen invasion, and MTS assays, respectively, without and with drugs at the indicated concentration (µM). Anti-invasive capabilities of TMZ (none*) could not be determined due to extensive cytotoxicity.

**Fig. 7.10** Generation and characterization of cell lines derived from conditional GEM models of astrocytomas. Primary astrocytes were harvested from GEM, such as TRP$^{-/-}$ mice illustrated here, that had not been bred with mice harboring Cre recombinase genetic events were induced in vitro using an adenovirus vector encoding Cre recombinase. Continuous routine culture of infected astrocytes on tissue cultureware generated an immortalized cell line that may be utilized for in vitro analyses, either as adherent monolayers (routine culture) or as spheroids when cultured on semisolid media. These cells may be utilized to construct cell line microarrays (CLA) for analysis by immunohistochemistry (IHC). IHC staining showed that TRP$^{-/-}$ cells were immunoreactive for T121 and GFAP. Moreover, these cells formed tumors upon stereotaxic injection into the right frontal lobes of syngeneic, immunocompetent C57Bl/6 mice. Preliminary experiments showed that T121-immunoreactive astrocytomas develop in 100% of injected animals, approximately 30% of which were WHO grade III astrocytomas characterized by increased mitoses (arrows) and 70% of which were WHO grade IV GBM characterized by the presence of pseudopalisading necrosis (arrowhead). The median overall survival was 3 weeks when 10⁶ cells were injected (see Color Plate 13).
investment of the mechanism and molecular correlates of drug response/resistance and follow-up biomarker studies with archived human tumor TMA. Discordant data would aid identification of important microenvironmental factors and suggest novel in vivo pathways that could then be queried in an unbiased fashion, with expression profiling or RNAi libraries for example, to identify novel candidate genes for further investigation. Iterations of this process should facilitate integration of preclinical GEM drug/biomarker co-development with rationally designed clinical trials of targeted therapies in molecularly defined cancer patients.

In addition, data from GEM-derived cell-based assays will inevitably stimulate the subsequent refining of existing animal models to better recapitulate the course of human malignancies. More precise models will permit not only the careful dissection of molecular pathways impacting tumorigenesis, but also understanding the efficacy and mechanism of action of therapeutic compounds. Possible model improvements may include (1) utilization of alternative transcription regulatory elements to target genetic events to alternative cell types within the brain (Fig. 7.3) or improve the specificity and/or spatiotemporal activity of genetic event induction given that in humans the tumor likely originates from a single cell; (2) application of more versatile gene regulation tools, such as tet/dox-dependent inducible system as an alternative to the permanent “all-or-nothing” type of event based on the loxP/Cre system; and (3) development of genetic tools for sequential, as opposed to simultaneous, induction of genetic events to closer mimic the temporal occurrence of genetic abnormalities and the malignant progression seen in human astrocytomas.
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Chapter 8
Human Brain Tumor Cell and Tumor Tissue Transplantation Models

Tomoko Ozawa and C. David James

Abstract Transplantation models using human glioma cells, or cells from chemically induced rodent gliomas, have served an essential function in neuro-oncology research for many years. A major potential limitation of using the latter as a source for establishing tumor grafts is that the therapeutic response of rodent-derived cell lines can be different from those of human glioma cells, and such differences are certainly of importance to the translational researchers who depend upon tumor engraftment models for their studies. Consequently, the majority of neuro-oncology investigators use human brain tumor cells, and in most instances the procedure of human tumor xenograft establishment consists of the collection of cells from culture flasks, followed by the subcutaneous injection of the collected cells in immunocompromised mice. While this represents the most commonly used method for establishing a tumor graft, new tissue graft methods have emerged and gained popularity in neuro-oncology research. Over the past decade there has been increasing diversity and sophistication of approach in the use of human tumor cell transplantation models and these will be compared to the prior conventional methods.
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8.1 Cell Culture-Based Approaches

The establishment of xenografts from permanent human tumor cell lines represents one of the most widely used procedures in support of cancer research. With respect to human gliomas, more specifically glioblastomas (GBMs), several series of permanent cell lines have been developed and have seen extensive use for in vivo as well as in vitro study. The first such series was established by Ponten and colleagues at the University of Uppsala, Sweden (Beckman et al. 1971), and use of the corresponding “U” series of GBM, especially the U-87 MG line, abstract references for which number more than 1000, has significantly influenced, and perhaps unduly biased, our current and collective understanding of GBM. Other widely distributed and utilized series of GBM cell lines include the “D” series from Duke University in North Carolina, USA (Bigner et al. 1981), the “SF” series from University of California San Francisco, USA (Rutka et al. 1987), and the “LN” series established by Diserens at the University of Lausanne, Switzerland (Diserens et al. 1981; de Muralt et al. 1985). Aside from adult GBM, medulloblastoma is one of only a few other types of brain tumor for which series of cell lines have been described (Bigner et al. 1990a; Keles et al. 1995; see also Chapter 45), suggesting that (1) grade IV malignancy may be required for permanent CNS tumor cell line establishment and that (2) tumor incidence is important for developing cell lines from a specific type of tumor (i.e., GBM and medulloblastoma are the most common grade IV malignancy CNS tumors of adults and children, respectively). Grade IV malignancy as a requirement for establishing permanent cell lines is speculative, however, and it is possible that the more commonplace use of defined media supplemented with growth factors, rather than sera, and the propagation of tumor cells as spheroids (see below), rather than as monolayer cultures, may promote the sustained growth and establishment of cell lines from additional subtypes, and lesser malignancy grades of CNS tumors.

With respect to the different series of established GBM cell lines, it is important to note that there are cases among each that are non-tumorigenic in immunocompromised rodents (Ishii et al. 1999), and consequently a careful review of existing literature is necessary to form a basis for selecting specific cell lines to be used for in vivo experimentation. As concerns examining the tumorigenicity of primary cultures established from newly acquired surgical specimens, one should consider enriching for tumor-initiating cells prior to engraftment (Singh et al. 2004); the site of tumor engraftment (i.e., subcutaneous vs. intracranial: Shapiro et al. 1979); the type of immunodeficient mouse strain being used (Taghian et al. 1993); and the age of the mouse being used as a host (Sharkey and Fogh 1984). Each of these factors (Table 8.1) is likely to influence the frequency of successful xenograft establishment. Unfortunately, none have yet to be thoroughly and systemically investigated for the purpose of developing guidelines to be used in support of research for establishing CNS tumor xenografts, or more generally for investigating the heterotransplant
tumorigenicity of human brain tumor cells. In addition to these considerations, the mixing of Matrigel with tumor cells, prior to injection, for increasing tumor engraftment success rate as well as for increasing the in vivo growth rate of tumorigenic cells (Fridman et al. 1991; Wyrick et al. 1997; Rubenstein et al. 1999), is widely practiced, but even here the consistency of benefit from using this combination of extracellular matrix proteins and growth factors is mostly unclear.

In addition to effect on tumorigenicity, the lengthy in vitro propagation of CNS tumor cells, using conventional cell culture conditions, contributes to the loss of or suppression of other biologic properties that are manifested in patient tumors. This is perhaps most evident with respect to the orthotopic (intracranial) growth pattern of tumorigenic cell lines, which is often well circumscribed (Bullard et al. 1981; Finkelstein et al. 1994), rather than diffusely infiltrative, as is often the case in patients. Alterations in tumor biologic properties that are caused by extended cell culturing likely reflect changes in tumor cell transcriptional programs that are induced by the vastly different microenvironment associated with in vitro propagation (Camphausen et al. 2004; Lee et al. 2006), a specific example of which is the cell culture-associated suppression of GFAP expression in astrocytoma cells (Westphal et al. 1990).

Because of changes in tumor cell properties that result from extended in vitro propagation, when using conventional serum-supplemented medias, alternative cell culture approaches have been described in recent years for promoting tumor cell retention of biologic properties important for recapitulating

<table>
<thead>
<tr>
<th>Table 8.1 Factors influencing tumor engraftment success and growth rate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factor</strong></td>
</tr>
<tr>
<td>Age of mouse</td>
</tr>
<tr>
<td>Extent of host immunodeficiency</td>
</tr>
<tr>
<td>Location of tumor cell injection</td>
</tr>
<tr>
<td>Tumor initiating cell enrichment (e.g., CD133+ cell sorting)</td>
</tr>
<tr>
<td>Matrigel</td>
</tr>
</tbody>
</table>
human brain tumor intracranial growth patterns following intracranial injection in immunocompromised rodents. The so-called “stem cell” or “neurosphere” medias, that are supplemented with growth factors rather than fetal calf serum, and that are used in association with culture conditions that promote the propagation of unattached cellular aggregates (Engebraaten et al. 1999; Chaichana et al. 2006), rather than attached cell monolayers, have gained increasing

**Fig. 8.1** Comparing the intracranial invasiveness of GBM cell lines propagated as monolayer cultures in serum-supplemented media (*upper panels*) vs. propagation as neurospheres in EGF + FGF supplemented media (*lower panels*). Upper panels show a well-circumscribed intracranial tumor established from U-87 MG monolayer culture (image shown to the right is an enlargement of the area indicated by the black rectangle in *left panel*). Note the well-delineated plane of separation between U-87 MG tumor and surrounding normal brain (*upper right panel*). In contrast, intracranial tumors established from GS2 cells propagated as a neurosphere culture (*bottom panels*) show diffuse infiltration, as highlighted by the enlargement image shown in the lower right section of the figure (see Color Plate 14)
acceptance and utilization in neuro-oncology research. It deserves mentioning that the complete neurosphere medias (i.e., including growth factors) are considerably more expensive than the conventional, serum-supplemented medias (as much as 10×). In spite of the issue of cost, the orthotopic growth pattern of GBM xenografts established from cells propagated in neurosphere media (Fig. 8.1 and Color Plate 14), and as contrasted with the circumscribed growth pattern of intracranial tumors produced by GBM cells cultured as a monolayer in serum-supplemented media, has helped to establish neurosphere culturing as the preferred way in which to maintain GBM cells in vitro.

Unfortunately, and in spite of the perceived importance of neurosphere culturing in neuro-oncology research, standardized protocols have yet to be established that would facilitate comparison of results between groups of investigators, and review of related literature shows significant variation in the composition of complete medias that are used (Chaichana et al. 2006). This variability involves the starting base media (e.g., DMEM, RPMI 1640, etc.), as well as the growth factor supplements, which have included different combinations of EGF, FGF, PDGF, LIF, NSF, and insulin (EGF and FGF are most commonly used). Each of these components is likely to have different as well as significant effects on neurosphere development and propagation and on the interpretation of data.

### 8.2 Xenograft-Based Tumor Propagation

Though less commonly used than cell culture methods of propagation, sustaining growth of GBM surgical specimens as subcutaneous xenografts has been described and used by a few groups (Humphrey et al. 1988; Leuraud et al. 2003; Pandita et al. 2004). At least one advantage of this approach is readily apparent: any specimen maintained as a xenograft is, by definition, tumorigenic, and therefore useful in association with in vivo studies. Less obvious, but nonetheless apparent in association with information reported by investigators using this approach, is that subcutaneous tumor tissue, or cells dispersed from resected subcutaneous tumors, often produce highly infiltrative tumors upon intracranial injection in immunocompromised mice (Antunes et al. 2000; Giannini et al. 2005). Whether the intracranial invasiveness of GBM tumor cells, from resected subcutaneous tumors, is effected overtime is uncertain, though one group has recently shown that two such xenografts, maintained for >10 years as subcutaneous growths, produced circumscribed tumors when injected in the brains of nude mice (Claes et al. 2008). In contrast, tumors that had been propagated through intracranial tumor passing, in as many as 16 successive mice over a 3-year period, continued to show highly invasive character, suggesting that orthotopic (i.e., intracranial) vs. heterotopic (i.e., subcutaneous) propagation is a further consideration for investigations requiring the most faithful in vivo recapitulation of patient tumor properties by patient tumor cells.
GBM propagation, either as subcutaneous or intracranial xenografts, also promotes retention of patient tumor molecular characteristics, including EGFR amplification (Bigner et al. 1990b; Pandita et al. 2004; Claes et al. 2008), a key gene alteration observed in approximately one-third of patient GBMs. In fact, xenografts established from patient tumors have been shown to promote the retention of all genetic signature alterations identified in corresponding patient tumors (Leuraud et al. 2003; Pandita et al. 2004).

Disadvantages to the xenograft-based approach for tumor propagation include the need for an appropriate facility to house animals as well as for performing animal procedures, the need for appropriately trained animal technical staff, and the increased difficulty, relative to working with cell cultures, in manipulating and/or modifying tumor cells to investigate gene–protein function relationships (i.e., the development of isogenic derivatives). In addition, there is decreased convenience regarding the execution of experiments, since the availability of tumor cells is dependent on having ready access to specific and appropriately sized subcutaneous tumors. These problems are exacerbated in association with intracranial tumor propagation, since tumor growth and size cannot be checked by visual inspection or caliper measurement, and animals with intracranial tumor can undergo rapid demise due to the suddenness with which neurologic compromise, due to increasing tumor burden, often occurs. As additional studies are conducted regarding the benefits as well as shortcomings of tumor cell propagation in growth factor supplemented medias vs. propagation as xenografts, it is anticipated that a clearer picture will emerge regarding the most appropriate circumstances for using each method. Relative benefit and liability considerations that are associated with the various approaches for propagating human tumor cells are summarized in Fig. 8.2.

![Cost and Convenience Benefit](image)

**Fig. 8.2** Opposing benefit-to-liability summary for various means of propagating human CNS tumor cells. In essence, preserving patient tumor characteristics has its price, both with respect to time and financial considerations: i.e., approaches that best preserve patient tumor characteristics are the most expensive and least convenient (arrows are in the direction of lowest to highest)
8.3 Intracranial vs. Subcutaneous Tumor Therapy Response Experiments

Initial therapeutic testing is most commonly conducted by treating tumor cells grown as monolayers in culture. Alternative in vitro approaches have been used for preliminary assessment of therapeutic efficacy and include neurosphere culturing (Madsen et al. 2002) and culturing in semi-solid matrices (Ono et al. 2007). In attempt to more accurately model in vivo conditions, ex vivo models, such as the tumor cell:brain slice co-culture method, have also been utilized (Schichor et al. 2005).

Regardless of the merits of these approaches, xenograft-enabled research has served and will likely continue to serve as the “gold standard” as well as the final step of pre-clinical evaluation of cancer therapies. Routinely used methods for assessing in vivo tumor cell response to treatment with experimental therapies have been largely based on the following approaches, used either singularly or in different combinations:

- Determination of control vs. treatment group volume differences through caliper-based measurements of subcutaneous tumors.
- Determination of control vs. treatment group differences in tumor size at arbitrary, albeit identical time points in animals sacrificed subsequent to orthotopic tumor implantation.
- Determination of control vs. treatment group differences in survival time in animals receiving orthotopic tumor implants.

For CNS tumors, the basis for concern over the first approach is primarily associated with the assumption that subcutaneous tumor response to therapy is indicative of intracranial tumor response. Because of the different growth patterns of heterotopic vs. orthotopic tumors (Giannini et al. 2005), one would more likely anticipate different therapeutic responses between circumscribed (subcutaneous) and infiltrative (intracranial) growths, with therapeutic response of the latter type being more subject to properties of the normal tissue microenvironment within which the tumor cells disseminate. In addition, testing the efficacy of a systemically administered therapeutic, against a subcutaneous tumor, does not address blood–brain barrier permeability of the agent in question. Finally, for localized treatment of cancer, by focal beam radiation (Ozawa et al. 2006) or convection-enhanced delivery (Saito et al. 2004), intracranial tumor establishment is required.

At one time, the method for intracranial tumor injection may have presented a formidable technical barrier for many laboratories. Now, however, this procedure, especially for supratentorial injections in the caudate putamen, has been reasonably well detailed and is being used in many laboratories, with a success rate of orthotopic brain tumor establishment, using rodent stereotactic injection frames or freehand injection (Fig. 8.3 and Color Plate 15), that is quite good, and which has minimal procedure-related animal
death. Tumor cell injections in other neuroanatomical locations have also been described (Wu et al. 2002; Shu et al. 2006; Baia et al. 2008) but are perhaps more subject to technical error causing animal morbidity.

Rodent species selection is an important consideration for intracranial xenograft experiments, with rats sometimes presenting advantages over mice due to their larger brain volume. For instance, if it is intended to dissect tumor from rodent brain, the use of rats will facilitate acquisition of larger quantity, and probably higher purity of tumor. In addition, for experiments involving

---

**Fig. 8.3** Approaches to establishing orthotopic brain tumor xenografts. Following the midline incision and separation of the skin covering the skull (panel A: pen mark shows location for injection of cells, approximately 2.5–3 mm right from the bregma and just behind the coronal suture), tumor cells can either be injected “freehand” (panel B), or by use of a small animal stereotactic frame (panel C), which provides increased stability and control of injection depth. The opening in the skull for injection can be created either with a small drill or by simply pricking the skull with a 25 gauge needle. For the freehand method, injection depth is limited by a pipette tip (shown) or rubber sleeve covering all but the exposed end of the needle. Once the hole has been created, tumor cells are injected 3 mm below the outer table of the skull for routine supratentorial tumor establishment. Following injection, the separated skin is closed by use of clip (panel D) that eventually dislodges as the skin closes (heals). Especially when injecting large series of mice (>50), we recommend the freehand method as it increases throughput 3–4× relative to use of the stereotactic frame. For example, as many as 50 mice can be injected in an hour when two investigators are working in tandem (i.e., one investigator exposing the skull and the other performing the injection), whereas 12–16 mice per hour is an achievable rate when using a stereotactic frame (see Color Plate 15)
convection-enhanced delivery, the increased size and thickness of the rat skull helps with proper positioning of the infusion cannula (Saito et al. 2004). The major advantage for mice, of course, is their decreased cost, both initial purchase as well as cages costs, since a single cage can be used to accommodate more mice (usually five) than rats (usually three).

There are, of course, not-so-obvious pitfalls for establishing intracranial xenografts, among which is avoiding large injection volumes that force tumor cells into the ventricles, with subsequent neuroaxis dissemination of tumor. With regard to this point, the nude rat brain is more accommodating. In our laboratory, when working with mice, we limit injections to 3 ml volumes, with cell concentrations at 105 cells/ml, and delivering cells into the caudate putamen. Armed with knowledge of this type, and a minimal amount of experience, one could envision the near-obligate use of orthotopic therapy response models among neuro-oncology researchers. Still, a shortcoming of this approach has persisted, in relation to the use of subcutaneous therapy response models, as indicated by the latter two points listed above: i.e., an investigator only being allowed a single observation per experimental animal.

8.4 The Impact of Bioluminescence Imaging

It is reasonable to speculate that much of the resistance to using orthotopic brain tumor transplantation models has stemmed from the inability to continuously monitor intracranial tumor growth and response to therapeutic testing. In recent years, however, bioluminescence imaging (BLI) has provided researchers with the ability to perform non-invasive, longitudinal studies for continuous monitoring of tumor biological processes such as growth rate during initial establishment and response to therapy (Gross and Piwnica-Worms 2005). In contrast to survival as an indication of agent activity, BLI is not limited to a single observation per animal used in an experiment.

Certainly there are other small animal imaging modalities being used in neuro-oncology research, including MRI and microPET. However, none currently compare with BLI with respect to combined considerations of cost, speed, and sensitivity. In addition to non-invasive serial monitoring of tumor growth and response to therapy, BLI facilitates more relevant timing of treatment initiation by allowing investigators to determine when injected tumor cells have achieved log phase growth. In many therapy response experiments, treatments are initiated shortly after intracranial tumor cell injection, such that efficacy evaluations are conducted under conditions which favor interpretation of significant anti-tumor activity, thereby contributing to unrealistic expectations of successful outcomes for human clinical trial results. Results from our laboratory, using BLI to monitor tumor growth, have shown that following the
injection of GBM cells, propagated via conventional cell culture conditions, such as is used for the U-87 MG cell line, no net increase in cell number is evident for as many as 3 weeks following injection (Fig. 8.4); this is also the case for subcutaneous cell injections, where tumor cells appear to be latent for several weeks before showing measurable growth. Treating prior to tumor cells achieving log growth may result in tumor growth delay that could be erroneously interpreted as agent anti-tumor activity in the absence of bioluminescence monitoring and assessing agent activity by survival analysis only.

In addition to monitoring tumor response to therapy in a context meant to mimic that used for the treatment of patients with newly diagnosed GBM, a related and additional application of BLI is for conducting experiments to test the efficacy of salvage therapies against recurrent tumor (Dinca et al. 2007). Continuous bioluminescence monitoring permits the determination of intracranial tumor regrowth following initial therapeutic response (Fig. 8.5) and provides opportunity to treat mice in a context analogous to that of a patient whose cancer has relapsed. Because most novel therapies are initially tested in a setting of recurrent cancer, this approach provides a therapy evaluation paradigm that should, in principle, more closely resemble the clinical scenario in which the therapy would first be evaluated in patients. In addition to creating a salvage therapy evaluation model, treatment of recurrent tumor in association

**Fig. 8.4** Results from bioluminescence monitoring of intracranial U-87 MG xenograft growth, with graph showing mean luminescence of three mice subsequent to injection of 300,000 luciferase-modified cells in each (standard error of mean indicated at each time point). Note that progressive growth of the tumor is not indicated until imaging beyond day 21, with exponential growth not evident until day 33 imaging. Initiation of therapy prior to indication of progressive growth would yield results less meaningful for assessing efficacy, and clinical translation, than would initiation of therapy after indication of progressive growth being achieved. Optimal therapy administration, for efficacy evaluation, is after indication of progressive growth, but prior to the mouse experiencing a level of tumor burden that is too extensive for therapeutic response to be evident (indicated as “too late”)
with BLI monitoring should be useful for studying the molecular biology associated with cancer acquisition of resistance to therapy, by comparing molecular profiles of untreated tumors vs. once-treated tumor vs. tumors subjected to multiple cycles of therapy (Fig. 8.5).

It is important to note that although bioluminescence is highly correlated with tumor volume (Dinca et al. 2007), it does not provide data that allow determination of tumor volume, in contrast to the results of magnetic resonance imaging. In addition, bioluminescence signal is affected by depth of tumor cell injection and growth, such that comparing the intracranial bioluminescence of any two animals cannot be interpreted as indicating relative tumor burden between those animals. A consequence of the attenuation of luminescence signal with increasing depth of tumor cell injection/growth is that BLI would not be useful in larger animals. With rodents, however, luminescence signal is easily detected in mice (over a range of $10^5$ photons/sec) and is sufficiently penetrating to allow longitudinal monitoring of tumor growth in rats that have received tumor cell injection in the brain stem at 1 cm depth (Fig. 8.6).
8.5 Human Tumor Panels and Pre-Clinical Therapeutic Testing of Multiple Tumors

By using BLI monitoring with panels of specific types of CNS cancer, either maintained as cell cultures or as subcutaneous grafts, the concept of conducting high throughput and relevant pre-clinical trials for testing experimental therapies is making progress toward becoming reality. Recent demonstrations in support of a panel approach for investigating therapeutic efficacy have included the analysis of a large series of GBM xenografts for radiation sensitivity (Sarkaria et al. 2006), as well as for response to the EGFR kinase inhibitor erlotinib (Sarkaria et al. 2007). Given the vast number of existing therapeutics, the steady supply of additional novel therapeutics from industry, and the importance of testing therapies in combinations, it is clear that there are more therapeutic options to evaluate than there are patients to support evaluations through clinical trial activity. Consequently, the need for high throughput and relevant animal model pre-clinical testing is urgent. It seems likely that advances in approaches to propagating CNS tumor cells, combined with advances in monitoring orthotopic growth of CNS tumors in animal models, will help address this need.

Fig. 8.6 Bioluminescence monitoring of luciferase-modified U-87 MG cells following brainstem injection in a nude rat. For rodent orthotopic studies this presents a stringent test of the ability to use BLI for monitoring tumor growth due to the depth of the injection (1 cm) and the relatively small tumor volume that can be tolerated in this neuroanatomic location. Results shown here indicate an ability to monitor tumor growth from day 10 onward. In this experiment, rats succumbed to tumor burden prior to day 30 imaging, thereby indicating a 2–3-week interval from time of initial tumor detection to required euthanasia for administering therapy, which is quite adequate for assessing efficacy or lack thereof for novel agents.
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Chapter 9
Transformed Human Brain Cells in Culture as a Model for Brain Tumors

Russell O. Pieper

Abstract  Brain tumor tissue provides a wealth of information as to the genetic and epigenetic alterations associated with the disease. The information provided, however, is by nature correlative, and as a result, investigators have turned to manipulable systems in which defined genetic alterations can be sequentially introduced and monitored for effect. While much of this work involves the use of animal models, a significant and growing number of investigators are turning to the use of cultured human brain cell systems. This review summarizes the benefits and limitations of such an approach, describes important recent findings derived from the use of defined human cells in the study of gliomagenesis, and highlights some new and innovative approaches that may ultimately help link gliomagenesis to normal differentiation and stem cell biology.
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9.1 Introduction

The genetic events that lead to the formation of gliomas are carried in every tumor. Over many years, teams of investigators have used the most current technologies available to interrogate glioma tissue in the hope of identifying common genetic and epigenetic alterations carried in the tumor. The attempts to categorize the full range of genetic and epigenetic alterations in glioblastoma (GBM) have recently culminated in the most comprehensive set of genetic analyses of GBM to date, collectively called The Cancer Genome Atlas (Chin and Gray 2008). These findings appear to agree with the consensus that has emerged as to which lesions are most common, and therefore perhaps most important, in the genesis of the disease. The consensus reached by The Cancer Genome Atlas investigators and other investigators in the field is that there are three major pathways implicated in gliomagenesis: receptor tyrosine kinases, p53, and pRb (Furnari et al. 2007, Ichimura et al. 2000, Ichimura et al. 2004). Alterations in receptor tyrosine kinase signaling, including mutation and amplification of epidermal growth factor receptor (EGFR), are thought to drive Ras signaling, via MEK and p16, to ultimately drive the proliferative response, particularly in those cells in which the PTEN tumor suppressor protein has been eliminated by mutation or gene deletion (Furnari et al. 2007). Alterations in the Rb pathway are thought to result in cell cycle deregulation and loss of ability of cells to arrest in response to aberrant growth signaling, while alterations in the p53 pathway may limit the ability of cells to undergo apoptosis and terminate the aberrant growth signals generated by the other alterations (Furnari et al. 2007) (Fig. 9.1). While alterations in EGFR, pRb, and p53 are among the most common in GBM, additional novel alterations also seem to cluster along the growth factor receptor, p53, and pRb pathways, and alterations or disruptions in at least one of the three major pathways appear to occur in the vast majority of GBM (Ichimura et al. 2000). While these studies provide an excellent framework by which we can begin to understand the process of gliomagenesis, they cannot by nature address questions of whether these alterations actually do lead to glioma formation, which alterations are most critical, the timing of these alterations in the disease process, or how best to address these alterations therapeutically. These types of complicated questions cannot be addressed by simple correlative studies, but rather rely on the use of models in which suspected alterations can be introduced into cells and in which the consequences of these alterations can be monitored.

The search for an optimal model in which to study the events critical for brain tumor formation is a long and ongoing quest. Ideally one would like to begin with the cell of origin of gliomas and introduce into this cell the genetic alterations commonly found in the established tumor of interest. The limitation of this statement should be obvious. First, the cell of origin of gliomas has not been identified and may in fact represent any of several types of cells. Second, while various human brain cells can be isolated, many can be difficult to culture,
and culturing runs the risk of destroying features potentially critical in the transformation process. Finally, even if appropriate human cells can be isolated and manipulated, there is no simple way to put modified human brain cells back into the appropriate human brain microenvironment, and as such no simple way to monitor consequences of the alterations induced. In the face of these problems, two solutions have been attempted, with varying degrees of success. Beginning in the 1920s and more rigorously in the 1940s, investigators interested in carcinogenesis treated animals with mixtures of carcinogenic compounds to induce the formation of tumors (Berenblum and Shubik 1949, Rous and Friedewald 1941). In the early 1970s, investigators showed that treatment of pregnant rats with the carcinogen ethyl nitrosourea led to the formation of a wide range of nervous system tumors including oligodendrogliomas, meningiomas, and astrocytomas (Koestner et al. 1971). While these studies strongly suggested that brain tumors were the result of genetic mutation and indirectly that cells of the fetal brain might be more susceptible than those of the adult brain, they were also limited in that the exact genetic alterations created could not be controlled. What was necessary was a system in which exact genetic alterations could be introduced at exact times in exact cells of the nervous system. The advent of embryonic stem cell technology less than 10 years later (Evans and Kaufman 1981, Martin 1981) provided researchers just this opportunity and ultimately allowed for the creation of animals that
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**Fig. 9.1** Pathways thought to be critical in the development of GBM. Growth stimulation, by either growth factor receptor mutation or loss of control of Ras signaling, favors pRb phosphorylation and cell cycle progression. Loss of pRb or components that regulate pRb further favors cell cycle progression and in connection with loss of p53 promotes tumor growth and cell survival.
contained specific genetic alterations in specific cells of the brain. These more sophisticated animal models of gliomagenesis have been extremely successful in generating animals that develop tumors with many of the characteristics of human gliomas and with some of the same genetic alterations found in human GBM and also in beginning to help identify the cells of origin in these tumors (reviewed in Fomchenko and Holland 2006). Despite the success of these studies, however, they fall short in the ultimate goal of understanding human gliomagenesis in that the pathways and events that control the cell cycle, cell life span, and cell survival in short-lived rodents do not always match those in longer lived human. As an example, while human cells appear to be dependent on telomerase activity to maintain telomere length and sustain proliferation, rodent cells have longer telomeres and are less dependent on telomerase activity (Kipling 1997). Furthermore, studies have suggested that rodent cells use different aspects of Ras signaling to control growth than do human cells (Hamad et al. 2002). Thus, although mouse models have proven very useful, they alone may not be sufficient to fully understand the process of human gliomagenesis.

As a complement to mouse carcinogenesis studies and to mouse models, a limited group of investigators have begun to ask about genetic events that are important in gliomagenesis not in mouse cells but in human cells. In concept, these studies are relatively straightforward. The starting material, in most cases normal human astrocytes, is genetically modified by sequential introduction of genes encoding proteins that alter the function of pathways suspected of being important in gliomagenesis. The ability of the given genetic alteration to induce cellular transformation and tumorigenesis is then measured by determining if the cells gain the ability to grow in soft agar and intracranially in animals, both measures of cellular transformation. The results of these studies, their limitations, and the future directions of this work will be discussed in this review.

9.2 Early Developments

The use of normal human cells as the basis for studies of gliomagenesis, while simple in concept, is relatively new. For a number of years, investigators interested in the genetic alterations that lead to cancer used a standard set of cultured cells, typically NIH 3T3 cells, established by Todaro and Green (1963). These cells were derived from primary mouse embryo fibroblasts that underwent spontaneous immortalization and as such were a reliable and renewable source of cells for study. Many of the most important early studies of cellular transformation were performed in NIH3T3 cells, and their ease of use and reliability made them workhorses of early studies of oncogenesis. The results derived from NIH 3T3 cells, however, were somewhat misleading in the sense that because of their already immortalized status, 3T3 were considerably more susceptible to transformation than other “normal” cells. This ultimately became
apparent in the late 1980s when several studies clearly showed that the genetic alterations that led to the transformation of NIH3T3 cells were insufficient to transform cultured human cells and in many cases actually led to growth suppression and cellular senescence (Fanton et al. 2001, Stevenson and Volsky 1986). The differing requirements for the transformation of normal human cells and NIH3T3 cells remained a puzzle for several years, although the observation itself made two clear points: one, there are differences between mouse cells and human cells with regard to the pathways and mechanisms that regulate the growth and survival of the cells, and two, the cellular transformation process is multistep and involves more than simple growth stimulation.

The seemingly increased complexity in transforming human cells remained largely unresolved until the late 1990s when Hahn and Weinberg made a landmark discovery (Hahn et al. 1999). These investigators, using normal human fibroblasts, reasoned that human cells required not only alterations that stimulated growth but also events that allowed cells to evade the normal control of life span. Because it was becoming increasingly clear that telomere length and the activity of the enzyme that regulated telomere length (the catalytic component of telomerase, hTERT) played a role in human cell life span (Greider and Blackburn 1985, 1996, Zhu et al. 1999), these investigators first introduced hTERT and assessed the effect on normal human cell life span, after which genetic alterations suspected of driving proliferation were introduced. In initial studies, the alteration studied included the introduction of a mutant form of H-ras (V12) shown to be sufficient for transformation of mouse fibroblasts, and SV40 large T antigen, a complex protein known to inactivate both p53 and pRb and to also be sufficient to transform NIH 3T3 cells (Brockman 1978) (summarized in Fig. 9.2). The results of these studies showed that while hTERT alone could extend the life span of the cells, additional alterations induced by

<table>
<thead>
<tr>
<th>Normal human fibroblasts</th>
<th>Normal human astrocytes</th>
<th>Normal mouse fibroblasts</th>
</tr>
</thead>
<tbody>
<tr>
<td>hTERT + Tag + V12 Ras</td>
<td>trans</td>
<td>trans</td>
</tr>
<tr>
<td>+ E6</td>
<td>not trans</td>
<td>not trans</td>
</tr>
<tr>
<td>+ E7</td>
<td>not trans</td>
<td>not trans</td>
</tr>
<tr>
<td>+ E6/E7</td>
<td>trans</td>
<td>trans</td>
</tr>
<tr>
<td>+ Raf</td>
<td>trans</td>
<td>trans</td>
</tr>
<tr>
<td>+ Rafi</td>
<td>not trans</td>
<td>not trans</td>
</tr>
<tr>
<td>+ PI3K</td>
<td>not trans</td>
<td>not trans</td>
</tr>
<tr>
<td>+ rapamycin</td>
<td>not trans</td>
<td>not trans</td>
</tr>
</tbody>
</table>

Fig. 9.2 Fundamental difference in the genetic alterations required to transform normal human astrocytes, normal human fibroblasts, and mouse fibroblasts
large T antigen and mutant H-Ras were both required for transformation. Furthermore, in the absence of hTERT, the introduction of large T antigen and mutant H-Ras did not induce transformation but rather resulted in growth arrest and senescence of the cultured normal cells. These studies were the first to demonstrate that normal human cells could be turned into tumor cells by the introduction of a limited number of defined genetic alterations and in turn launched an investigation as to whether cells of different origin were similarly regulated with regard to tumorigenesis.

The first studies related to brain tumors followed relatively shortly after the studies of Hahn and Weinberg. Two groups published their work nearly simultaneously, both showing that as with fibroblasts, the transformation of normal human astrocytes could be accomplished by the introduction of a limited number of defined genetic alterations. The work of Rich et al. showed that the introduction of hTERT, mutant V12 H-Ras, and T antigen was sufficient to induce glial transformation (Rich et al. 2001), while that of Sonoda et al. further showed that the function of large T antigen in transformation could be replaced with p53- and pRb-disabling proteins HPV16 E6 and E7, directly suggesting that p53 and pRb played a key role in controlling the transformation of normal human astrocytes (Sonoda et al. 2001b) (Fig. 9.2). There was also great interest as to whether these in vitro transformed cells could, following intracranial implantation in animals, form tumors that in any way recapitulated the features seen in primary human glioma. The tumors that arose upon intracranial implantation of the transformed human astrocytes did in fact resemble primary human gliomas, and follow-up studies showed that while they exhibited a high proliferative index, the tumors did not exhibit the endothelial cell proliferation or necrosis that defines GBM. They were, however, consistent with the diagnosis of glioma and perhaps grade III astrocytoma, and as such these studies represented the first creation of glioma cells by the introduction of defined genetic alterations.

A number of subsequent studies have focused specifically on how alterations in Ras signaling, the p53 pathway, and the pRb pathway contribute to glial cell transformation. The first of these studies dealt with the contribution of mutant H-Ras to glioma cell transformation and showed that only a part of the signaling milieu induced by mutant H-Ras was necessary. In these studies, normal human embryonic kidney cells immortalized by the expression of hTERT and sent along the path to transformation by the expression of large and small T antigen were also subsequently engineered to express forms of mutant H-Ras that would selectively signal down one of the three pathways activated by mutant V12 H-Ras [the phosphoinositols 3 kinase (PI3K), Raf, or Ral pathways] (Hamad et al. 2002, Lim et al. 2005, 2006). The results of these studies showed that while the transformation of rodent cells was dependent only on the ability of Ras to activate the Raf-MEK-Erk signaling pathway, normal human cells could be transformed by specific activation of the Ras-Ral pathway, and specifically by the activation of RalA (Lim et al. 2005). The results of these studies were subsequently confirmed in normal human
astocytes where it was shown that activated RalA could substitute for mutant V12 H-Ras in hTERT/E6/E7-mediated transformation (Pannier et al. 2006) (Fig. 9.2). Recently published studies, however, have also raised the possibility that while the PI3K pathway is not in and of itself sufficient to mediate transformation, it may contribute to the maintenance of the transformed state. In these studies, normal human astrocytes transformed by the expression of hTERT, E6, E7, and mutant V12 H-Ras were incubated with rapamycin, a selective inhibitor of mammalian target of rapamycin (mTOR) (and thereby at least part of the downstream PI3K arm of the Ras pathway), and monitored for growth in soft agar (Nakamura et al. 2008). Surprisingly, these studies showed that mTOR inhibition effectively blocked the growth of the transformed astrocytes. Further studies suggested that it was the effects of rapamycin on the S6K arm of the mTOR signaling pathway and not the eIF4E arm that was critical in blocking cell growth. These studies, combined with those defining the contribution of Ral signaling, raise several interesting questions. First, if the Ral signaling pathway plays such a critical role in glial cell transformation, is this pathway activated in gliomas, and is this pathway a reasonable therapeutic target? Second, although considerable effort has gone into the therapeutic targeting of PI3K and mTOR, is targeting the PI3K pathway further downstream a rational approach? And finally, what are the key effectors of transformation downstream of Ral? In addressing the mechanism by which normal human astrocytes can be converted into glioma, the above described studies have not only laid a path for our understanding of gliomagenesis in human cells but also pointed out several interesting and perhaps clinically relevant approaches to therapy.

9.3 Modifiers of Transformation and Tumor Behavior

The early studies of effectors of glial cell transformation confirmed that the p53, pRb, and growth factor receptor pathways via Ras were all important in gliomagenesis just as they appeared to be by analysis of genetic alterations in primary human GBM. And yet the tumors that were derived from intracranially implanted transformed human astrocytes were markedly different from GBM. The tumors derived from transformed human astrocytes were not invasive as were primary human gliomas of all varieties but rather grew as a well-demarcated mass more similar to that noted for most intracranially implanted cultured GBM cell lines (Lee et al. 2006, Sonoda et al. 2001b). Furthermore, the tumors derived from transformed human astrocytes, while variable with regard to vasculature, did not exhibit the microvascular proliferation common to primary human GBM (Rich et al. 2001, Sonoda et al. 2003, 2001a, b). The tumors formed by intracranially implanted transformed human astrocytes also seemed to most resemble grade III astrocytomas and did not resemble grade II or grade IV tumors (Sonoda et al. 2001b). While these points were viewed as weaknesses of the
system, they were also viewed as an opportunity to identify additional genetic alterations that might be critical in generating the complete GBM phenotype and which might also therefore be important in the behavior of primary GBM.

The identification of the factors that contribute to the differences between a grade II low-grade glioma, a grade III astrocytoma, and a grade IV GBM is critical not only for understanding gliomagenesis but also for the prognosis and therapy of patients. The greatest need in this regard appears to be the creation of a reliable model of low-grade glioma (LGG). Patients with low-grade glioma have a much lower progression to disease than patients with high-grade glioma and a more variable progression (Gilbert and Lang 2007), and as such this tumor presents opportunities for therapeutic intervention. Furthermore, no cell lines have been established from LGG, no xenografts of LGG have been created, and no mouse models exist for the disease. Because LGG exhibits a more limited range of genetic alterations than GBM (Arjona et al. 2006), and because these alterations include p53 alterations and hTERT activation (Lang et al. 1994, Le et al. 1998), normal human astrocytes exhibiting these alterations might be hoped to form tumors that resemble LGG. This, however, does not seem to be the case as normal human astrocytes immortalized by the introduction of hTERT did not prove to be tumorigenic, nor did hTERT-immortalized astrocytes in which p53 function was eliminated by introduction of human papilloma virus E6 (Sonoda et al. 2001b). These findings suggest that LGG may not simply be a less-aggressive, less genetically altered version of GBM but rather perhaps a distinctly different tumor. A confounding factor however is that the growth fraction of LGG in situ can be extremely low (Burger et al. 1986), and these tumors are often suspected of taking years to form and years to grow and further accumulate lesions. As such the limited amount of time the minimally genetically altered normal human astrocytes spent in animals without tumor formation (6 months) may not accurately reflect their inability to form LGG.

As noted, the intracranially injected transformed human astrocytes also did not form tumors resembling GBM and as such may lack genetic alterations critical for the GBM phenotype. GBM frequently have alterations in PTEN that result in downstream Akt activation, and indeed the majority of GBM have elevated levels of pAkt (Holland et al. 2000). Because the transformed human astrocytes created contain wild-type PTEN, introduction of a constitutively active Akt might be expected to mimic the PTEN inactivation noted in most GBM and might allow the altered cells to assume the GBM phenotype in vivo. Human astrocytes transformed by hTERT, E6, E7, and H-Ras were therefore infected with a construct encoding constitutively active Akt and monitored for growth in vitro and in vivo (Sonoda et al. 2001a). While the cells infected with activated Akt showed elevated levels of pAkt, in culture these cells were identical to those expressing a blank construct. In vivo, however, Akt-driven differences were more apparent. The Akt over-expressing cells formed tumors that were larger, grew faster, and exhibited increased vascular density and regions of necrosis. The characteristics of the tumors formed by the intracranially injected
Akt-expressing cells most resembled those of GBM, suggesting that signaling down the PI3K pathway played a critical role in the progression from grade III to grade IV GBM (Sonoda et al. 2001a). The observation that Akt only provided a growth advantage in vivo and not in vitro also suggested that the GBM-driven effects of Akt were a result of the brain and/or tumor microenvironment. These suggestions were subsequently borne out by studies in which it was shown that accelerated growth of the intracranially injected Akt-expressing cells was coincident with the onset of hypoxia in the tumor (unpublished observation, R. Pieper). Furthermore, in separate studies, it was shown that activation of secreted protein acidic, rich in cysteine (SPARC), a secreted extracellular glycoprotein, also led to the activation of Akt and an enhanced survival of transformed human astrocytes under stress conditions (Shi et al. 2004). This is of particular interest as SPARC is expressed at the invading edges of GBM and is suggested to play a key role in glioma invasion. These results suggest that transformed astrocytes that can stimulate the Akt pathway, either directly or by loss of PTEN, may have a selective survival advantage under the hypoxic and/or nutrient-limiting conditions that accompany tumor growth, and as such may be able to grow even in the face of limiting nutrients, much as is seen in primary GBM.

Another puzzling aspect of the tumors formed following intracranial injection of transformed human astrocytes was that these tumors also did not form vasculature or areas of necrosis that matched those of GBM and as such appeared to lack the genetic alterations critical for these GBM features. Because vascular endothelial growth factor (VEGF) is a key regulator of vascular formation in tumors and because its upregulation is correlated with glioma grade, the effects of VEGF over-expression on tumorigenicity of transformed human astrocytes were also measured. The results of these studies showed that over-expression of VEGF drove the formation of vessels in the resultant intracranially implanted cells and also stimulated the growth of the resultant tumors as might be expected for a contributor to the GBM phenotype (Sonoda et al. 2003). The resultant VEGF-driven tumors were, however, better oxygenated than control tumors and similarly exhibited no regions of hypoxia or necrosis, inconsistent with the GBM phenotype (Sonoda et al. 2003). These results suggest that while VEGF over-expression is also commonly seen in GBM, the over-expression of VEGF in and of itself does not drive the generation of GBM and that the necrosis seen in GBM is not simply due to enhanced growth or VEGF over-expression but a more complex series of factors.

The well-circumscribed nature of the tumors generated from the intracranially implanted transformed human astrocytes also created the opportunity to examine the factors that might regulate tumor invasiveness, a key feature of all glioma. A variety of molecules that are known to play a role in cell motility and invasion have been identified, and many are upregulated at or near the invading edges of gliomas. These include SPARC, matrix metalloproteases, and integrins. With regard to the integrins, the αVβ3 complex appears to be of particular importance because this complex is specifically upregulated in invasive tumors
(Bello et al. 2001), and because agents selectively targeting the $\alpha V\beta 3$ complex lead to tumor regression in some models (Chatterjee et al. 2000). The issue of invasion, however, is quite complex. The ability of cells to migrate and invade is highly dependent on the microenvironment, and a number of components of the extracellular matrix including angiostatin, tumstatin, and collagen type IV have been suggested to alter the ability of cells to move through their surroundings (Hamanoo et al. 2003, Maeshima et al. 2000, O’Reilly et al. 1994). Furthermore, the factors that influence the ability of cells to degrade the extracellular matrix are often also the same factors that participate in the ability of endothelial cells to form new vessels (Ghajar et al. 2008, Hamano et al. 2003), and as such the issue of migration is closely related to the issues of angiogenesis and tumor growth. One study has begun to address this issue and has examined the role of the $\alpha V\beta 3$ integrin complex in the invasion and angiogenesis of tumors formed following intracranial implantation of transformed human astrocytes. In these studies, the ability of transformed human astrocytes over-expressing $\alpha V\beta 3$ to form invasive, angiogenic tumors was compared to that of cells not over-expressing $\alpha V\beta 3$. While the growth of these two cell groups was identical in vitro, intracranially injected cells that over-expressed $\alpha V\beta 3$ formed tumors that while still well circumscribed were also smaller and more hypoxic than those in control groups (Kanamori et al. 2004). These results were somewhat surprising, given that $\alpha V\beta 3$ is over-expressed at the invading edges of most GBM and is considered to be involved in GBM growth and invasion. Subsequent studies, however, suggested that the growth-suppressive effect of $\alpha V\beta 3$ over-expression was bypassed in cells in which Akt was activated or in which VEGF levels were high, as is the case in most GBM (Kanamori et al. 2006, 2004, Kawaguchi et al. 2006). As such these studies suggest that while $\alpha V\beta 3$ appears to be growth-suppressive under certain conditions, GBM may override the growth-suppressive actions of $\alpha V\beta 3$ over-expression and yet preserve other less defined functions, including those perhaps related to invasion.

9.4 Answers and More Questions

Studies with transformed human astrocytes have proven valuable in verifying the role of suspected genetic alteration in gliomagenesis, in clarifying the role of these genetic lesions, and in beginning to understand how these alterations cooperate to bring about cellular transformation. The studies have also, however, raised questions related to the cell of origin of gliomas, the invasive nature of gliomas, and the differences between mouse and human cells.

Gliomas have long been suspected of initiating in a limited number of cells that, having undergone genetic alteration, gain properties that allow for unlimited growth and/or loss of differentiation potential. The cell of origin of gliomas was initially assumed to be the mature astrocyte as most gliomas have an astrocytic appearance (hence the astrocytoma definition). This concept, however, is being
re-examined with the identification of brain tumor stem cells (Galli et al. 2004, Hemmati et al. 2003, Ignatova et al. 2002, Singh et al. 2004). The stem cell hypothesis of gliomagenesis, rather than assuming that gliomas form as a result of an accumulation of genetic alterations in a clonally expanded pool of altered astrocytes, suggests that genetic alteration in a limited number of neural stem cells locks these cells into a state in which self-renewal continues and in which these cells alone retain indefinite/unlimited growth potential against a background of cells that have a more finite capacity (Stiles and Rowitch 2008). Rather than requiring a re-entry into the cell cycle and a dedifferentiation of mature astrocytes, therefore, gliomagenesis in the stem cell hypothesis begins with a cell at or very near the neural stem cell or early along the differentiation pathway. While these two seemingly different concepts seem mutually exclusive, there may be room to accommodate both ideas. Clearly GBMs contain cells, marked by expression of CD133 and other cell surface proteins, that have brain tumor stem cell-like properties including self-renewal and pluripotency and potential for long-term propagation and/or tumor formation (Ogden et al. 2008, Singh et al. 2004). Although the assumption is that the brain tumor stem cells are derived from neural stem cells, it is equally possible (although not yet proven) that self-renewing cells can result from dedifferentiation of fully mature astrocytes. Previously described work with transformed human astrocytes suggests that this might be possible, and further support for the idea has been generated by recent studies suggesting that the expression of a limited number of proteins in fully mature human cells can revert these cells not just back to neural stem cells but all the way back to totipotent stem cells capable of generating any tissue (Park et al. 2008a, b, Takahashi et al. 2007, Yu et al. 2007). It is worth noting, however, that in studies of the transformation of normal human astrocytes, the pool of normal human astrocytes used as starting material may not be as well defined as previously thought. In most cases, the cells used to study events necessary for transformation are human fetal astrocytes grown for a limited amount of time in culture (Rich et al. 2001, Sonoda et al. 2001b). While this starting culture certainly contains mature astrocytes, it also may contain less differentiated cells, and perhaps even a small percentage of cells more closely resembling stem cells. Since the frequency of transformation of human astrocytes following expression of hTERT and inactivation of the p53 and pRb pathways is very low (typically one in a million cells) (Sonoda et al. 2001b), there may also be good reason to think that a very small subset of specialized cells, and not the mature astrocytes, undergo transformation. As such the studies published to date may in fact be studies of the factors necessary to transform stem/progenitor-like cell rather than the factors needed to transform mature astrocytes. Furthermore, while there may in fact be a defined cell or cells of origin for some gliomas, the heterogeneity of the disease suggests that the tumor may arise from multiple starting points. As such the issue of cell of origin remains open and is the focus of intensive study.

A second question raised by the studies of human astrocyte transformation is the basis for the lack of invasive properties of the resultant tumors. As noted, transformed human astrocytes, upon intracranial injection, form encapsulated
tumors with well-defined borders, very unlike the invasive gliomas noted in patients. A possible explanation for this difference may be that because of species differences, human cells in general might be incapable of expressing the right set of proteins required for migration through the mouse brain following intracranial implantation. While this idea is supported by the finding that many human GBM cell lines also form encapsulated tumors intracranially, more recent studies suggest that human tumors grown as xenografts in animals without selection in culture do form invasive tumors, as do cells derived from primary tumors and grown as neurospheres (Lee et al. 2006, Sarkaria et al. 2006). These results suggest that human cells can form invasive tumors in rodent brains if they have the correct genetic composition. A related problem, however, is that in studying the factors that control the ability of human cells to move through the mouse brain, one might in fact be studying factors that have little relevance to movement through the human brain. Nonetheless, all cells derived to date from transformation of normal human astrocytes form encapsulated tumors, suggesting either that the alterations necessary for invasion have not been introduced or that the culturing of the starting material has erased the ability of these cells to be invasive. The transformed human astrocytes system therefore may prove very useful in finding the factors required for the ability of transformed cells to move through the brain, although this process may in the end turn out to be more complicated than transformation itself.

A final question raised by transformed astrocyte studies is that of the difference between human and rodent cells with regard to the alterations that result in transformation. In studying the question of gliomagenesis, a primary assumption is the equivalency of mouse and human cells, and the idea that the lesions that drive tumorigenesis in mice are likely to be the same as those that drive transformation in human cells. The studies in human astrocytes however point out that while this in general may be true, there are important differences as well. In what is considered to be mature human astrocytes (with the caveats noted), the genetic alterations necessary for transformation are far fewer and somewhat different than those noted in normal rodent astrocytes. While human astrocytes require hTERT activation and alteration in p53, pRb, and Ras signaling, mouse astrocytes require only Ras alteration and either p53 or pRb alterations (O’Hayer and Counter 2006). Furthermore, while the transformation of normal human astrocytes depends on activation of the Ral arm of the Ras pathway, transformation of mouse astrocytes depends on Raf/MAPK and/or PI3K signaling (Lim et al. 2006, O’Hayer and Counter 2006). While these differences are subtle, they may have significant implications for therapy. As an example, while agents targeting PI3K may be effective in mouse models, they may be less so in human cells. Conversely, agents targeting Ral might make more theoretical sense in the human setting. Many of these issues, however, remain to be rigorously tested, and a more careful examination of Ras signaling pathway requirements in human cells might provide answers as well as new therapeutically relevant ideas.
9.5 New Approaches

While studies in human astrocytes have been extremely informative in our understanding of the events necessary for normal cell transformation, there are as noted some concerns as to the direct relevance of these studies to gliomas and whether normal human astrocytes are a reasonable starting material for the study of gliogenesis. Fortunately, for the brain tumor field, novel alternative systems have been recently developed that may prove complementary to the systems already used and may help provide more in-depth and potentially more relevant answers to the question of what lesions are most critical in the formation of human brain tumors.

The most exciting of these new systems employs cells which have been designated iPS, or induced pluripotent stem cells. The seminal study in this field was published only last year and showed that fully differentiated mouse fibroblasts could be reverted, or dedifferentiated, into cells that in most ways resembled the pluripotent cells of the early embryo and that have the capability of differentiating into the cell types of the three germ cell layers under the appropriate conditions (Takahashi et al. 2007). These studies identified four factors, Oct4, Sox2, Klf4, and Myc, all previously suggested to be involved in differentiation, which if introduced by viral infection into mouse fibroblasts caused dedifferentiation. These studies were subsequently followed in short order by comparable work from three other groups which showed that the same trick could be accomplished in human cells as well (Park et al. 2008a, b, Yu et al. 2007). Furthermore, the results of these studies were remarkably similar to those in the mouse cells. In each case, Oct4 and Sox2 were required, while in one study Klf4 and MYC could be replaced by NANOG and LIN28, the latter subsequently shown not to be absolutely required (Yu et al. 2007). The simplicity and elegance of the system, as well as the magic number of four alterations needed to create a cell of unlimited growth potential, harkens back to the transformation studies of Hahn and Weinberg nearly a decade earlier (Hahn et al. 1999). The key difference, however, and the difference that could prove most interesting in the long run, is that the iPS cells derived are apparently devoid of lineage and under proper conditions can be pushed down any lineage, including those presumably most relevant for brain development. Early brain development requires an ordered series of proliferation and differentiation events, and the iPS system, combined with the vast amount of knowledge concerning differentiation of neural stem cells, suggests that in the near future it may be possible to recapitulate the path from stem cell to glia in vitro. As an example, the involvement of the leukemia inhibitory factor-STAT signaling axis in the astrocytic differentiation of neural stem cells has recently been the focus of several investigations (Lee et al. 2008, Singh et al. 2008), and it is possible to envision an in vitro system in which disruption of any of several components of this pathway could result in the lack of ability of the neural stem cell to differentiate down the glial lineage and to rather be stuck in a poorly regulated self-renewing loop. The connection of these stalled stem cells to cancer is
obvious, and the demonstration that such cells were tumorigenic in the right set of circumstances could bring the debate about the origin of gliomas full circle. The dedifferentiation of normal cells (including possibly astrocytes) could result in self-renewing cells which if altered in specific ways could give rise to a range of brain tumors. There are of course limitations to this system as well. First, while normal human cells can be dedifferentiated, multiple alterations are necessary and the frequency of dedifferentiation is nearly as small as transformation (Sonoda et al. 2001b, Yu et al. 2007). Additionally the generation of iPS cells still relies on the use of viral delivery of agents, raising the possibility that integration-induced alterations, in addition to transcription factors, are necessary. The potentially large number of alterations necessary for dedifferentiation in combination with the large numbers of lesions necessary for transformation suggests that nature may employ a simpler means to the same end, and as such it remains to be seen if the cell of origin of glioma is the mature astrocyte or the neural stem cells (Fig. 9.3). The elegant iPS systems that are evolving should, however, be able to shine new light on this question and on the issue of gliomagenesis.

![Diagram of cell differentiation and gliomagenesis](image)

**Fig. 9.3** Multiple possible routes to the development of GBM. Defined factors have been identified that can convert normal human cells into GBM or stem cells with unlimited self-renewal and differentiation potential. The factors that may influence the ability of stem cells to normally differentiate and self-renew (and which may be involved in aberrant self-renewal and gliomagenesis) are only beginning to be identified.

9.6 Conclusions

Our knowledge of gliomagenesis has grown dramatically over the past 10 years, and in combination with new and powerful techniques to characterize and identify ever smaller genetic alterations, new techniques have also been developed to study the relevance of these lesions to the process. While elegant mouse models which can target genetic alterations in time and space have replaced...
coarser approaches, the need to connect findings to the human condition is as great as ever. The use of defined human cells systems to study the alterations and pathways required for human cell transformation has nicely complemented work in other systems and has not only verified the importance of pathways suggested to be involved in gliomagenesis but also implicated other novel human-specific pathways that if targeted appropriately may improve therapy for glioma. The advent of even more powerful human cell systems promises to not only provide new starting material to investigators but also allow investigators to seamlessly take cells of varying degrees of differentiation through the presumed steps of gliomagenesis, at each stage testing their ideas in a rigorous, elegant, and therapeutically important manner. The study of the factors contributing to human cell transformation and gliomagenesis therefore seems poised for a new round of discovery.
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Chapter 10
Rat Glioma Models for Preclinical Evaluation of Novel Therapeutic and Diagnostic Modalities

Balveen Kaur and Rolf F. Barth

Abstract In this chapter we review eight commonly used rat brain tumor models and their application for the development of novel therapeutic and diagnostic modalities. The first three tumors that we will discuss were induced by repeated injections of methylnitrosourea (MNU) to adult rats. The 9L gliosarcoma has been widely used and has provided important information relating to brain tumor biology and therapy. The T9 glioma, although not generally recognized, was and probably still is the same as 9L. Both of these tumors arose in Fischer rats and can be immunogenic in syngeneic rats. This must be taken into consideration when used in therapy studies, especially if survival is the endpoint. The C6 glioma has been used extensively for a variety of studies, but since it arose in an outbred Wistar rat, it is not syngeneic to any inbred strain, and its potential to evoke an alloimmune response is a serious limitation. The F98 and RG2 (D74) gliomas were both chemically induced by administering ethylnitrosourea (ENU) to pregnant rats, the progeny of which developed brain tumors. They are either weakly immunogenic or non-immunogenic and have an invasive pattern of growth and uniform lethality. This makes them particularly attractive models to test new therapeutic modalities. The avian sarcoma virus-induced tumors, and a continuous cell line derived from one of them designated RT-2, have been useful for studies in which de novo tumor induction is an important requirement. These tumors are also immunogenic and this limits their usefulness for therapy studies. The CNS-1 was induced by administering MNU to a Lewis rat. It has an infiltrative pattern of growth and is weakly immunogenic, which should make it useful in experimental neuro-oncology. Finally, the BT4C was induced by administering ENU to a BDIX rat, following which brain cells were propagated in vitro until a tumorigenic clone was isolated. This tumor has been used for a variety of studies to evaluate new therapeutic modalities. It is essential to recognize,
however, the limitations of each of the models that have been described, and depending upon the nature of the study to be conducted, it is important that the appropriate model be selected.
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10.1 Introduction

There is a major need in experimental neuro-oncology for animal models that can be used to assess the efficacy of innovative approaches for the diagnosis and treatment of brain tumors. The rat has been one of the most widely used experimental animals, and rat brain tumor models have been used extensively since the mid-1970s. This chapter will selectively focus on rat brain tumor models and their utility in evaluating the efficacy of various therapeutic modalities. Murine, feline, and canine models have been used less frequently (Gutmann 2009, Fomchenko and Holland 2006, Kimmelman and Nalbantoglu 2007, Krushelnick 1991) and are discussed in other chapters. It was first reported in the early 1970s that central nervous system tumors could be induced reproducibly and selectively in adult rats that had been given repeated weekly intravenous injections of N-methylnitrosourea (MNU) or a single dose of N-ethyl-N-nitrosourea (ENU) (Barth 1998) (see also Chapter 11). These studies led to the development of a number of rat brain tumor models that were highly reproducible and did not require the topical application of a chemical carcinogen to the brain. In this chapter, we will summarize some general principles relating to the use of brain tumor models. Xenograft models based on the intracerebral (i.c.) transplantation of human brain tumors into immunologically deficient rodents are discussed separately (see Chapters 8 and 9). However, it is most important to recognize that no currently available animal tumor model exactly simulates human high-grade brain tumors such as glioblastoma multiforme (GBM) or anaplastic astrocytomas (WHO grade III).

The cellular signaling pathways important for the genesis of brain tumor are multiple, with feedback mechanisms that can dramatically affect the efficacy of molecularly targeted therapeutic strategies. The heterogeneous composition of
human high-grade gliomas, which consists of tumor stem cells and differentiated tumor cells with varying characteristics, further complicates their susceptibility to treatment. Brain tumors can also evolve within their micro-environment, adapting to changes that produce epigenetic effects, thereby altering their biology, but concomitantly providing additional targets for therapeutic intervention. Finally, genetic variations between individuals can dictate how tumors initiate, progress, and respond to treatment. Rat brain tumor models have provided a wealth of information on the in vitro and in vivo responses to various therapeutic modalities (see Table 10.1 for a comparison of utility of mouse glioma models with rat models of glioma). The larger rat brain compared to that of the mouse facilitates more precise tumor cell implantation and allows for relatively larger volume (15 μl) that can be injected versus mice (5 μl) (Table 10.1). They have allowed researchers to rigorously test hypotheses developed from examining human tumors by genetically manipulating them and controlling specific variables such as environmental influences, in order to better understand the roles of different pathways, cell types, stromal factors, and genetic variation (Reilly et al. 2008). Mouse tumor models have also allowed researchers to test hypotheses derived from examining human tumors, in a controlled environment with specific genetic alterations and controlled environmental influences (Reilly et al. 2008).

There is a general consensus that valid brain tumor models should fulfill the following criteria: (1) they should be derived from glial cells; (2) it should be possible to grow and clone them in vitro as continuous cell lines and propagate them in vivo by serial transplantation; (3) tumor growth rates should be

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Larger size of the rat brain permits more precise stereotactic implantation than in mice, a longer interval of time until death and a thicker skull essentially eliminates osseous invasion and subcutaneous (s.c.) growth</td>
<td>1. Rat brain tumor models cannot be as easily genetically engineered and manipulated as mouse models in order to elucidate the importance of genetic factors, signaling pathways, cell types, and stroma in tumor growth and invasion growth</td>
</tr>
<tr>
<td>2. Larger tumor size prior to death permits better in vivo localization and imaging by a variety of diagnostic modalities in the rat</td>
<td>2. The potential to produce genetically engineered tumor cell lines is less in the rat than in the mouse</td>
</tr>
<tr>
<td>3. Larger tumor size permits the administration of larger amounts of various therapeutic agents, especially if administered intracerebrally (i.c.) by convection enhanced delivery (CED), and more critical evaluation of their effectiveness</td>
<td>3. There are a smaller number of mAbs directed against rat surface antigens and chemokines compared to the mouse</td>
</tr>
<tr>
<td>4. More extensive literature on in vitro and in vivo studies of rat brain tumors compared to mouse tumors</td>
<td>4. Rats are more expensive to purchase and maintain than mice</td>
</tr>
<tr>
<td>Tumor</td>
<td>Strain of origin/Haplotype*</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>9L</td>
<td>Fischer/RT1&lt;sup&gt;lv1&lt;/sup&gt;</td>
</tr>
<tr>
<td>T9</td>
<td>Fischer/RT1&lt;sup&gt;lv1&lt;/sup&gt;</td>
</tr>
<tr>
<td>C6**</td>
<td>Outbred Wistar</td>
</tr>
<tr>
<td>F98</td>
<td>Fischer/RT1&lt;sup&gt;lv1&lt;/sup&gt;</td>
</tr>
<tr>
<td>RG2 (D74)</td>
<td>Fischer/RT1&lt;sup&gt;lv1&lt;/sup&gt;</td>
</tr>
<tr>
<td>CNS-1</td>
<td>Lewis/RT1&lt;sup&gt;lv1&lt;/sup&gt;</td>
</tr>
<tr>
<td>BT4C</td>
<td>BDIX/RT1&lt;sup&gt;dv1&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

*The haplotype information was kindly provided by Dr. Carol Kruse, Sidney Kimmel Cancer Center, San Diego, CA.

**C6 cells express RT1<sup>d</sup><sup>v1</sup>, a haplotype of inbred Wistar-Furth rats (Beutler AS et al., Human Gene Ther 10:95–101, 1999).

†Abbreviations: MNU: methylnitrosourea; ENU: N-ethyl-N-nitrosourea.
predictable and reproducible; (4) the tumors should have glioma-like growth characteristics within the brain, including neovascularization, alteration of the blood–brain barrier (BBB), an invasive pattern of growth, and lack of encapsulation; (5) host survival time following i.c. tumor implantation should be of sufficient duration to permit therapy and determination of efficacy; (6) for therapy studies, the tumors should be either non- or weakly immunogenic in syngeneic hosts; (7) they should not grow into the epidural space or extend beyond the brain; and finally, (8) their response or lack thereof to conventional treatment should be predictive of the response in human brain tumors.

In studies carried out prior to the 1970s, either cells or tumor fragments were injected i.c. using a free hand approach, which generally lacked reproducibility and precision. A stereotactic implantation procedure using suspensions of tissue culture-derived brain tumor cells was more successful (Barker et al. 1973). This procedure was further improved by the use of concentrated cell suspensions in small volumes, improved injection needles, better stereotactic localization to structures deeper in the white matter such as the caudate nucleus, the use of slower injection rates (Kobayashi et al. 1980), 0.5–1.0% low gelling agarose to prevent backflow of tumor cells through the injection track (Kobayashi et al. 1980), and cleansing of the operative field with a solution of Betadine. Finally, rinsing the surface of the brain with sterile water, which destroys extravasated tumor cells, by osmosis prior to closure of the skull with bone wax has also been recommended (Landen et al. 2004). This implantation procedure results in high success rates of i.c. tumor growth with the elimination of spinal and extra cranial dissemination. The implantation of plastic (Kobayashi et al. 1980) or metallic screws (Lal et al. 2000) with an entry port, which are permanently implanted in the skull to inject tumor cells, has been very useful (Lal et al. 2000, Saini et al. 2004). Such devices can be left in place either at the time of or after tumor cell implantation in order to facilitate future administration of therapeutic agents at the same location without further stereotactic surgery. These are well tolerated and non-irritating in rats, but they cannot be used as easily in mice due to the thinness of their skulls (Saini et al. 2004). Keeping these general principles of tumor cell implantation in mind, we will now discuss the currently available rat glioma models that have been used in immunocompetent animals.

### 10.2 9L Gliosarcoma

The 9L gliosarcoma has been the most widely used experimental rat brain tumor model. It was produced by the intravenous injection of 5 mg/kg of MNU for 26 weeks in Fisher 344 rats (Benda et al. 1971, Schmidek et al. 1971). The original tumor was designated as tumor #9, which subsequently was cloned at the Brain Tumor Research Center, University of California, San Francisco, and was then designated “9L” (Barker et al. 1973, Benda et al. 1971)
These tumor cells could be propagated in vitro, which made them very useful for in vivo studies to investigate the effects of various therapeutic modalities on brain tumors. The 9L cells can be implanted i.c. into syngeneic Fischer rats, following which they give rise to rapidly growing tumors. These are composed of spindle-shaped cells with a sarcomatoid appearance. The tumor margins are sharply delineated with little obvious invasion into the contiguous normal brain (Fig. 10.1A and Color Plate 16). The 9L gliosarcoma has a mutant \( p53 \) gene (Asai et al. 1994), but there is normal expression of

Fig. 10.1 Histopathologic features of the C6, 9L, RG2, F98, CNS-1, and BT4C brain tumors. A. The C6 glioma is composed of a pleomorphic population of cells with nuclei ranging from round to oblong. A herringbone pattern of growth is seen in some areas and there is focal
p16 and p19ARF mRNAs, indicating that there is a wildtype p16/Cdkn2a/Ink4a locus (Schlegel et al. 1999). Molecular characterization of the 9L, relative to rat stem cell-derived astrocytes, revealed an increased expression of the genes encoding TGFα and its receptor, EGFR (Sibenaller et al. 2005). Interestingly, decreased expression of FGF-2, FGF-9, FGFR-1, and PDGFRβ was also noted (Sibenaller et al. 2005). Recently, cancer stem-like cells (CSLCs) have been demonstrated in the 9L cell line. These CSLCs grow as neurospheres in chemically defined medium and express the neural stem cell markers Nestin and Sox2. They are self-renewable and differentiate in vitro into neuron- and glial-like cells (Ghods et al. 2007). The neurospheres have a lower proliferation rate and express several anti-apoptotic and drug-related genes. Furthermore, these cells form tumors that are more aggressive than the parental 9L tumor (Ghods et al. 2007), which could be an important property in future studies.

The 9L gliosarcoma model has been used extensively to investigate mechanisms and development of drug resistance (Barcellos-Hoff et al. 1992, Schepkin et al. 2006), transport of drugs across the blood–brain and blood–tumor barriers (Black et al. 2008, Fross et al. 1991, Khan et al. 2005, Warnke et al. 1987), imaging of brain tumors including radiological techniques such as magnetic resonance imaging (MRI) and positron emission tomography (PET) and imaging to evaluate tumor hypoxia and metabolism (Bansal et al. 2008, Yuan et al. 2006), pharmacokinetic studies of nitrosourea (Warnke et al. 1987),

Fig. 10.1 (continued) invasion of contiguous normal brain. There are scattered foci of necrosis with pseudo-palisading of tumor cells at the periphery. B. The 9L gliosarcoma is composed of spindle-shaped cells with a sarcomatoid appearance. A whorled pattern of growth is seen with sharp delineation of the margins of the tumor with little invasion of contiguous normal brain. C. The RG2 glioma is very similar in appearance to the F98 glioma and also has a highly invasive pattern of growth. D. The F98 glioma is composed of a mixed population of spindle-shaped cells with fusiform nuclei, frequently forming a whorled pattern of growth, and a smaller subpopulation of polygonal cells with round to oval nuclei. There is extensive invasion of contiguous normal brain with islands of tumor cells at varying distances from the main tumor mass, which form perivascular clusters. Usually, there is a central area of necrosis filled with tumor cell ghosts. E. The CNS-1 glioma is composed of a pleomorphic population of cells that show great variation in size and shape. There is extensive invasion of contiguous normal brain with dense infiltrates in some areas and in others, more circumscribed clusters of tumor cells. Small foci of hemorrhage are scattered through the tumor. F. The BT4C glioma is composed of a pleomorphic population of tumor cells with a sarcomatous pattern of growth. Scattered tumor giant cells are seen and mitotic figures are frequent. The tumor grows expansively and invades the surrounding normal brain along perivascular tracts and occasional tumor cell nests are seen in the surrounding normal brain. There is neo-vascularization, especially in the tumor periphery, where microhemorrhages are frequent. Central necrosis is usually not present but occasionally scattered areas of necrosis may be seen in larger tumors. (Photomicrograph of the BT4C was kindly provided by M. Sandström and description by M. Johansson and representative microscopic slides of the CNS-1 glioma were kindly provided by Dr. Carol Kruse.) All photomicrographs are at a magnification of 200×, except for F. (see Color Plate 16)

A number of these studies have yielded impressive therapeutic results, including apparent cures of tumor-bearing animals. However, it must be noted that this tumor has been shown to be highly immunogenic. Animals immunized with X-irradiated 9L cells were resistant to both s.c. and i.c. tumor challenges, compared to 100% tumor takes in immunologically naïve animals (Blume et al. 1974). This report was first published in the proceedings of a meeting, which did not receive wide circulation, but subsequent studies have confirmed the immunogenicity of this model (Denlinger et al. 1975, Morantz et al. 1979). Expression of the s-Myc gene under the control of a CMV promoter resulted in complete suppression of 9L tumor growth as well as rejection of subsequent challenges of tumor cells. Histological examination of tumors after s-Myc therapy revealed massive mononuclear cell infiltration with CD8+ T lymphocytes, which accounted for >70% of these infiltrating cells. These observations suggested that tumor rejection was due to a potent T-cell-mediated anti-tumor immune response (Asai et al. 1994). This and several more recent studies have underscored the significance of the anti-tumor immune response following gene therapy-induced tumor eradication observed with 9L model. It is now recognized that the in vivo bystander cell killing (Chen et al. 1995), which has been observed with the 9L gliosarcoma following delivery of the Herpes simplex virus thymidine kinase gene (HSV-TK) (Aghi et al. 1999, Moolten 1986), followed by treatment with ganciclovir was due in part to an anti-tumor immune response. The highly immunogenic nature of 9L glioma must be kept in perspective when utilizing this model to evaluate therapeutic efficacy of novel therapeutic agents. Early studies employing radiation or chemotherapy alone were largely unsuccessful in curing the 9L tumor. However, the success obtained by boron neutron capture therapy and gene therapy highlights the significance of utilizing anti-tumor treatments that can destroy individual cancer cells and simultaneously spare the host immune cells to evoke a successful anti-tumor immune response (Coderre et al. 1994, Moriuichi et al. 2002, Namba et al. 2000, Smilowitz et al. 2000).

Despite the fact that the 9L arose in a Fischer rat, 9L gliosarcoma cells can also form i.c. tumors in allogeneic Wistar rats (Stojiljkovic et al. 2003). Histopathological evaluation revealed these tumors formed circumscribed masses that were not infiltrative and did not spread into the subarachnoid space or ventricles (Stojiljkovic et al. 2003). Immunostaining of the tumors revealed the presence of glial fibrillary acidic protein (GFAP) positive infiltrating astrocytic cells, and activated ED1 immunoreactive macrophages/microglia (Stojiljkovic et al. 2003). Higher numbers of K(ATP) and K(Ca) channels have been observed in 9L tumors grown in allogeneic Wistar rats compared to those
grown in syngeneic Fischer rats. Furthermore, the allogeneic tumors showed a greater increase in brain tumor permeability upon treatment with potassium channel agonists, compared to those grown in syngeneic hosts (Black et al. 2008). The 9L tumor model has also been used following treatment to study the effect of blood brain barrier (BBB) disruption (Black et al. 2008), implantation of devices for repeated intratumoral delivery (Saini et al. 2004), and imaging (Bhattacharya et al. 2007). *Due to its potential to evoke a strong anti-tumor immune response, even in syngeneic Fischer rats, caution must be exercised in interpreting therapeutic efficacy when the 9L model is used.*

The 9L glioma–sarcoma model has also been used to develop a model for brainstem tumors (Jallo et al. 2006). Progression to hemiparesis with the onset of symptoms occurred 17 days post-implantation into the brainstem. This model was also used to evaluate the efficacy of CED of carboplatatin to the brainstem (Jallo et al. 2006) and to study the response of recurrent, chemo-resistant gliomas. Two bis-chloroethyl nitrosourea (BCNU)-resistant cell lines were derived from 9L cells by treating them with BCNU in vitro or in vivo. Both of these cell lines formed tumors in a 100% of the animals following i.c. implantation, and were much more invasive than the parental 9L cells (Saito et al. 2004). The 9L gliosarcoma has also been used as a model to evaluate drug-resistant and -invasive recurrent gliomas (Schepkin et al. 2006), but as indicated above, caution must be used in evaluating results obtained with such a highly immunogenic tumor.

### 10.3 T9 Glioma

Although not fully appreciated, the T9 glioma was at one time, and may still be, the same as the 9L gliosarcoma (Barth 1998). The original stock of T9 cells was obtained from Sweet’s laboratory at the Massachusetts General Hospital (MGH) by Denlinger and Koestner, and it was renamed T9 by them (Denlinger et al. 1975). Similar to the immunogenicity of the 9L gliosarcoma (Blume et al. 1974), the T9 glioma was also found to be highly immunogenic (Denlinger et al. 1975). Kida et al. found that immunization of rats with irradiated T9 cells or T9 cells mixed with *Cryptosporidium parvum* rejected subsequent s.c. implants of T9 glioma cells (Kida et al. 1983). However, in order to immunize against intracranial tumors, rats initially had to reject intradermal T9 cells (Kida et al. 1983). As might have been predicted, these results indicated that, similar to the 9L gliosarcoma, the T9 glioma was also immunogenic. The T9 cell line subsequently has been shared among numerous investigators and has been used for many studies, including the evaluation of anti-angiogenic (Jeffes et al. 2005) and chemotherapeutic agents (Pietronigro et al. 2003), immunotherapy (Shibuya et al. 1984), and gene therapy with interferon-β (Harada et al. 1995). Although tumor-specific or tumor-associated antigens have yet to be identified, for the 9L gliosarcoma and T9 glioma, it is only a matter of time before they are identified.
10.4 C6 Glioma

The C6 glioma was another tumor produced by Benda et al. (1971) and Schmidek et al. (1971), in Sweet’s laboratory at the MGH by repetitively administering MNU to outbred Wistar rats over a period of approximately 8 months. When animals developed neurological signs, they were euthanized, and the tumors were excised and explanted into tissue culture. Among these was a tumor designated as “#6”, which subsequently was cloned by Benda et al. (1968) and was shown to produce S-100 protein. Following cloning, it was re-designated “C6” (Pfeiffer et al. 1970). The C6 glioma is composed of a pleomorphic population of cells with variably shaped nuclei. There is focal invasion into contiguous normal brain (Fig. 10.1B). The tumor initially was histopathologically classified as an astrocytoma, and eventually it was accessioned by the American Type Culture Collection, Rockville, MD (ATCC# CCL-107). The cells have been reported to have a mutant \( p16/Cdkn2a/Ink4a \) locus (Schlegel et al. 1999) with no expression of \( p16 \) and \( p19ARF \) mRNAs, and a wildtype \( p53 \) (Asai et al. 1994). More recent molecular characterization, which compared changes in gene expression between the C6 glioma and rat stem cell-derived astrocytes, revealed that the changes in gene expression observed in the C6 cell line were the most similar to those reported in human brain tumors (Sibenaller et al. 2005). Compared to astrocytes, they also had increased expression of the \( PDGF\beta, IGF-1, EGFR, \) and \( ErbB3/HER3 \) genes, which are frequently overexpressed in human gliomas (Guo et al. 2003, Heimberger et al. 2005, Morford et al. 1997). In a recent study, the significance of PDGF in gliomagenesis in adult rats was established by infecting white matter with a retrovirus encoding for PDGF and GFP. Within 2 weeks 100% of the animals had tumors derived from both infected and uninfected glial progenitors, thereby implicating PDGF in both autocrine and paracrine stimulation of glial progenitor cells (Assanah et al. 2006). Although, \( IGF-1 \) was overexpressed in C6 glioma cells, there was reduced expression of \( IGF-2, FGF-9, \) and \( FGF-10 \) relative to astrocytes. Similar to the increased activity of the \( Ras \) pathway observed in human gliomas (Nakada et al. 2005), C6 cells also had an increase in both \( Ras \) expression and \( Ras \) guanine triphosphate activator protein (Sibenaller et al. 2005). However, contrary to what is known about human GBM, there was an increase in the expression of Rb in these cells (Sibenaller et al. 2005). A subclone of C6 cells, stably expressing \( \beta \)-galactosidase, was subsequently described (Lampson et al. 1993) and this permits immunohistochemical analysis of these tumors in the brain. This clone is available through the ATCC (# CRL-2303). However, it must be noted that the \( \beta \)-galactosidase marker protein itself can serve as a tumor antigen, and immunization of rats against the reporter gene protected the animals against tumor growth (Lampson et al. 1993). The C6 rat glioma model has been widely used in experimental neuro-oncology to evaluate the therapeutic efficacy of a variety of modalities, including chemotherapy (Doblas et al. 2008), anti-angiogenic therapy (Solly et al. 2008), proteasome inhibitors
(Ahmed et al. 2008), treatment with toxins (Zhao et al. 2008), radiation therapy (Sheehan et al. 2008), photodynamic therapy (Mannino et al. 2008), oncolytic viral therapy (Yang et al. 2004), and gene therapy (Tanriover et al. 2008). Since this tumor arose in an outbred Wistar rat, however, there is no syngeneic host in which it can be propagated. This is a very serious limitation that diminishes its usefulness for survival studies since the tumor is immunogenic, even in Wistar rats.

The C6 glioma has also been demonstrated to be immunogenic in BDX rats (Parsa et al. 2000), and it is therefore not useful for evaluating the efficacy of immunotherapy. This problem is exemplified by prior studies in which C6 glioma cells were transfected with an anti-sense cDNA expression vector that downregulated the constitutive production of IGF-1 in these cells (Johnson et al. 1993, Trojan et al. 1993). The authors unfortunately used BDX rats, which they thought were syngeneic due to some ambiguity in the literature. Subsequently, it was reported that BDX rats, which had been immunized with the C6 anti-sense IGF-1-transfected cells, were resistant to both s.c and i.c challenges of the C6 glioma. Similarly, Wistar rats with C6 tumors (s.c. or i.c.) developed potent humoral and cellular immune responses; and rats, challenged simultaneously with s.c. and i.c. tumors, had a survival rate of 100% (Parsa et al. 2000). Since C6 glioma cells are allogeneic in all inbred strains, this should provide a strong cautionary note for future studies employing this tumor model in therapy studies, and especially immunotherapy studies. Despite this limitation, the C6 glioma model continues to be used for a variety of studies related to brain tumor biology (Karmakar et al. 2007). These have included studies on tumor growth, invasion, migration, BBB disruption, neovascularization, growth factor regulation and production, and biochemical studies (Assadian et al. 2008, Valable et al. 2008a, b). Finally, single-cell clonal analysis has revealed that C6 cells also have cancer stem cell-like characteristics, including self-renewal, the potential for multilineage differentiation in vitro, and tumor formation in vivo (Shen et al. 2008).

10.5 F98 Gliomas

The F98 glioma (ATCC # CRL-2397) was produced by Wechsler in Koestner’s laboratory at The Ohio State University by the i.v. administration of ENU (50 mg/kg body weight) to a pregnant Fischer 344 rat on the 20th day of gestation. Subsequently, the in vitro growth and morphology of the F98 glioma was described in detail (Ko et al. 1980), and based on its histopathology it was classified as an anaplastic or undifferentiated glioma (Kobayashi et al. 1980). The F98 glioma is composed of a mixed population of spindle-shaped cells, the majority of which have fusiform nuclei, and a smaller number of polygonal cells with round to oval nuclei. There is extensive invasion of contiguous normal brain with islands of tumor cells at varying distances from the tumor mass, many of which form perivascular clusters (Fig. 10.1C). Similar to human GBM,
these cells overexpress PDGFβ and Ras along with an increase in EGFR, cyclin D1 and cyclin D2 expression relative to rat astrocytes (Sibenaller et al. 2005), and like the C6 glioma, they also have increased expression of Rb relative to rat astrocytes (Sibenaller et al. 2005). Immunofluorescence studies of F98 cells also revealed low expression of BRCA1, and a lack of radiation and cisplatin induced BRCA1 foci in these cells (Bencokova et al. 2008). Usually, there is a necrotic core, scattered mitotic cells, and non-glomeruloid neovascular proliferation (Mathieu et al. 2007). The tumor is GFAP and vimentin positive with negligible staining for CD3+ T cells (Mathieu et al. 2007).

Since it simulates the behavior of human GBMs in a number of important ways, such as its highly invasive pattern of growth and low immunogenicity, it has been used to evaluate the efficacy of a variety of experimental therapeutic agents. It is refractory to a number of therapeutic modalities, including chemotherapy with paclitaxel, and carboplatin (von Eckardstein et al. 2005), and is poorly responsive to photon irradiation alone (Barth 1998), which in part may be related to its functionally impaired BRCA1 status which can favor genomic instability and impaired DNA repair (Bencokova et al. 2008). Recently, it has been shown to be responsive to a combination of synchrotron radiation with cis-diamminedichloroplatinum(II) (CDDP) (Bistone et al. 2004), and to convection-enhanced delivery (CED) of carboplatin in combination with 6 MV photon irradiation in rats bearing i.c. tumors (Rousseau et al. 2007, Rousseau et al. 2009). This model has been used extensively to evaluate the efficacy of boron neutron capture therapy (BNCT) (Barth et al. 2003, Yang et al. 2008), radiiodine therapy (Cho et al. 2002), and iodine-enhanced synchrotron stereotactic radiotherapy (Adam et al. 2006). It has also been used to evaluate non-invasive MRI to visualize tumor growth (Blanchard et al. 2006), diffusion tensor imaging (Zhang et al. 2007), tumor angiogenesis (Zhang et al. 2008), and the tumor tropism of mesenchymal stem cells (Wu et al. 2008).

The F98 glioma is very weakly immunogenic (Tzeng et al. 1991) and transfection with the gene encoding B7.1 co-stimulatory molecule (Paul et al. 2000), or syngeneic cellular vaccination combination with GM-CSF, did not enhance its immunogenicity (Clavreul et al. 2006, Paul et al. 2000). This makes it a very attractive model to investigate the mechanisms underlying glioma resistance to immunotherapy. It has also been used to study the molecular genetic alterations in GBMs (Hanissian et al. 2005), effects of infusion rates on drug distribution in i.c. tumors (Khan et al. 2005), and for suicide gene therapy with Herpes simplex virus-1 thymidine kinase (HSV-TK) (von Eckardstein et al. 2001).

Like the 9L gliosarcoma, F98 cells have also been injected into the pontine tegument of the brainstem of Fischer rats to produce a model for brainstem tumors (Jallo et al. 2006). The histopathological and radiobiological characteristics of these tumors were comparable to aggressive, primary human brainstem tumors, which could facilitate preclinical testing of therapeutics to treat these lethal tumors. F98 cells have been stably transfected with expression vectors encoding for wildtype EGFR and EGFRvIII, and the resulting cell lines have been designated F98EGFR (ATCC# CRL-2948) and F98npEGFRvIII (ATCC#
CRL-2949). They each express $\sim 10^5$ non-functional (i.e., non-phosphorylatable) receptor sites per cell, which is below the threshold number of $10^6$ sites per cell that can evoke a xenimmune response against human EGFR in Fischer rats. These cell lines have been used in Fischer rats for studies on molecular targeting of EGFR (Yang et al. 2005) to evaluate the therapeutic efficacy of boronated mAbs and EGF for neutron capture therapy (NCT) (Wu et al. 2007, Yang et al. 2008). The boronated mAb, L8A4, which is specific for EGFRvIII, and cetuximab, which recognizes wildtype EGFR, specifically targeted their respective receptor-positive i.c. tumors after CED and they were therapeutically effective following NCT (Yang et al. 2005) (Wu et al. 2006, 2007, Yang et al. 2008). A bioluminescent F98 cell line recently was constructed by stably transfecting F98 cells with the luciferase gene. When implanted i.c. into the brains of Fischer rats, tumor size could be monitored by measuring luminescence. This model should permit rapid, non-invasive imaging of i.c. tumor growth to evaluate novel therapeutic modalities (Bryant et al. 2008). Finally F98 cells are also capable of growing as i.c. xenografts in cats (Ernestus et al. 1992), but since these cells can evoke a xenimmune response, this model is of limited usefulness. As with all rat brain tumor models, however, what may be therapeutically effective in the rat, may not be in the human. However, it is probably safe to say that if a particular therapeutic approach is ineffective in a rat model, it is even more unlikely to be so in humans.

10.6 RG2 (or D74) Glioma

The RG2 glioma (ATCC #CRL-2433) also was produced in Koestner’s laboratory at the same time as the F98 glioma, using the same procedure described above for the F98 glioma (Ko et al. 1980). The progeny of ENU-injected rats subsequently developed tumors, and following cloning by Wechsler in Germany, one of these clones was designated as “RG2” (rat glioma 2). The same clone was called the “D74-RG2” or “D74” in Koestner’s laboratory at The Ohio State University. The RG2 glioma is similar in microscopic appearance to the F98 glioma, and has also a highly invasive pattern of growth (Fig. 10.1D), which has made it a good representative model for GBM (Weiszacker et al. 1982). Gene expression profiling of these cells established that they had increased gene expression of PDGFβ, IGF-1, Ras, Erb3/HER3 precursor mRNA, and cyclin D2 (Sibenaller et al. 2005). They express a wildtype p53 and a concurrent loss in the expression of the p16/Cdkn2a/Ink4 gene locus (Schlegel et al. 1999). It has been used for a variety of preclinical studies to evaluate changes in vascular permeability (Ferrier et al. 2007), disruption of the BBB (Hashizume and Black 2002, Ningaraj et al. 2002), anti-angiogenic therapy (Zagorac et al. 2008), gene therapy (Wang et al. 2006), chemotherapy (Miknyoczki et al. 2007, Tsai et al. 2005), and radionuclide therapy (Shen et al. 2004).
The RG2 glioma is non-immunogenic in syngeneic Fischer rats (Weizsacker et al. 1982) and has low levels of MHC-1 expression compared to the C6 and 9L gliomas (Oshiro et al. 2001). However, in vitro treatment with IFN-γ upregulated MHC class I antigen expression and also resulted in a significant in vivo anti-tumor immune response with increased survival of treated animals (Oshiro et al. 2001). More recently, the RG2 glioma has been stably transfected with human Herpes virus entry mediator C (HveC) to facilitate HSV infection and has been used to study the therapeutic effects of oncolytic Herpes simplex virus-1 treatment (Kurozumi et al. 2007). The transfected cells retained their tumorigenicity following i.c. implantation in Fischer rats, and transfection of the HveC gene did not affect i.c. tumor growth (Wakimoto et al. 2004). However, it has not been determined if HveC may confer any immunogenicity to these cells, and therefore, this must be taken into account when using the RG2-HveC for immunotherapy studies.

10.7 Avian Sarcoma Virus-Induced and RT-2 Gliomas

The induction of experimental brain tumors by the injection of Rous sarcoma virus has been described in canines, rats, and monkeys (Barth 1998). Tumors were induced by inoculating neonatal Fischer rats i.c. with purified avian sarcoma virus (ASV) suspensions (Copeland et al. 1976). All of the animals developed tumors within 2 weeks following ASV injection, 94% of which were anaplastic astrocytomas, and the remainder were low-grade gliomas or sarcomas (Copeland et al. 1976). This model has been used to study the effects of chemo- and radiotherapy, BBB disruption, and tumor permeability (reviewed by Barth (1998)). The response to immunotherapy indicated that these tumors were immunogenic, and expressed a variety of virally encoded tumor-specific antigens. A continuous cell line, designated “RT-2,” was derived from an ASV-induced Fischer rat tumor, and this has been used to study tumor growth (Prabhu et al. 2000), photochemotherapy (Beckman et al. 1987), cytotoxic gene therapy (Valerie et al. 2001), and radiosensitization (Valerie et al. 2000). The RT-2 tumor appears to be immunogenic, as evidenced by its ability to evoke a CD8+ T-cell-mediated anti-tumor immune response (Shah and Ramsey 2003), and this must be taken into account if it is used for immunotherapy studies. RT-2 cells expressing GFP have been used for quantitative assessment of glioma invasion in the rat brain (Mourad et al. 2003). RT-2 cells have also been used to evaluate the therapeutic efficacy of oncolytic adeno-viruses (see Chapter 47). Although they can be efficiently infected, they do not permit efficient replication of E1-attenuated adenoviruses (Madarà et al. 2005). These cells have also been transfected with cDNA encoding heat shock protein 72 (HSP72), which was thought to be necessary for replication of E1-deleted adenoviruses (Madarà et al. 2005). These transfectants have been found to be permissive for replication of E1-deleted, conditionally replication-competent
adenoviruses (Madar a et al. 2005). The inherent immunogenicity of the RT-2 glioma may limit its usefulness for survival studies, but nevertheless it still may be a useful model for other types of studies.

10.8 CNS-1 Glioma

The CNS-1 glioma was derived from an inbred Lewis rat that had received weekly i.v. injections of MNU for 6 months (Kruse et al. 1994). Following i.c. implantation into Lewis rats, it demonstrated an infiltrative pattern of growth with leptomeningeal, perivascular, and periventricular spread and extension of the tumor into the choroid plexus (Kruse et al. 1994). Histologically, these tumors exhibited hypercellularity, nuclear atypia, and pleomorphism, and had necrotic foci that were surrounded by glioma cells arranged in a pseudopalisading pattern (Fig. 10.1E), although to a lesser extent than that seen in human GBM (Candolfi et al. 2007). Like human GBMs, these tumors were also infiltrated with macrophages and T cells, but did not have extensive glomeruloid endothelial/microvascular proliferation (Candolfi et al. 2007). Kielian et al. identified the constitutive expression of monocyte chemotactic factor 1 (MCP-1) by CNS-1 cells (Kielian et al. 2002). In vivo, CNS-1 tumors also showed extensive infiltration by macrophages, which might confer a growth advantage (Platten et al. 2003). This model has been useful to study glioma invasion (Owens et al. 1998), changes in the biology of glioma cells and their extracellular matrix (Lapointe et al. 2005, Matthews et al. 2000, Nutt et al. 2001), and gene therapy (Biglari et al. 2004). It has also been used to study the efficacy of immunotherapy as a potential treatment for human GBM (Ali et al. 2004) although its immunogenicity has not been studied in great detail.

10.9 BT4C Glioma

The BT4C glioma was derived by giving a single transplacental pulse of N-ethyl-N-nitrosourea (ENU) to pregnant BDIX rats. Dissociated brain tumor cells from these animals were propagated in vitro and after 200 days in culture they became tumorigenic (Laerum and Rajewsky 1975). The cells subsequently were implanted s.c. into BDIX rats and the resulting tumors contained a mixture of multipolar glia-like cells and flattened cells with fewer and shorter cytoplasmic processes and occasional giant cells (Laerum et al. 1977). The BT4C glioma-derived tumors show high cellularity and has pleomorphic nuclei and numerous mitotic figures, and the tumor blood vessels are irregular, dilated and show areas of proliferation (Fig. 10.1F) (Stuhr et al. 2007). At the molecular level, BT4C cells express VEGF, tPA, uPA, and MVD in the periphery of the growing tumor and are S100 positive by immunohistochemistry (M. Johansson, Personal communication). This model has been
useful to test novel chemotherapeutic targeting strategies (Pulkkinen et al. 2008), anti-tumor effects of gene therapy (Raty et al. 2004), anti-angiogenic agents alone (Huszthy et al. 2006), and in combination with radiation and temozolomide (Sandstrom et al. 2008). BT4C gliomas have also been used to investigate the impact of hyperoxia on tumor-bearing rats. This resulted in slower growth accompanied by increased apoptosis of tumor cells and reduced microvessel density (MVD). Apart from studies to evaluate therapeutic efficacy, the BT4C glioma model has also been used to study the molecular and biological changes induced by chemotherapy (Vallobo et al. 2002, Yoshida et al. 2001), radiation therapy (Andersson et al. 2002), and suicide gene therapy (Griffin et al. 2003). BT4C cells, stably transfected with cDNA encoding β-galactosidase, have been used to evaluate the migration of single migrating tumor cell glioma spheroids and fetal brain aggregate coculture systems in vitro and in rat brains in vivo (Garcia-Cabrera et al. 1996, Pedersen et al. 1995).

10.10 Concluding Comments

Rat brain tumor models have provided a wealth of information on the biology, biochemistry, imaging, and experimental therapeutics of brain tumors in experimental neuro-oncology, and there is every reason to believe that they will continue to do so. However, it is essential to recognize the limitations of each of the models that have been described, and depending on the nature of the study to be conducted, it is important that the appropriate model be selected (Table 10.2). It has now become clear that immunogenic tumors such as C6 and 9L are not good choices for studies in immunocompetent rats, if the endpoint is prolongation of survival time or cure of the tumor. Destruction of tumor cells in these models, which have tumor-infiltrating host of immune effector cells within the tumor, can lead to significant amplification of an anti-tumor response. This may be the single most important in vivo contributor to the bystander effect that has been observed with gene therapy of the C6 and 9L gliomas following transfection with the HSV-TK gene and the lack of such immune amplification with the weakly immunogenic RG2 (D74) glioma. Anti-tumor immune response following transfection with suicide genes such as HSV-TK initially was unanticipated, but it is an important effect associated with both gene therapy and boron neutron capture therapy, but not with conventional chemo- and radiotherapy of the 9L gliosarcoma. Since human high-grade brain tumors generally are regarded as being either non- or weakly immunogenic, therapeutic exploitation of this using modalities that spare tumor-infiltrating host immune effector cells could have important therapeutic implications. Undoubtedly other rat brain tumor models will be developed, especially cell lines derived from genetically engineered rats that will expand the types of studies that can be carried out in this very important laboratory animal.
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Chapter 11

Neuro-oncogenesis Induced by Nitroso Compounds in Rodents and Strain-Specific Genetic Modifiers of Predisposition

Bernd U. Koelsch and Andrea Kindler-Röhrborn

Abstract The alkylating substances N-ethyl-N-nitrosourea (ENU) and N-methyl-N-nitrosourea (MNU) are the most potent systemically acting neurocarcinogens in rodents. They induce tumors of the central (CNS) and peripheral nervous system (PNS), which are similar to their human counterparts. The neuro-oncogenic effect of both chemicals depends on the dose, the rodent species, the strain, and the developmental stage at exposure. Neuro-oncogenesis induced by MNU and ENU has been widely used as a model system including studies of molecular mechanisms of malignant transformation, screening of therapeutics, and lately, the genetics of predisposition toward the development of these tumors. The induction of malignant tumors in the PNS of differentially susceptible rat strains made it possible to identify gene loci influencing tumor risk in an allele- and sex-specific way and to gain insight into molecular and cellular mechanisms underlying tumor susceptibility and resistance.
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11.1 Introduction

While considerable progress has been made elucidating the molecular pathogenesis of human brain tumors; (TCGA, 2008), their etiology is largely unknown. Epidemiological studies trying to associate brain tumor incidence with environmental, occupational, and lifestyle factors have not been successful (Wrensch et al. 1993). Modeling malignant disease in inbred rodent strains provides the researcher with large numbers of identical individuals as test subjects and with the option to control tumor induction, promotion, and progression. These conditions are essential for analyzing biological mechanisms underlying the process of oncogenesis as a basis for prevention measures and the development of specific therapies. This is particularly important in the case of malignant disease responding poorly to conventional therapies as seen in tumors of the central and peripheral nervous systems.

In early experiments the chemical induction of brain tumors in rodents was achieved by intracerebral administration of crystalline polycyclic aromatic hydrocarbons (Bigner and Swenberg 1977; Zimmerman 1955). Subsequently over 40 compounds have been found to induce nervous system tumors in rodents when administered systemically. Some of them are directly acting carcinogens while others need metabolic activation. Among them the directly acting alkylating \( N \)-nitroso compounds \( N \)-ethyl-\( N \)-nitrosourea (ENU) and \( N \)-methyl-\( N \)-nitrosourea (MNU) are the most powerful neurocarcinogens in rodents also inducing neurogenic tumors in other mammalian species. Although there are no epidemiological studies available, it is assumed that ENU and MNU display carcinogenic effects in humans, too (IARC 1978). Neuro-oncogenesis induced by these substances in rodents has been frequently used as a model for the study of basic molecular mechanisms of malignant transformation, the contribution of environmental mutagens to brain tumor etiology, screening of potential therapeutics, the influence of host factors, and the genetics of predisposition toward the development of neurogenic tumors. The latter became possible when different rodent strains were discovered to display a broad spectrum of differential reactivity to the neuro-oncogenic effect of ENU ranging from high susceptibility to entire resistance and with the advent of polymorphic genetic markers for mice and rats.
11.2 The Neuro-Oncogenic Effect of ENU and MNU

The neuro-oncogenic effects of MNU and ENU were first detected by Druckrey and collaborators (Druckrey et al. 1966, 1965). They showed that a single dose of ENU administered to pregnant rats during the fetal stage of gestation led to 100% incidence of tumors in the central (CNS) and peripheral nervous systems (PNS) of the progeny. MNU was demonstrated to induce neurogenic tumors upon repeated administration in adult rats.

Malignant transformation by alkylating agents is thought to result from the interaction of the ultimate carcinogen, i.e., a methyl or ethyl diazonium ion, with cellular DNA (Kleihues and Rajewsky 1984). Nucleophilic substitution results in the alkylation of N and O atoms at various base positions and of the P atom in the DNA backbone (see Fig. 11.1). Although the alkyl adducts at guanine-O^6, thymine-O^2 and -O^4, and cytosine-O^2 together represent only a minor fraction (<15%; Beranek 1990), these lesions exhibit by far the highest

---

Fig. 11.1 ENU (a) reacts through an intermediate cation (b) with several N and O atoms (c) of the four DNA bases transferring the ethyl group. In contrast to thymine O^2-ethylthymine preferably exists as an enol favoring mispairing with thymine at replication (d)
mutagenic efficiency of all ENU- or MNU-induced DNA alkylation products. This is due to their mispairing character during DNA replication and correlates well with the carcinogenic potential of the respective chemicals (Singer 1983). Under in vivo conditions, ENU undergoes non-enzymatic heterolytic decomposition with a half-life $t_{1/2}$ of $\geq 8$ min (Goth and Rajewsky 1972). The ethyl cation is thus produced in all tissues, yet the development of tumors occurs exclusively in the central and peripheral nervous systems. Insufficient cellular repair capacity for mutagenic DNA alkylation products may contribute to the tissue-specific carcinogenic effect of ENU. Accordingly, it was shown that the two most abundant O-alkylation products, O$^6$-ethylguanine causing G–C to A–T mutations and O$^2$-ethylthymine (T–A to AT), are highly persistent in neural cells in comparison to other cell types of ENU-exposed rats (Den Engelse et al. 1987; Engelbergs et al. 1998; Goth and Rajewsky 1974). Similar findings were described for O$^6$-methylguanine (Margison and Kleihues 1975). This notion is further supported by the particularly low activity of the DNA repair protein O$^6$-methylguanine-DNA methyltransferase (MGMT) in rodent and human brain cells (Gerson et al. 1986), a circumstance which has proved to be favorable for temozolomide therapy of human glioblastoma multiforme (Hegi et al. 2005). The selective persistence of such mutagenic lesions together with the high rate of DNA replication and cell division in the glial cells of the developing rat nervous system could be responsible for an increased probability of malignant transformation in this tissue and could thus provide an explanation for the nervous system specificity of the carcinogenic effect of ENU. However, while investigations in mice and gerbils showed a similar repair deficiency of the nervous system, these species did not display susceptibility to ENU-induced neuro-oncogenesis (Bamborschke et al. 1983; Kleihues and Rajewsky 1984). The organ and species specificity of the carcinogenic effect of ENU and MNU should, therefore, be determined by additional factors.

11.3 Characteristics of ENU- and MNU-Induced Nervous System Tumors

11.3.1 Histological Classification

ENU induces tumors of the brain, the spinal cord, and the PNS including the cranial nerves of rats with the proportion of tumors in different organ sites varying according to the time point of ENU exposure (see Fig. 11.2). In the CNS of Sprague-Dawley rats exposed to ENU on the 20th day of gestation moderately differentiated mixed gliomas and oligodendrogliomas prevail, while astrocytomas occur relatively rarely (Koestner 1990). These findings were largely confirmed in a study of brain tumors induced in 480 Sprague-Dawley rats by ENU on gestational day 15 (Zook et al. 2000). Notably, in this study 7.3% of untreated control rats have been reported to develop spontaneous
brain tumors most of them representing astrocytomas. In contrast, there are only anecdotal reports on spontaneous neuro-oncogenesis in the BD rat strains.

The great majority of PNS tumors induced by ENU on gestational day 20 in rats represent anaplastic neurinomas (Koestner 1990) corresponding to malignant peripheral nerve sheath tumors (MPNST) according to the WHO classification of nervous system tumors (Woodruff et al. 2000). Rats exposed to repeated doses of MNU during adulthood display primarily anaplastic gliomas and mixed gliomas and few differentiated oligodendrogliomas and astrocytomas (Koestner 1990), while tumors of the PNS are less frequent and more differentiated than ENU-induced MPNST. A detailed review of the morphological properties of ENU-/MNU-induced gliomas is provided by Bilzer and collaborators. The authors conclude that N-nitrosourea-induced neurogenic tumors can be considered a representative model for human tumors of the nervous system (Bilzer et al. 1989).

11.3.2 Genetic Alterations

Genetic alterations in oncogenes and tumor suppressor genes known to be involved in the development of human brain tumors do not appear to play a role in central nervous system oncogenesis induced by ENU and MNU. In a subset of brain tumors of BDIV × BDIX rat hybrids exposed to ENU neonatally, losses of heterozygosity (LOH) on rat chromosomes 1 and 17 were observed which occurred with a preference for the BDIV allele (Kindler-Rohrborn et al. 1999a). Notably, part of the segment on chromosome 1 representing the minimal region of overlap of the LOH corresponds to a portion of human chromosome 10 harboring the PTEN gene known to be frequently deleted in human high-grade glial tumors (Rasheed et al. 1997; TCGA, 2008).

Fig. 11.2 (adapted from Druckrey 1973) The CNS and PNS display sensitivity to the effects of directly acting carcinogens during different time intervals of pre- and postnatal development.
ENU-induced MPNST display a T:A transversion mutation at nucleotide 2012 in the transmembrane region of the Neu/ErbB-2 gene, presumably the initial event in MPNST development (Nikitin et al. 1991; Perantoni et al. 1987) (see below). Mutational events of the Neu/ErbB-2 gene have also been shown to contribute to the development of human glioblastomas (TCGA, 2008). The transient expression of the Neu/ErbB-2 gene plays an important role during Schwann cell maturation (Jessen and Mirsky 2005). The mutation is diagnostic of ENU-induced rat MPNST with a frequency of >98% as determined in 139 tumors of 4 different rat strains (M.F. Rajewsky, unpublished results). This genetic alteration may arise during DNA replication either from O2-ethylthymidine which predominantly exists as an enol and mispairs with thymidine (Bhanot et al. 1992) (Fig. 11.1d) or from the preferential insertion of adenine at apurinic sites formed upon the spontaneous or repair-induced loss of an N-alkylated base (Huang and Greenberg 2008). During peripheral neuro-oncogenesis the wild-type allele of Neu/ErbB-2 is mostly lost through an LOH on rat chromosome 10 (Kindler-Rohrborn et al. 1999b). Interestingly, it was observed that in (BDIV × BDIX) F1 hybrid tumors the LOH occurred with a strong bias toward the BDIV allele. With the coding sequence of the ErbB-2 gene being identical between both strains (Holz, Koelsch, Kindler-Röhrborn; unpublished results), this pointed to the additional existence of strain-specific gene variants in this region negatively regulating tumor development. During further progression a second LOH on rat chromosome 5 is seen in the majority of cases (Koelsch et al. 2002).

11.4 Determinants of ENU- and MNU-Induced Neuro-oncogenesis

The yield of tumors induced by ENU/MNU and the organ site (CNS vs. PNS), respectively, as well as the length of the latency period is determined by the developmental stage of the animal at exposure, the dose, the way of administration, the rodent species, and the strain.

11.4.1 Developmental Stage of the Nervous System at ENU Exposure

A single exposure of pregnant rats to ENU results in up to 100% incidence of nervous system tumors in the offspring, depending on the time point chosen and the dose of the carcinogen. Susceptibility of the fetus starts at gestational day 12 and reaches a maximum at birth after which it gradually declines (Ivankovic and Druckrey 1968). The sensitivity of the nervous system to the carcinogen judged by tumor yield and latency time is 50-fold greater in the prenatal period than in adulthood (Druckrey et al. 1970b) with CNS and PNS displaying maximum sensitivity at different time intervals during perinatal
development (Druckrey 1973) (see Fig. 11.2). It can be assumed that the developmental stage-specific carcinogenic effect of ENU depends on the transient presence of progenitor cells, which are especially vulnerable to malignant transformation due to their proliferative capacity and gene expression pattern.

Regarding the induction of nervous system tumors MNU is less efficient when administered transplacentally, but induces a similarly high number of tumors after repeated weekly doses in adult rats (Druckrey et al. 1965; Koestner 1990).

11.4.2 Doses and Route of Administration

In BDIX rats either treated with a single intravenous application of ENU on the 15th gestational day or with a subcutaneous injection during the early postnatal period, the dose was shown to be directly proportional to the incidence of nervous system tumors and inversely related to latency time, respectively (Ivankovic and Druckrey 1968). Similar experiments with MNU in BDIX rats showed a linear correlation between the total carcinogen dose administered in weekly fractions and tumor incidence as well as an inverse correlation to latency time (Druckrey et al. 1965). Additionally, the route of application of MNU appears to be important with the neurogenic tumor incidence being highest after intravenous administration (Swenberg et al. 1975).

11.4.3 Rodent Species and Strain

Different rodent strains exhibit differential sensitivity toward chemical induction of neurogenic tumors. While many rat strains show a high susceptibility to the development of nervous system tumors upon exposure to MNU or ENU, mice are in general more resistant, mostly developing neural tumors in single animals only of a given strain (Diwan and Meier 1974). However, the developmental stage at treatment and the genetic background of mice are, too, very important. Perinatal exposure of different mouse strains to ENU resulted in an overall incidence of neurogenic tumors of 6% (Wechsler et al. 1979), while postnatal treatment yielded neurogenic tumors in 0.33% of mice, only. Strains C2Hf/HeN and DBA/2 N were particularly susceptible (23% and 15%, respectively, rate of neurogenic tumors after transplacental ENU exposure), while strains C57BL/6 N and Swiss–Webster were resistant. In comparison to rats, mice display on average a 2-fold longer latency time. A tumor rate of 10% was reported for C3HeB/FeJ mice exposed to several intravenous doses of MNU during adulthood (Denlinger et al. 1974; Diwan and Meier 1974). It was suggested that the resistance of mice compared with rats is due to higher physiological levels of nerve growth factor in the former species (Vinores and Perez-Polo 1980). Resistance to ENU-induced brain tumor development was
abrogated in p53−/− mice (C57 BL × CBA background; 70% incidence) indicating that p53 may play a role in protecting the fetus from DNA damage induced by transplacental carcinogen exposure (Oda et al. 1997).

Different inbred rat strains have also been reported to respond differently to exposure to alkylating agents. After neonatal ENU application, rats of the strains Wistar/Furth (WF), Long-Evans (LE), and Fischer 344 (F344) developed tumors of the CNS with similarly high incidences, while the rate of PNS tumors, including neoplasms of the cranial nerves and the spinal root, respectively, differed by strain. In contrast to WF and F344 rats, which were relatively resistant to the tumorigenic effects of ENU in the PNS, LE rats had a high susceptibility (Naito et al. 1982).

Intermediate incidences of trigeminal schwannomas in (LE × WF) F1 and F2 rats, and high and low incidences, respectively, were found in backcrosses of both orientations. It was therefore concluded that susceptibility to the development of ENU-induced PNS tumors is likely to be a polygenic trait (Naito et al. 1985).

Of note, female F1 rats had a lower tumor rate than males, which increased in ovariectomized females and decreased upon estrogen replacement suggesting that the hormone negatively regulated tumor development (Aoyama et al. 1989).

The 10 closely related inbred BD rat strains (Druckrey 1971) exhibit a broad spectrum of strain-specific sensitivity regarding ENU-induced development of neural tumors ranging from highest susceptibility in BDIX and BDVI rats to resistance in BDIV and BDVIII rats (Druckrey et al. 1970a; Kindler-Rohrborn et al. 1999b). According to Druckrey and collaborators the median time (T50) until death from neuroectodermal neoplasms after ENU exposure on the 15th gestational day was approximately 3-fold longer in BDIV than in BDIX rats, with the average rate of neurogenic tumors/animal being 0.8 and 1.8, respectively (Druckrey et al. 1970a). After ENU exposure on postnatal day 1, the differences in malignant peripheral nerve sheath tumor (MPNST) development are even more pronounced (BDIX tumor incidence is >85% with a median latency time of 187 days vs. 0% in the BDIV rat) (Kindler-Rohrborn et al. 1999b).

11.5 Genetics of Susceptibility and Resistance to ENU-Induced Neuro-oncogenesis and Analyses of the Underlying Phenotypes

ENU-induced MPNST development in the trigeminal nerves of BD rats constitutes a model system for the genetic analysis of predisposition to the development of neurogenic tumors. For the identification of gene loci modifying tumor risk, BDIX and BDIV rats are well suited because their susceptibility to ENU-induced MPNST development varies extremely and the genetic difference
of both strains suffices for linkage/association analyses. Although both strains are closely related, comparative genotyping of single nucleotide polymorphisms (SNP; http:snplotyper.mcw.edu) showed that approximately 50% of their genomes are covered by SNP-containing regions >2 Mb (Saar et al. 2008). Moreover, the lower cellular complexity of the cranial nerves compared with the brain facilitates investigations addressing the cellular mechanisms underlying differential cancer risk in the nervous system. These analyses are an important prerequisite for the selection of functionally meaningful candidate genes. Once genes modifying the risk of ENU-induced MPNST development are identified using this model system, it will be comparatively easy to evaluate their function in human predisposition to CNS tumors as well.

After ENU application on postnatal day 1 Neu-mutant Schwann progenitor cells appear as early as day 7 at the predilection site of tumor development, the brain–nerve junction, and can be unequivocally identified: Knowing precisely the prospective location of the future tumor and being able to recognize and pursue premalignant cells on the basis of the diagnostic mutation and immunohistochemistry with antibodies against low affinity nerve growth factor receptor (Ngfr) provides us with the possibility of analysing early and intermediate stages of carcinogenesis in susceptible and resistant rats (see Fig. 11.3).

Fig. 11.3 Trigeminal nerve of a female BDIX rat, 70 days after ENU exposure on postnatal day 1, immunohistochemically stained with anti-nerve growth factor receptor antibodies. Note that small round ErbB-2-mutated premalignant Schwann cells with large nuclei only are stained (thick arrow), while regular Schwann cells (asterisk) with spindle-shaped nuclei (thin arrow) are devoid of stain.
11.5.1 Inheritance of Susceptibility to ENU-Induced MPNST Development

(BDIV × BDIX) F₁ hybrids and F₂ animals from segregating inter- and backcrosses between BDIV and BDIX rats served to investigate the mode of inheritance of susceptibility and to localize genes determining the strain-specific risk to develop ENU-induced MPNST by association analysis (see below). Therefore, (BDIV × BDIX) hybrids were subcutaneously injected with 80 mg ENU/kg body weight on postnatal day 1. The development of MPNST was strongly suppressed in the (BDIV × BDIX) F₁ generation, see Table 11.1. (BDIV × BDIX) F₂ intercross and (BDIV × BDIX) F₁ × BDIX backcross hybrids displayed intermediate MPNST incidences and latency times (Kindler-Rohrborn et al. 1999b). These data support the notion that predisposition to developing ENU-induced MPNST is likely to be a polygenic trait (Aoyama et al. 1989).

Table 11.1 Incidences and latency times of ENU-induced MPNST in BDIV and BDIX rats, F₁ and F₂ hybrids

<table>
<thead>
<tr>
<th></th>
<th>Number of animals</th>
<th>MPNST incidence (%)</th>
<th>Median latency time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDIV</td>
<td>24</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>BDIX</td>
<td>21</td>
<td>88</td>
<td>187</td>
</tr>
<tr>
<td>(BDIV × BDIX) F₁</td>
<td>55</td>
<td>20</td>
<td>298</td>
</tr>
<tr>
<td>(BDIV × BDIX) F₂</td>
<td>268</td>
<td>30</td>
<td>260</td>
</tr>
<tr>
<td>Males</td>
<td>122</td>
<td>39</td>
<td>316</td>
</tr>
<tr>
<td>Females</td>
<td>146</td>
<td>21</td>
<td>&gt;425</td>
</tr>
<tr>
<td>(BDIV × BDIX) F₁ × BDIX</td>
<td>134</td>
<td>48</td>
<td>258</td>
</tr>
<tr>
<td>Males</td>
<td>60</td>
<td>50</td>
<td>272</td>
</tr>
<tr>
<td>Females</td>
<td>74</td>
<td>46</td>
<td>258</td>
</tr>
</tbody>
</table>

As previously shown for (LE × WF) F₁ females (see above), female (BDIV × BDIX) F₂ intercross rats had a considerably lower tumor risk than males and a longer survival time. In contrast, similar tumor rates and survival times were recorded for males and females in backcross hybrids. Therefore, female resistance is likely to be determined by recessively acting gene variants. Incidences and survival times are summarized in Table 11.1.

11.5.2 Identification and Characterization of Gene Loci Involved in Susceptibility or Resistance to ENU-Induced MPNST Development

The locus Mss1 (mediating schwannoma susceptibility) modifying susceptibility toward ENU-induced oncogenesis in the PNS had been identified on the basis
of targeted linkage mapping in the region on chromosome 10, prone to BDIV allele biased LOH (Kindler-Rohrborn et al. 1999b). For this purpose 268 (BDIV × BDIX) F₂ intercross rats and 140 (BDIV × BDIX) × BDIX backcross rats had been genotyped for microsatellite markers on chromosome 10, only. Looking at the recombination events occurring in the core region of \( \text{Mss1} \) it was likely that additional loci contributed to susceptibility toward ENU-induced MPNST development. To detect further loci determining MPNST risk by association analysis, a whole genome scan was carried out on 268 (BDIV × BDIX) F₂ hybrids with an average microsatellite distance of 22 Mb. Six further loci residing on chromosomes 1 (\( \text{Mss2} \)), 3 (\( \text{Mss3} \)), 6, (\( \text{Mss4} \)), 13 (\( \text{Mss5} \)), 15 (\( \text{Mss6} \)), and 10 (\( \text{Mss7} \)) were found to control tumor incidence and/or survival time (Koelsch et al. 2006). Interestingly, most of these loci mediate allele- and sex-specific effects of variable strength ranging from minor influences on tumor development to complete tumor resistance. \( \text{Mss2} \), \( \text{Mss3} \), \( \text{Mss5} \), and \( \text{Mss6} \) preferentially mediate tumor susceptibility to male individuals with \( \text{Mss3} \) having the strongest effects. Although in all other regions MPNST susceptibility is conferred by alleles of the susceptible BDIX strain, in the case of the loci \( \text{Mss3} \) and \( \text{Mss5} \) the alleles of the tumor-resistant BDIV strain mediate sensitivity to tumor induction by ENU. In contrast BDIV alleles at the loci \( \text{Mss4} \) and \( \text{Mss7} \) independently effect almost complete resistance to the development of ENU-induced MPNST in females. \( \text{Mss1} \) is the only locus not having an unequivocal sex-specific effect. The chromosomal location of all loci is depicted in Fig. 11.4. A sex-specific linkage signal on an autosome might mean that the interaction of transcription factors and/or sex hormones with DNA is affected by genetic polymorphisms. As most of the loci detected still exceed 20 Mb each one corresponds to several portions of human chromosomes not allowing conclusions on the human fragment actually harboring the causative gene.

![Fig. 11.4 Seven gene loci associated with susceptibility/resistance to ENU-induced PNS oncogenesis reside on six different rat chromosomes (\textit{Rattus norvegicus}; RNO). Black bars represent loci which mediate tumor-modifying allele-specific effects in male animals only; dotted bars point to female-specific loci; the striped bar indicates no sex-specific effects](image-url)
To visualize the sex-specific effect the numbers of tumor-affected male and female animals with the genotypes IX/IX, IV/IX, or IV/IV for microsatellite markers residing in the \textit{Mss4} locus on chromosome 6 were compared and the relative risks of these animals of developing MPNST were calculated. As shown in Table 11.2A (BDIV \times BDIX) F\textsubscript{2} females with a IV/IV genotype for \textit{D6Mit1} appear to be almost entirely resistant. The relative risk of females heterozygous for \textit{D6Mit1} is 12.3-fold that of IV/IV homozygotes, while the risk of female IX/IX homozygotes is increased 9.9-fold.

<table>
<thead>
<tr>
<th>Marker location (Mb)</th>
<th>Sex</th>
<th>Genotype</th>
<th>Genotype</th>
<th>Genotype</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Male animals</td>
<td>Female animals</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IX/IX IV/IV</td>
<td>IX/IX IV/IV</td>
<td>IX/IX IX/IX</td>
</tr>
<tr>
<td>\textit{D6Mit1}</td>
<td>11 (31)\textsuperscript{1}</td>
<td>22 (58)\textsuperscript{1}</td>
<td>14 (33)</td>
<td>1 (42)</td>
</tr>
<tr>
<td>98.8</td>
<td>35%\textsuperscript{2}</td>
<td>38%\textsuperscript{2}</td>
<td>42%</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>1.1\textsuperscript{3}</td>
<td>1.2</td>
<td>12.3</td>
<td>9.9</td>
</tr>
<tr>
<td></td>
<td>0.6–1.9\textsuperscript{4}</td>
<td>0.6–2.2</td>
<td>1.7–88.3</td>
<td>1.3–74.9</td>
</tr>
</tbody>
</table>

\textsuperscript{1}Frequencies of tumor-bearing F\textsubscript{2} animals and of all F\textsubscript{2} animals of identical sex and genotype. \textsuperscript{2}Percentage of tumor-bearing animals. \textsuperscript{3,4}Relative risk of developing MPNSTs compared to genotype IV/IV and confidence intervals.

In contrast the risk of male animals with IV/IV, IV/IX, or IX/IX genotypes for \textit{D6Mit1}, respectively, did not significantly differ (Table 11.2A). Using the same model framework, a similar effect was detected in females for BDIV alleles on chromosome 10 (\textit{Mss7}; see Table 11.2B). Females with heterozygous IV/IX or homozygous IX/IX alleles for \textit{D10Mgh12} had, respectively, a 6.33- and 4.6-fold increased tumor risk compared with females carrying homozygous IV/IV alleles. Male animals show only a weak dependence of tumor incidence on the genotype for \textit{D10Mgh12} (tumor risks of heterozygotes) and animals with IX/IX alleles increase to 1.2- and 1.6-fold, respectively.

We could show that BDIV alleles at either \textit{Mss4} or \textit{Mss7} are sufficient to cause female tumor resistance regardless of the genotype for the other (Winzen et al. 2006).
Remarkable gender preference has been observed for several types of human nervous system tumors, e.g., for glioblastoma multiforme and for medulloblastoma with a 1.5- and 2.7-fold incidence, respectively, in males compared to females (Giangaspero et al. 2000; Kleihues et al. 2000), and for meningiomas and acoustic nerve schwannomas with male:female ratios of 1:2 (Louis et al. 2000; Woodruff et al. 2000). The degree of individual genetic predisposition being definitely gender-dependent, genes and signal transduction pathways discovered to be responsible for genetic susceptibility and resistance toward chemically induced schwannomas in the rat might well turn out to be relevant to human nervous system tumor risk as well and provide target molecules for sex-specific prevention measures and early diagnosis.

Due to the main effects they exert, the loci Mss4 and Mss7 could be narrowed down by haplotype analysis to 20 and 13 Mb, respectively. Mss4 corresponds to the fragments encompassing 48–51 Mb and 58–77 Mb on human chromosome 14, while Mss7 is orthologous to the first 5 Mb of human chromosome 16, followed by a fragment of human chromosome 5 (174–165 Mb), both in inverse orientation. Mss4 and Mss7 harbor: 286 and 240 respectively, positional candidate genes. Considering functional aspects and sex specificity of tumor resistance and susceptibility, candidate genes located in Mss4 are transforming growth factor beta 3 (Tgfb3), latent transforming growth factor beta-binding protein 2 (Ltbp2), estrogen receptor beta (Esr2), and estrogen-related receptor beta (Esrrb). While Tgfβ3 has been shown to act as an immunosuppressant thereby promoting malignant schwannoma growth in BDIX rats (Altschmidt et al. 1997), Esr2 and possibly Esrrb should be able to mediate sex-specific effects.

To confirm the Mss loci and to further narrow them down, congeneric strains were bred carrying a fragment of the resistant BDIV rat encompassing the respective Mss locus on a BDIX genetic background. By treating (BDIX. (Mss4) BDIV congeneric animals) with 80 mg ENU/kg body weight on postnatal day 1, we were able to confirm the female-specific tumor-suppressive effect of the Mss4 locus (B. Koelsch and A. Kindler-Röhrborn, unpublished results). Subcongenic strains harboring fragments of the BDIV chromosomal segment originally integrated into the BDIX genome have also been treated with ENU. This way we will be able to assign the tumor-suppressive effect to a smaller BDIV fragment harboring less positional candidate genes.

### 11.5.3 Phenotypic Analyses of Effector Mechanisms Underlying Differential MPNST Risk

Even if only a small number of genes reside in a chromosomal fragment having been shown to cause tumor resistance, information about the putative function of the causative gene(s) is necessary for its identification. Therefore, a detailed analysis of the effector mechanisms underlying tumor susceptibility and
resistance in which the candidate modifier genes are involved was performed. Potential biological mechanisms underlying differential tumor risk could include a smaller population of target cells in the resistant strain due to a different timing of trigeminal development, strain-specific differential frequency of mutational initiation, different rates of DNA repair, or a different fate of the mutant Schwann cells. As described above, the initial event during ENU-induced MPNST development is a T:A transversion mutation at nucleotide 2012 located in the transmembrane region of the Neu/ErbB-2 gene. In the process of oncogenesis it characterizes a subset of immature Schwann cells that are mainly located near the nerve–brain junction and exhibit unrestrained proliferative activity in contrast to their differentiating wild-type counterpart cells. Neu-mutant Schwann cells are therefore at high risk of progressing toward the expression of fully malignant phenotypes (Nikitin et al. 1991).

In an attempt to differentiate between tumor resistance mechanisms coming into effect in BDIV rats early during ENU-induced oncogenesis or at later stages, we have previously quantified Neu-mutant Schwann cells in the trigeminal nerves of BDIV and BDIX rats as a function of time after ENU exposure on postnatal day 1 (Kindler-Rohrborn et al. 2000). Similar amounts of Neu-mutant cells were detected in the nerves of both strains during the first 80 days (see Fig. 11.5). This result excluded all potential resistance mechanisms coming into effect shortly after ENU application like numerical differences in target cells, different mutation frequencies, or more effective DNA repair.

Remarkably, in contrast to the progressive multiplication of Neu-mutant cells in BDIX trigeminal nerves during the intermediary phase of carcinogenesis, their numbers gradually decreased in BDIV rats. After 250 days, all BDIX rats had succumbed to their trigeminal tumors, while BDIV rats survived with their trigeminal nerves devoid of Neu-mutant cells. Tumor resistance in the BDIV rat was thus considered to be at least in part due to mechanisms effecting the disappearance of premalignant Neu-mutant schwannoma precursor cells from trigeminal nerves. The mutant cells were no longer detectable at the brain–nerve junction and in the more distal part of the nerve, excluding that premalignant cells could have differentiated and/or migrated as part of a tissue remodeling process as has been suggested for preneoplastic rat mammary and liver tissue (Wood et al. 2002). It was considered that these cells die through tissue intrinsic mechanisms or by host factors such as the immune system (Kindler-Rohrborn et al. 2000). The involvement of a cellular immune response was investigated using immunohistochemistry on sections of trigeminal nerves of both strains at different times after carcinogen exposure and controls. An inflammatory reaction involving sequentially CD4+ macrophages and T helper cells, CD8+ cytotoxic T cells, ED1+ and ED2+ macrophages, was detected in trigeminal nerve tissue of ENU-treated rats as early as postnatal day 40, briefly after the emergence of premalignant Neu-mutant Schwann cells (Gering et al. 2006). It persisted at all time points investigated (postnatal days 40–250). Interestingly, however, there were no gross differences in immune cell counts between tumor-susceptible and tumor-resistant rats. This suggested that either functional differences of immune
Fig. 11.5 Different fates of Neu/ErbB-2-mutant Schwann cells in trigeminal nerves of BDIV and BDIX rats during the post-initiation period of ENU-induced oncogenesis. During the first 80 days after ENU exposure on postnatal day 1 equal amounts of Neu-mutant pre-malignant Schwann cells are present in tumor-susceptible BDIX rats and tumor-resistant BDIV rats. While these cells are eliminated in BDIV rats they acquire further genetic alterations and progress to full malignancy in BDIV animals.
effect cells exist between the two strains or that premalignant Schwann cells from different strains possess a differential capability to escape or counteract the immune response. Alternatively, the presence of immune effector cells in trigeminal nerve tissue might be of no functional consequence for the elimination of premalignant Schwann precursor cells.

To differentiate between these possible mechanisms, we prevented T cell maturation by neonatal thymectomy following ENU exposure. Thymectomy significantly decreased resistance against MPNST development in BDIV rats, while MPNST incidence and survival time remained unaltered in thymectomized BDIX rats (Marx et al. 2009). This suggests that T cells play a major role in BDIV rat resistance to MPNST formation supporting the immunosurveillance hypothesis originally postulated by Burnet (Burnet 1970).

In contrast to euthymic animals, a number of both thymectomized BDIV and BDIX rats developed MPNST lacking the Neu/ErbB-2 mutation. This suggests that Schwann cells initiated by other genetic alterations can progress to full malignancy in immune-compromised rats only. T cell-dependent resistance against tumorigenesis originating from non-Neu/ErbB-2-mutant Schwann precursors might thus be shared by both strains while in the BDIV rat development of Neu/ErbB-2-mutant MPNST can additionally be prevented. Rat strain-specific differences in the interaction of T lymphocytes with (pre)-malignant Neu-mutant cells may thus critically contribute to susceptibility and resistance toward ENU-induced MPNST development. As the resistance mechanism against ENU-induced PNS tumors comes into effect during later steps of carcinogenesis, relevant candidate genes influencing tumor risk should exert their actions during the post-initiation period. This and the persistent immune response observed in the trigeminal nerves of ENU-treated animals of both strains with differential results in terms of tumor rejection invites the idea that in ENU-induced PNS carcinogenesis, genes encoding immune modifiers might be crucial for cancer susceptibility and resistance.

11.6 Conclusions

ENU-induced development of trigeminal MPNST in tumor-susceptible BDIX and tumor-resistant BDIV rat strains proved to be a well-suited model system for identifying molecular and cellular processes underlying differential risk of developing nervous system tumors. As the use of inbred animals reduces the genetic complexity found in humans, seven gene loci controlling MPNST incidence and latency time could be identified by association studies using segregating crosses of both rat strains. However, only a detailed analysis of the effector mechanisms underlying tumor susceptibility and resistance in which the genes to be identified are involved facilitates their selection on the basis of
gene function. With the trigeminal nerve representing a relatively simple-structured target tissue, mechanisms modulating the strain-specific tumor risk were shown to include the elimination of premalignant \textit{Neu}/\textit{ErbB}-2-mutant cells in resistant BDIV rats, a process which is T lymphocyte dependent. Genes found to mediate predisposition or resistance to the development of ENU-induced MPNST in the rat will likely be part of networks of signal transduction pathways underlying human cancer risk with a variety of targets for the prevention and early diagnosis of human nervous system cancer.

\textbf{Abbreviations}

\begin{itemize}
\item CNS central nervous system
\item ENU \textit{N}-ethyl-\textit{N}-nitrosourea
\item Mb megabase
\item MNU \textit{N}-methyl-\textit{N}-nitrosourea
\item LOH loss of heterozygosity
\item MPNST malignant peripheral nerve sheath tumor
\item PNS peripheral nervous system
\item SNP single nucleotide polymorphism
\end{itemize}
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\textbf{Glossary}

\textbf{allele}: alternative forms of the same gene; one of the different forms of a gene that can exist at a single locus
\textbf{association}: a tendency of two characters (diseases, marker alleles, etc.) to occur together at non-random frequencies
\textbf{congenic}: nearly identical strains of an organism; they vary at only a single locus
\textbf{genotype}: the genetic constitution of an individual either overall or at a specific locus
\textbf{haplotype}: a series of alleles found at linked loci on a single chromosome
\textbf{linkage}: the tendency of characters (phenotypes, marker alleles, etc.) to cosegregate in a pedigree because their determinants lie close together on a particular chromosome
\textbf{locus}: a unique chromosomal location defining the position of an individual gene or DNA sequence
\textbf{polygenic}: a character determined by the combined action of a number of genetic loci
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Chapter 12
The Murine GL261 Glioma Experimental Model to Assess Novel Brain Tumor Treatments

Elizabeth W. Newcomb and David Zagzag

Abstract The GL261 glioma is representative of a carcinogen-induced mouse syngeneic glioma model. This model represents one of the very few brain tumor models developed in immunocompetent animals that has growth characteristics similar to human GBM. The ideal animal model should share the invasive properties that the human GBM displays, since this is a major reason for the failure of current treatment strategies. Here we demonstrate, through a detailed comparison with human GBM, that the murine GL261 glioma closely mimics its human counterpart in a number of significant ways, but most importantly in its invasive and angiogenic properties representing the relevant biology of human GBMs. Therefore, it should prove to be a valuable preclinical model for testing novel drugs and therapeutic strategies that inhibit glioma invasion and angiogenesis.
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12.1 The Murine GL261 Glioma Experimental Model

Glioblastoma multiforme (GBM) is the most common form of primary malignant brain tumors occurring in adults. Due to the highly aggressive nature of these tumors, the prognosis remains poor, with a median survival time of approximately 1 year following diagnosis. New treatment options, as well as a better understanding of how GBMs develop, are essential to improve the clinical outcome of patients with GBM.

Animal models are frequently used to study tumor development and test therapeutic alternatives in the preclinical setting (Schold and Bignier, 1983; Petersen et al., 1994). The ideal animal model should imitate the human tumor in as many aspects as possible, such as histopathology, tumor biology, and genetics. The ideal animal model should share the invasive properties that the human GBM displays, since this is a major reason for the failure of current treatment strategies.

Three main categories of murine models are currently used for the study of GBM: transplantation of murine glioma cells into syngeneic mice, transplantation of human glioma cells into immunocompromised mice, and transgenic models (Petersen et al., 1994). Transplant models are useful because their growth rate is predictable and reproducible and the tumor is injected in a known location. Syngeneic models are particularly valuable to study tumor growth in vivo because, unlike the human xenograft models, the syngeneic models do not require a deficient immune system and may mimic more closely the interaction between tumor and immune system taking place in human GBM patients.

Several transgenic models have been developed that target specific genetic events recapitulating some of those known to occur during the development of GBM (Weissenberger et al., 1997; Holland et al., 2000; Reilly et al., 2000; Xiao et al., 2002). Some of these transgenic models were reviewed recently by a panel of neuropathologists and found to have histopathologic characteristics that resemble human GBM (Weiss et al., 2002). However, spontaneous tumor formation in the transgenic models is much less predictable than that seen in the transplant models. Often a mixture of tumor types develop, ranging from low-grade astrocytomas to high-grade glioblastomas, and penetrance can be low, typically with fewer than half of the mice developing tumors that display characteristics of GBM (Reilly and Jacks, 2001). In addition, there is a longer latency time for tumors to develop, making these models more costly and more time intensive to produce and study. Although transgenic models are useful for studying the underlying tumor biology predisposing to GBM development, they are less practical for large-scale screening of potential new drugs and novel treatment therapies.

The GL261 glioma is representative of a carcinogen-induced mouse glioma model. It was induced by Seligman and Shear (1939) through intracranial implantation of 20 methylcholangthrene pellets into brains of mice, out of which 11 developed gliomas. One of these gliomas was designated GL261 and
was next reported by Ausman et al. (1970). In this study, the GL261 glioma was described as having characteristics of ependymoblastoma, with histopathologic features similar to three other gliomas: ependymoblastoma, glioma 26 (G-26), and ependymoblastoma A (Ausman et al., 1970). Since that initial report, both GL261 and G-26 have been described instead as containing poorly differentiated cells and exhibiting features more consistent with GBM (Schold and Bigner, 1983; Wiranowska et al., 1998; Zagzag et al., 2000a).

There are several syngeneic transplant models including CT-2A, another methylcholanthrene carcinogen-induced brain tumor in C57BL/6 strain mice (Zimmerman and Arnold, 1941). The CT-2A tumor has been recently characterized and proposed as suitable for preclinical studies (Martinez-Murillo and Martinez, 2007). Two other transplant models involve rare spontaneous development of glioma-like tumors. The 4C8 tumor arose in a transgenic mouse and is transplanted into F1 strain (C57BL/6 X DBA/2) mice (Weiner et al., 1999) and has been used in preclinical studies (Hellums et al., 2005). The spontaneous murine astrocytoma (SMA) arose in the VM/Dk mouse strain (Serano et al., 1980). The SMA-560 cell line, one clone derived from this tumor, has also been characterized (Sampson et al., 1997) and used in preclinical studies (Heimberger et al., 2000; Learnt et al., 2007).

Among these syngeneic transplant models the glioma 261 (GL261) has been used frequently for preclinical testing (Miyatake et al., 1997; Plautz et al., 1997; Glick et al., 1999; Yu et al., 1997; Kjaergaard et al., 2000; Lumniczky et al., 2002; Newcomb et al., 2004). Although several studies have suggested that GL261 shares features similar to human GBM (Zagzag et al., 2000a, b), a more comprehensive demonstration of its histopathologic and biologic characteristics in comparison to human GBM was needed to verify its validity as a suitable preclinical model.

Here we demonstrate, through a detailed comparison with human GBM, that the murine GL261 glioma closely mimics its human counterpart in a number of significant ways, but most importantly in its invasive and angiogenic properties. Therefore, it should prove to be a valuable preclinical model for testing novel drugs and therapeutic strategies that inhibit invasion and angiogenesis.

12.2 The Murine GL261 Glioma Experimental Model: Validation Studies for a Predictive Preclinical Model

The Mouse Models for Human Cancer Consortium (MMHCC) was initiated by the NCI in 1999 to promote the development and characterization of genetically engineered murine (GEM) models that would recapitulate the initiation and progression of human malignancy. A meeting of neuropathologists was held in 2000 to review the existing GEM models for tumors of the central nervous system (Weiss et al., 2002). Recommendations were made how to characterize the model for pathology, for tumor biology, for neuroimaging,
and for preclinical validation in screening and evaluating response to anti-
tumor treatments. Although the GL261 glioma intracranial model is not a
GEM model giving rise to “spontaneous” brain tumors as expected for trans-
genic mice engineered to overexpress a given transgene or have engineered
mutations in specific tumor suppressors, it represents an important syngeneic
transplant animal model that uses engraftment of murine GL261 glioma cells
into the brain of an immunocompetent animal. Traditionally, mouse models for
glioma have used primarily human U87MG glioma cells, xenografted into
immunosuppressed mice (Eshleman et al., 2002; Heimberger et al., 2002; Miller
et al., 2002; Mohanam et al., 2002; Abe et al., 2003; Hu et al., 2003). The consensus
report committee felt that “as a group, this type of xenograft model fails to
recapitulate the genetic heterogeneity and infiltrating neuropathology character-
istic of the human tumor from which they were derived. As a result, xenograft
models have generally been poorly predictive in preclinical trials of anti-tumor
agents.”

We suggest that one major reason for this discrepancy for being “poorly
predictive” is the fact that U87MG tumors growing in the brains of immuno-
suppressed mice do not show an “invasive phenotype” characteristic of human
GBM (Fig. 12.1). Tumors formed by human U87MG glioma cells (Fig. 12.1A)
are spheroid and the leading edge of the tumor remains sharply demarcated
from the brain adjacent to the tumor as described previously (Hu et al., 2003).
No invading tumor cells, alone or in groups, were observed near to the tumor
borders. In sharp contrast, tumors formed by the murine GL261 glioma cells
(Fig. 12.1B) have irregularly shaped borders with clearly visible invading
tongues of tumor cells advancing into the brain adjacent to the tumor as we
and others have described (Wiranowska et al., 1998; Zagzag et al., 2003; Cha
et al., 2003). Individual tumor cells invading into the brain adjacent to the
tumor several millimeters away from the tumor margins are easily detected.

Below we describe in more detail the features of the GL261 glioma animal
model that make it an attractive preclinical model for human GBM. As a guide,
we have followed the recommendations of the consensus report from the neuropathology working group (Weiss et al., 2000). Characterization of any brain tumor model requires extensive pathological examination noting features that are hallmarks of the human glioma; immunohistochemistry for appropriate differentiation markers; an understanding of its tumor biology, e.g., signaling pathways relevant to the known biology of the human GBM; and non-invasive imaging techniques that can be used for the serial investigation of a single animal to follow response to a particular anti-tumor therapy.

12.3 Neuropathology

In vivo animal models of primary brain tumors are necessary to advance knowledge related to the complex interactions between glioma cells and the brain adjacent to the tumor. A cardinal feature of human GBMs, and a major reason why neurosurgical and adjunctive therapies ultimately fail, is their invasive properties. We have previously reported the invasive growth pattern of GL261 glioma cells in the brains of syngeneic C57BL/6 mice by both light and electron microscopy (Zagzag et al., 2000a, b, 2003). The GL261 glioma animal model recapitulates many of the histopathological features of human GBM (Fig. 12.2 and Color Plate 17).

To demonstrate the similarity of GL261 gliomas to human GBM, we examined H&E sections from patients who were diagnosed with GBM and immunostained tumor sections from human and murine tumors with a similar panel of primary antibodies. As shown in Fig. 12.2, GL261 gliomas clearly exhibit features that meet the criteria of GBM and closely resemble their human GBM counterpart. Numerous poorly differentiated, pleomorphic cells with atypical nuclei were observable throughout the tumors, including multinucleated cells and cells with hyperchromatic nuclei (Fig. 12.2B). Mitotic activity was particularly evident, as shown by several mitotic figures per field (Fig. 12.2D). Multiple necrotic areas were visible in irregularly shaped, band-like patterns of eosinophilic material consisting of non-viable or necrotic cells (Fig. 12.2F). Although not as prominent as in human GBM, densely packed, viable cells lined the necrotic zones in a pseudopalisading pattern characteristic of GBM. An increase in microvascular density was also observed throughout the tumor (Fig. 12.2H) and confirmed by immunostaining for CD31 antigen in the endothelial cells (Fig. 12.2J).

To confirm its glial lineage, we performed immunohistochemistry using two glial differentiation markers, glial fibrillary acidic protein (GFAP) and S-100 protein. The fibrillary staining of astrocytic processes was displayed through GFAP staining (Fig. 12.2L) while a majority of tumor cells were found to be positive for S-100 protein (Fig. 12.2N). Proliferative activity was further analyzed using MIB-1 antibody in human and BrdU antibody in mouse tumors (Fig. 12.2O and P). MIB-1 antibody binds to the nuclear cell proliferation
Fig. 12.2  Histopathology: Comparison between high-grade human gliomas and the murine GL261 glioma. Tumor sections from paraffin blocks were prepared for H&E stains or immunostained...
marker Ki-67, which is found throughout the cell cycle in proliferating cells but is absent in G0 resting cells. BrdU is a thymidine analogue that labels cells in S-phase. Both human and GL261 gliomas demonstrated a significant portion of proliferative cells within the tumor.

12.4 Tumor Biology

12.4.1 Invasion, Angiogenesis, and Hypoxia

To show similarities between the human and murine tumors, sections were immunostained with the appropriate antibodies to demonstrate invasion (p53/GFP), angiogenesis (VEGF), and tumor hypoxia (HIF-1α) (Fig. 12.3). Invading GL261 tumor cells were detected by immunostaining the murine tumor sections for green fluorescence protein (GFP) (Fig. 12.3B, Zagzag et al., 2003). As a comparison, we used an immunostain for p53 to visualize invading human tumor cells (Fig. 12.3A). Like the human counterpart, GL261 gliomas showed tumor cells diffusely invading into the normal brain adjacent to the tumor at some distance from the main tumor core. Cells invaded as single cells or as groups of cells along the vasculature.

VEGF has been shown to be an important factor in the process of angiogenesis during tumor development and its expression has been shown to be upregulated in human GBM (Shweiki et al., 1992; Plate et al., 1992). The endothelial cells in the blood vessels of GL261 gliomas, like the human counterpart, are positive for VEGF protein expression (Fig. 12.3C, D).

HIF-1α has also been implicated as playing a role in invasion and angiogenesis through its activation of many genes, including VEGF (Forsythe et al., 1996; Zagzag et al., 2000a). In Fig. 12.3 we demonstrate a similar pattern of HIF-1α expression in human GBM and GL261 gliomas. HIF-1α immunostaining was especially prominent in the pseudopalisading cells lining areas of

Fig. 12.2 (continued) with an appropriate antibody. The diagnosis of GBM is based on the presence of highly anaplastic glial cells, mitotic activity, vascular proliferation, and necrosis. Both the human and murine malignant glioma tumors are composed of poorly differentiated, pleomorphic tumor cells (A, B, ×400); and show high proliferation rates (arrows denote mitoses in C, D, ×400). One histological hallmark of GBM is cells in a pseudopalisading pattern (E, F, ×100). Tumors show large areas of necrosis in the center with viable tumor cells in the periphery with foci of densely packed, small fusiform tumor cells around necrotic zones known as pseudopalisading cells. Prominent vascular proliferation is also a histological hallmark of GBM (G, H, ×200). Tumors were immunostained with the vascular endothelial marker CD31 to highlight the vascularity (I, ×100; J, ×200). Two important differentiation markers are associated with glial tumors: GFAP (K, L, ×400) and S-100 (M, N, ×400). The GL261 tumors are representative of gliomas as shown by their positive immunostaining for the glial differentiation markers GFAP and S-100. High proliferation rates are associated with poor prognosis. Proliferation rates can be estimated from MIB-1 labeling (O, ×400) or BrdU incorporation into S-phase cells (P, ×400) (see Color Plate 17)
necrosis (Fig. 12.3E, F). HIF-1α was commonly observed at the invading margins of human and murine gliomas (Fig. 12.3G, H) (Zhong et al., 1999; Zagzag et al., 2000a). For example, GFP labeling of GL261 glioma cells identified most HIF-1α-expressing cells as those invading into the surrounding brain. HIF-1 upregulates a variety of genes whose products play a well-established role in glioma invasion (Krishnamachary et al., 2003; Brat et al., 2004; Zagzag et al., 2006). These include CXCR4, SDF-1α, VEGF, MMP-2, and MMP-9 (Krishnamachary et al., 2003; Ehtesham et al., 2006). Previous studies by our group and others suggest that hypoxia stimulates glioma cell migration in vitro and invasion in orthotopic glioma models and human GBMs (Brat et al., 2004; Zagzag et al., 2000a, 2006).

In the GL261 model, as in other experimental glioma models, tumor growth in the brain goes through two vascular phases (Holash et al., 1999; Zagzag, 2000b). The native cerebral vessels are first co-opted by tumor cells followed by true neovascularization arising from existing vessels. In between these two phases, vascular apoptosis and regression followed by necrosis occur (Holash et al., 1999; Zagzag et al., 2000b). Angiopoietin-2 (Ang-2), one of the Tie2 receptor ligands, is detected prior to the onset of apoptosis in vascular cells as early as 1 week after tumor implantation, in vessels surrounded by tumor cells and in vascular cells at the edge of the tumors in the invaded brain (Holash et al., 1999; Zagzag et al., 2000b). Interestingly, Ang-2 is upregulated by hypoxia but independently of HIF-1α (Pichiule et al., 2004). More recently,
Ang-2 was also shown to promote glioma invasion by stimulating matrix metalloproteinase (MMP)-2 expression (Hu et al., 2006). Overall, the GL261 model has been shown to be a valuable tool for the study of several important molecules implicated in glioma invasion and angiogenesis. These include HIF-1, VEGF, Ang-2, CXCR4, and SDF-1α (Zagzag et al., 2000a, b, 2003, 2008).

12.4.2 Signaling Pathways

There is now considerable evidence that PI3K (phosphatidylinositol 3′kinase), a lipid kinase involved in diverse biological functions, plays a significant role in oncogenic transformation and tumor progression of many human tumors (Vivanco and Sawyers, 2002; Scheid and Woodgett, 2003). PI3K is an important signaling mediator of cell proliferation, survival, metabolism, and migration. One substrate activated by PI3K is a serine/threonine kinase, Akt, that once phosphorylated (p-Akt) regulates many biological processes including proliferation, apoptosis, and motility. Since deregulated PI3K signaling is a common denominator in human cancer, it provides an attractive target for therapy (Vivanco and Sawyers, 2002).

Human GBMs contain mutations and deletions of the PTEN (phosphatase and tensin homologue) tumor suppressor gene, a negative regulator of PI3K signaling (Ermoian et al., 2002; Davies et al., 1998). A recent study analyzed the PI3K signaling pathway in human GBM using immunohistochemistry for PTEN, p-Akt, and EGFR (epidermal growth factor receptor) to look for correlations with deregulated PI3K signaling (Choe et al., 2003). The loss of PTEN was correlated with activation of Akt as assessed by positive immunostaining of the tumors for phosphorylated Akt (p-Akt). In this context, it is important to note that some GEM models of glioma that have been studied recently demonstrate activation of the PI3K signaling pathway (Xiao et al., 2002; Hesselager et al., 2003). In one model with inactivation of the Rb tumor suppressor pathway, the presence of PTEN mutations accelerated glioma development (Xiao et al., 2002). Tumors arising in these mice showed regions in the brain of reduced apoptosis and these same areas expressed activated p-Akt by immunohistochemistry. In another brain tumor model using PDGF-B (platelet-derived growth factor) to induce gliomas, loss of either p53 or INK4a-ARF tumor suppressors accelerated tumor formation (Hesselager et al., 2003). Decreased expression of PTEN in tumor cells was associated with activation of Akt demonstrated on western blot analysis with detection of p-Akt (Hesselager et al., 2003). Thus, deregulation of the PI3K pathway, measured by detection of p-Akt, is an important signaling pathway driving human as well as murine gliomagenesis. As shown in Fig. 12.4, using western blotting and immunostains of tumors for p-Akt, we have shown that GL261 glioma, similar to their human counterpart, demonstrate activation of the PI3K pathway as demonstrated by the detection of p-Akt in vitro and in vivo.
12.5 Neuroimaging and Neuroradiology

Neuroimaging has proven to be a valuable technique for clinically monitoring tumor growth and estimating a response to therapy in human GBM (Nelson and Cha, 2003). Likewise, imaging can be used in the GL261 model to view the tumor during its in vivo progression and detect its response to different treatments. As shown in Fig. 12.5, a representative MR image of a patient diagnosed with GBM (Fig. 12.5A) is shown next to an MR image of a GL261 glioma (Fig. 12.5B). Like human GBM, the GL261 glioma on post-contrast T1-weighted images demonstrates a heterogeneous mass. The tumors are irregularly shaped with an enhanced border and display central hypointensity that marks the necrotic zones.

Fig. 12.5 Neuroimaging of gliomas. MRI images are shown for (A) a human GBM and (B) a GL261 glioma at 4 weeks post-implantation of GL261 cells. MRI is used clinically to monitor tumor growth and aid in diagnosis. Typically GBMs present as an irregular lesion with a peripheral, ring-like zone of contrast enhancement around a dark central area of necrosis. (C) Disruption of the blood–brain barrier is demonstrated in the murine GL261 glioma by Evans blue extravasation.
We have established the use of MRI in the early detection of GL261 tumors following implantation (Fig. 12.5). We have used both conventional T1- and T2-weighted imaging and dynamic, contrast-enhanced T2*-weighted imaging. MRI measurements of relative cerebral blood volume (rCBV) were compared with histological measurements of microvascular density (MVD) and showed a good correlation for the same tumors (Cha et al., 2003). In addition, enhancement on post-contrast T1-weighted images was compared with histological assessment of Evans blue extravasation (Fig. 12.5C). We conclude that the blood–brain barrier (BBB) is disrupted early during the course of GL261 tumor growth, which ensures enhanced delivery of anti-tumor agents into the tumor bed.

In addition to MRI, we have developed non-invasive CT imaging to follow tumor growth and response to a novel immunotherapy approach (Newcomb et al., 2006). This imaging technique is well suited for imaging large numbers of mice in a timely fashion (e.g., imaging acquisition for 12 mice takes approximately 90 min) and is extremely time- and cost-effective in comparison with MR imaging which requires approximately one afternoon to image two live mice per afternoon session. As shown in Fig. 12.6, mice bearing established GL261 gliomas, detected on day 17 by CT scanning, received fractionated doses of radiation (2 Gy per fraction up to a total of 10 treatments for a total of 20 Gy) on days 17–21 and 23–28. The response to treatment was monitored by serial CT scanning. Representative CT scans are shown for a control and an irradiated animal on days 17 and 28 (Fig. 12.6A). Because fractionated radiotherapy is a standard care for GBM patients, the results show (Fig. 12.6B) that the GL261 glioma is radioresistant, similar to the human counterpart. Radiotherapy extended survival of GL261 brain tumor-bearing mice but was not curative, similar to the response observed in human GBM patients.

**12.6 Significance of GL261 Glioma Animal Model for Use as a Predictive Preclinical Model**

There are several advantages of a syngeneic transplant tumor model over GEM animal models with respect to predictive preclinical trials testing new and novel anti-tumor therapies for human GBM. First, we have characterized the five distinct stages of GL261 tumor growth occurring over a 4-week interval (Zagzag et al., 2000b). Stage I – implantation, where tumor cells are dispersed within the neuropil; Stage II – week 1: perivascular organization of tumor cells around native blood vessels; Stage III – week 2: a proliferative phase, where tumor cells actively proliferate around viable blood vessels; Stage IV – week 3: apoptosis combined with involution of host vascular cells resulting in degeneration of host blood vessels leading to hypoxia, which in turn promotes VEGF expression leading to angiogenesis; Stage V – week 4: angiogenesis, where neovascularization occurs as blood vessels grow toward and vascularize the now necrosing tumor. Second, knowing the changes that occur over the 4-week
On day 17 after implantation, mice were anesthetized, injected with contrast agent (iothalamate meglamine, 100 μl intraorbitally) and axial images of the brain were acquired using the GE CT scanner within 10 min of contrast injection to detect the presence of tumors. Mice with established tumors were divided into control and radiation treatment (RT) groups. Following CT scanning, the mice were irradiated using a $^{60}$Co source (Theratron 780-C, AECL Medical, Canada) for whole brain irradiation (WBRT) using a 3 cm size portal to a total dose of 20 Gy, in 10 daily fractions of 2 Gy over 2 weeks (days 17–21 and 24–28). (A) **CT imaging.** Control and treated animals were serially imaged on days 17, 24, and 28. A representative CT scan on day 28 from the brain of an untreated (left) or irradiated (right) animal is shown. Whereas the tumor volumes on day 17 appear similar in size, by day 28 after receiving a total of 20 Gy, the treated animal (right) clearly has a smaller tumor than that observed in the untreated control animal (left). (B) **Survival curves.** Animals were given WBRT in 10 daily fractions (2–3 Gy fraction every weekday for 2 weeks) starting on day 17 after tumor implantation. Animals receiving a total of 20 or 30 Gy had median survivals of 33 and 47 days, respectively, compared with 27 days in the control group.
growth interval will allow the introduction of treatments at different stages of tumor cell growth, proliferation, and different phases of angiogenesis. Third, knowing the site of tumor cell implantation facilitates imaging studies used to evaluate response of the tumor to a given treatment. Lastly, the transplant model is very cost-effective since tumor latency is of short duration, usually 5 weeks compared to GEM models which may take months to develop tumors, and thus the transplant model can facilitate screening of potential therapies in a timely fashion. Based on the extensive characterization of the GL261 glioma model detailed above, we feel that it accurately represents the relevant biology of human GBMs as mandated by the NCI Brain Tumor Progress Review Group, with respect to its histopathology, especially its invasive phenotype, shown in the brains of both immunosuppressed and immunocompetent mice (Figs. 12.1 and 12.3). The tumor biology of GL261 closely parallels that of human GBM with respect to the markers that we have tested (Figs. 12.2–12.4). Moreover, we have demonstrated that different non-invasive imaging techniques (Figs. 12.5 and 12.6) can be used to effectively screen the response of the GL261 gliomas to different anti-tumor therapies relevant to the treatment of human GBM.
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Chapter 13
Spontaneous Occurrence of Brain Tumors in Animals: Opportunities as Preclinical Model Systems

Simon R. Platt

Abstract Naturally occurring neoplasia of the nervous system has been documented in many species in addition to humans, which include dogs, cats, mice, and even zebrafish. Some of the tumors in these species share many features including histopathological appearance, neuroimaging characteristics, tumor genetics, molecular targets, and biological behavior. Based on such similarities, studying the CNS tumors of dogs and mice and the genetics of neuronal neoplasia in Drosophila and zebrafish has been suggested as a valuable pursuit in the field of cancer research which can aid in the following areas: identification of cancer-associated genes, environmental risk factors, tumor biology, and progression and the development of novel therapeutics. This chapter reviews the current knowledge on the types of neoplasia documented to spontaneously affect the nervous system in dogs, mice, Drosophila, and zebrafish and demonstrates the potential utility of these naturally occurring models in cancer research.
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13.1 Introduction

One of the most significant scientific and ethical hurdles in advancing novel diagnostic and therapeutic approaches for central nervous system (CNS) neoplasia is in deciding when preclinical evidence is sufficiently compelling to warrant introduction to human beings (Kimmelman and Nalbantoglu, 2007). A major component of this decision is an assessment of how well data collected in tumor-bearing models predict the actuality in the clinical setting. Unfortunately, many CNS tumor treatment trials have often been justified on the basis of models that involve numerous discontinuities with the human disease (Kimmelman and Nalbantoglu, 2007). The ideal animal model for human CNS malignant neoplasia has been suggested to be spontaneously arising, capable of intraparenchymal growth, uniformly fatal within a reasonable time period, capable of in vitro growth, transplantable both intracranially and subcutaneously in syngeneic animals, and to correlate with the therapeutic sensitivities of its human counterparts (Bradford et al., 1986).

The murine brain tumor models are well documented and some, such as the transgenic glioma models, reflect many of the structural and histological features of human tumors (Begemann et al., 2002). However, murine tumors may respond differently to cancer treatments than human cancers and additionally are inappropriate models to evaluate novel treatments in conjunction with standard surgical resection, which is not easily performed in mice.

Advances in molecular biology and genetics have rapidly improved our understanding of cancer. However, the concurrent application of this information to the human condition has been relatively slow, on account in large part to the unavailability of relevant in vivo cancer models. Lacking from most preclinical approaches is the use of models that are characterized by spontaneous cancer development in immune-competent and syngeneic hosts. The Mouse Models of Human Cancers Consortium has proposed criteria for the ideal cancer model (Weiss et al., 2002). It was recommended that all new models should be created under the supervision of a suitably qualified and experienced neuropathologist, histopathologically classified and graded based on the World Health Organization scheme and should range from low to high grade to ensure all stages of malignancy are represented. Additionally, all models should ideally be based on existing genetic information of corresponding human tumors (Weiss et al., 2002).

Spontaneous cancer models offer an opportunity to apply a ‘comparative’ perspective to the discovery and development of new drugs that is based on a diverse group of well-defined and well-characterized animal models (Hansen and
Spontaneous brain tumors, including astrocytomas, glioblastoma multiforme, and ependymoma, have been documented infrequently in non-human primates (Herring et al., 1990; Long et al., 1998; Nichols and Dias, 1995; Yanai et al., 1992). Such rarity and the logistical issues associated with working with these species count against using them as models for brain tumor investigation. Even so, monkeys have been used to establish a brain tumor model using Rous sarcoma virus, as has been described in dogs and rats (Tabuchi et al., 1985). Several ‘companion’ (pet) or farm animal species have successfully contributed to investigations of cancer biology and drug development, including rabbits, cats, horses, ferrets, and dogs (Ernestus et al., 1992; Frank et al., 1987a, b; Paoloni and Khanna, 2008). Some of these, including the cat (Tomek et al., 2006; Troxel et al., 2003), horse (Covington et al., 2004; Paradis, 1998), and cow (Hoenerhoff et al., 2006), have been documented with spontaneously occurring central nervous system tumors, some of which have been investigated for translational purposes (Canfield and Doughty, 1980; Stoica et al., 2001); however, this disease seems to be more common in dogs making it a more satisfactory model.

Brain tumors have been detailed in all organisms from invertebrates to humans. This chapter will first focus on the review of CNS neoplasia in simple organisms like Drosophila and zebrafish, which are amenable to easy genetic manipulation. Next spontaneous occurrence of brain tumors in mice and their limitations are discussed. Finally, I review what is currently known about canine brain tumors, defining their similarities with their human counterparts based on their histologic, molecular and cytogenetic pathologies, and response to treatment characteristics.

13.2 Drosophila and Cancer Research

Despite very promising beginnings in the last century, the fly has not received much attention as a model system for cancer research for numerous reasons (Potter et al., 2000). However, a significant number of genes that have been studied in flies have turned out to be homologs of human oncogenes and tumor suppressors (Miklos and Rubin, 1996; Potter et al., 2000). Studies of these Drosophila homologs of known mammalian cancer genes have contributed tremendously toward the understanding of the developmental functions of these genes, their actions at the molecular level, and the genetic pathways in which the genes are involved.

The sacs of specialized epithelial cells, or imaginal discs, which give rise to most of the structures of the adult fly are single cell layer structures which have provided researchers with an excellent opportunity to study the development of cells whose biological properties are similar to those of mammalian cells that are susceptible to cancer (Bryant and Schmidt, 1990). The similarity between Drosophila and human cell cycle regulations suggests that Drosophila can serve as a model to study the process of proliferation and cell fate determination during tumorigenesis (Basler and Hafen, 1991).

As a model genetic organism, the entire genome of the fly can be screened systematically to identify any gene that, when mutated, affects the molecular
mechanism of tumorigenesis. The fly can therefore be used as an excellent system for rapidly learning more about the genes involved in tumor development. Mutations and gene expression alterations in brain tumors have been extensively investigated; however, the causes of brain tumorigenesis are largely unknown. Animal models are necessary to correlate altered transcriptional activity and tumor phenotype and to better understand how these alterations cause malignant growth. Studies in flies, together with similar work in other model genetic organisms, can provide information regarding the conserved molecular and biochemical properties of the cancer-causing molecules. For example, characterization of the fly homolog of phosphatase and tensin (PTEN) confirmed the results from mammals that PTEN functions in the insulin pathway and also revealed its role in the regulation of cell size (Huang et al., 1999).

13.2.1 Drosophila Brain Tumor (brat) Gene

Over the last 10 years, a genetic abnormality associated with the production of a tumor-like neoplasm in the larval brain and lethality in the larval third instar and pupal stages of the Drosophila has been documented and given rise to investigations into the fly’s ‘brain tumor gene’ (Arama et al., 2000). The Drosophila brain tumor gene (brat) encodes for a 1037 amino acid protein with an N-terminal B-box1 zinc finger followed by a B-box2 zinc finger, a coiled coil domain, and a C-terminal beta-propeller domain with six blades (Fig. 13.1) (Arama et al., 2000). All of these motifs are known to mediate protein–protein interactions. Sequence analysis of four brat alleles in the flies with brain tumors revealed that all of them are mutated at the beta-propeller domain (Arama et al., 2000). The clustering of mutations in this domain strongly suggests that it has a crucial role in the normal function of brat, and defines a novel protein motif involved in translational repression and tumor suppression activity (Arama et al., 2000; Sonoda and Wharton, 2001). The brat gene is expressed in the embryonic central and peripheral nervous systems including the embryonic brain. In third instar larva brat expression was detected in the larval central nervous system including the brain and the ventral ganglion, in two glands – the ring gland and the salivary gland, and in parts of the foregut – the gastric cecae and the proventriculus (Arama et al., 2000). A second brat-like gene was also found (AF145661), and homologs were identified in the nematode (Caenorhabditis elegans Ncl-1), mouse (HAC-1), rat (BERP), and human (Trim3, KIAA0517, BERP, and HT-2A) (Arama et al., 2000). Recent work has concluded that brat suppresses neuroblast stem cell self-renewal and promotes neuronal differentiation (Betschinger et al., 2006; Lee et al., 2006; Wodarz and Gonzalez, 2006), a function which warrants examining if it plays a role in the transformation of human brain stem cells. brat negatively regulates cell proliferation during larval central brain development of Drosophila, but how Prospero interacts as an effector of brat in cell fate specification and proliferation control is still uncertain (Fig. 13.2) (Bello et al., 2006; Betschinger et al., 2006; Lee et al., 2006). Accumulated data suggest that brat may regulate proliferation and
Fig. 13.1 A. Structure of brat/Trim3 gene showing the RING, B box, coiled coil, ABP domains, and the C-terminal NHL repeat region. B. Alignment of Drosophila’s brat gene with homologous genes from zebrafish, mouse, dog, and human. The alignment was done by using the MegAlign software from DNA Star. Database ID numbers were as follows: fly-brat GenBank ID: AAN11027 (fly base ID: FBpp0080702), Human Trim3 NM_033278, Mouse Trim3 NM_018880, Dog Trim3 XM_857596. Zebrasfish brat is the blast search in zebrafish genome against human Trim3 NP_001073637.1. Trim3 is likely the human homolog of the Drosophila’s brat gene and its expression is brain-specific.
differentiation by secretion/transport-mediated processes, controlling growth through repression of RNA synthesis (Frank et al., 2002). Current investigation using Drosophila as a model for neurogenesis and the role of neural stem cells are highlighting the role of brat gene in normal development and it is likely that work in this area will be extensive in the next few years (Bowman et al., 2008).

A homozygous mutation of brat results in the phenotype which is primarily due to the expansion of the optic neuroblasts (Kurzik-Dumke et al., 1992). Clonal analysis of the first larval instar indicates that the brat mutation affects cell proliferation in a cell-autonomous manner, and cell cycle marker expression shows that cells of brat mutant clones show uncontrolled proliferation, which persists into adulthood (Bello et al., 2006). Analysis of the expression of molecular markers, which characterize cell types in wild-type neural lineages, indicates that brat mutant clones comprise an excessive number of cells, which have molecular features of undifferentiated progenitor cells that lack nuclear transcription factor Prospero (Pros) (Bello et al., 2006). These findings provide an attractive model of how defects in the process of asymmetric cell divisions are involved in tumorigenesis.

Imaginal discs from third instar brat mutant larva, although appearing normal in situ, as well as the adult tumor cells are able to metastasize and form secondary tumors when injected into the abdomen of a wild-type host fly (Woodhouse et al., 1998); however, the metastatic cells have quite different properties than the original cells (Beauchere et al., 2007a). The metastatic ability of these tumors is determined by matrix metalloproteinases (MMPs), specifically MMP1 (Beauchere et al., 2007b).
### Table 13.1  Selected cancer-related genes in *Drosophila melanogaster*

<table>
<thead>
<tr>
<th>Oncogenes</th>
<th>Tumor suppressor genes</th>
<th>Tumor growth or over-proliferation genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fly</td>
<td>Mammalian gene or product</td>
<td>Fly</td>
</tr>
<tr>
<td>D. <em>Abl</em></td>
<td>c-<em>abl</em></td>
<td>D-<em>APC</em></td>
</tr>
<tr>
<td>D. <em>Akt</em></td>
<td>Akt</td>
<td>Caudal</td>
</tr>
<tr>
<td>D. <em>Jun</em></td>
<td>c-<em>jun</em></td>
<td>Gigas</td>
</tr>
<tr>
<td>Kayak</td>
<td>c-<em>fos</em></td>
<td>Medea</td>
</tr>
<tr>
<td>D. <em>myb</em></td>
<td>Myb</td>
<td>Merlin</td>
</tr>
<tr>
<td>Diminutive</td>
<td>c-Myc</td>
<td>D.<em>NF1</em></td>
</tr>
<tr>
<td>Notch</td>
<td>hNotch1/TAN1</td>
<td>D. <em>PTEN</em></td>
</tr>
<tr>
<td>Ras</td>
<td>Ras</td>
<td>D.<em>p16</em></td>
</tr>
<tr>
<td><em>Src42A, Src64B</em></td>
<td>c-<em>src</em></td>
<td>D. <em>TCF</em></td>
</tr>
<tr>
<td>D. <em>TCF</em></td>
<td>TCF</td>
<td>TCF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
One-fifth of the genes identified by a genome-wide microarray expression analysis of an adult brain tumor in *Drosophila* show homology to known mammalian genes involved in cancer formation (Loop et al., 2004; Potter et al., 2000). This finding itself is likely to promote this model as potential for genetic therapeutic targeting of brain tumors (Table 13.1).

Recently, a glioma model in Drosophila was created; constitutive coactivation of EGFR-Ras and PI3K pathways in Drosophila glia and glial precursors was found to give rise to neoplastic, invasive glial cells that create transplantable tumor-like growths, mimicking human glioma. This model represents a robust organotypic and cell-type-specific Drosophila cancer model in which malignant cells are created by mutations in signature genes and pathways thought to be driving forces in a homologous human cancer. Genetic analyses demonstrated that EGFR and PI3K initiate malignant neoplastic transformation via a combinatorial genetic network composed primarily of other pathways commonly mutated or activated in human glioma, including the Tor, Myc, G1 Cyclins-Cdks, and Rb-E2F pathways. Further investigation may reveal that this model has great utility in the investigation of therapeutic targets in human glioma (Read et al., 2009).

### 13.3 Zebrafish: A New Model of Nervous System Tumorigenesis?

The zebrafish has recently become a model for studying the genetics and molecular biology of cancer. Short generation times, ease of mutagenesis, and large clutches per mating help make it an outstanding model system for genetics research. Several highly homozygous strains of zebrafish are available, and general methods for obtaining new strains have been established, largely due to the ability to artificially create and identify mutants in a single generation, to identify isogenic stocks, to cryopreserve gametes, and to generate transgenic fish.

Three tumor suppressor mutants in zebrafish have been generated by reverse genetics, all of which develop tumors (Berghmans et al., 2005; Faucherre et al., 2008). Recent work has described the isolation of zebrafish mutants for the mismatch repair (MMR) genes *mlh1*, *msh2*, and *msh6* and shown that homozygous mutants of all three lines develop brain neoplasms with a frequency of 6–45% (Feitsma et al., 2008). Most frequently, neurofibromas/malignant peripheral nerve sheath tumors in the eye and abdomen were observed in addition to PNETs of the brain (Feitsma et al., 2008). In humans, germline mismatch repair mutations are found in Turcot syndrome, an association of brain tumors and colonic polyps (Paraf et al., 1997), and more recently somatic mutations in the same genes were reported as being associated with tumor recurrence after temozolomide chemotherapy (TCGA, 2008). From this early work, it appears that the zebrafish is a useful cancer model that provides new insights and experimental possibilities, complementing studies in mice and humans.
13.4 Mouse and Rat Models of Brain Tumors

Mouse models of human cancer have proved to be excellent tools for dissecting the biology and biochemistry of particular pathways involved in cancer development and progression. However, they are limited in their representation of some of the features that define human cancer, including growth over long periods of time, genomic instability, and significant heterogeneity in both tumor cells and tumor microenvironment and stroma (Paoloni and Khanna, 2008).

Simplistically rodent brain tumor models are often classified as xenograft tumor models or models of spontaneous tumor formation in genetically engineered mice (GEM) (see Chapters 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, and 12) (Gutmann et al., 2006). Both models can help with anti-cancer drug development in terms of both toxicity and in vivo anti-tumor effectiveness. In principle, strains of mice forming spontaneous tumors due to mutations in the genes characteristic of a human malignancy are appealing due to the predictability of the tumor-initiating lesion, immunocompetence, and tumor development at the appropriate site (Fomchenko and Holland, 2006). However, in brain tumor modeling, the use of mouse models forming spontaneous tumors is complicated by poor reproducibility, low tumor penetrance, prolonged tumor formation latency, and a need for advanced in vivo imaging techniques. More complications arise from the fact that mutant alleles are often expressed or deleted from the whole animal or tissue, compared with human tumors that are thought to arise from a single mutant cell or a small mutant population. In this respect, GEMs are more representative of human cancer predisposition syndromes rather than random tumorigenesis (Van Dyke and Jacks, 2002; Hu and Holland, 2005). For further information on transgenic mouse models, see Chapters 2, 3, 4, 5, and 6.

13.4.1 The 4C8 Mouse Glioma Syngeneic Graft Model

Recently, various permutations of transgenic mice have been generated, and malignant gliomas arising as a consequence of transgene expression have been isolated and partially characterized. One of these is the MOCH-1 malignant glioma that arose in a mouse transgenic for the neutrogene driven by the myelin basic protein promoter (Dyer and Philibotte, 1995). The 4C8 cell line was cloned from the MOCH-1 mouse tumor and grows as astrocyte-like or oligodendroglia-like cells in tissue culture, the phenotype depending on culture conditions. In the presence of >4% serum, it assumes the phenotype of an astrocytoma and develops into malignant gliomas when transplanted into brains of syngeneic B6D2F1 mice (Hellums et al., 2005). The 4C8 cells grow with the invasion of normal brain parenchyma and develop into a highly vascularized tumor-expressing GFAP, with areas of necrosis and pseudopalisading, which are characteristic histopathological features of human glioblastoma multiforme (Dyer and Philibotte, 1995; Weiner et al., 1999). The average neurological endpoint following intracranial injection into immunocompetent
mice was 51 days but the tumor cells were also noted to proliferate following flank inoculation, retaining histological features seen in intracranial tumors (Weiner et al., 1999). This tumor has been suggested to be an excellent model for therapeutic investigations in an orthotopic, immunocompetent mouse model of glioma (Hellums et al., 2005). It has been used for the preclinical evaluation of virus- and liposomal-encapsulated-mediated therapies (Harding et al., 2006a, b; Hellums et al., 2005; Higgins et al., 2004). Other syngeneic mouse graft models (including GL261 and CT-2A) are described in Chapter 12.

13.4.2 The Spontaneous VM/Dk Murine Astrocytoma

A solitary and single spontaneous murine astrocytoma (SMA) has been documented arising in the inbred VM/Dk strain of mice (Bradford et al., 1986; Serano et al., 1980). This is an immunocompetent model with a tumor suggested to more accurately represent the intrinsic qualities of spontaneously arising human tumors. From the SMA, three permanent cell lines with astrocytic nature have been derived (SMA-P497, -P540, and -P560), which are tumorigenic both intracranially and subcutaneously (Pilkington et al., 1983, 1985, 1982; Pires et al., 1987; Serano et al., 1980), extending the use of the SMA model by allowing quantitative in vivo and in vitro experiments.

13.4.2.1 Cytological Characteristics

Although the P560 cell line possesses the most astrocytic features, and has been used most extensively for quantitative assessment studies, it was the least differentiated P497 cell line which was originally used to give rise to six clones with dissimilar morphological, antigenic, kinetic, and chromosomal properties (Koppel et al., 1986; Serano et al., 1980). When these clones were evaluated following intracerebral injection into syngeneic hosts, five of the six clones produced tumors with incidences ranging from 25 to 100% and mean latencies of 43–100 days, according to the clone injected (Koppel et al., 1988). Histological, immunocytochemical, and electron microscopical examination of the resulting tumors revealed differences in the degree of invasiveness, but otherwise only slight variations in phenotype between the clones (Koppel et al., 1988). Generally, the tumors were considered glioblastoma-like, showing a pleomorphic histo-architectural pattern.

13.4.2.2 Biological Characteristics

In vitro correlation has been demonstrated between the therapeutic sensitivity of the VM/Dk cell lines and human glioma cultures (Bradford et al., 1986). The sensitivity to a given agent was expressed differentially by the three VM/Dk cell lines, with P497 being the least sensitive to most drugs tested which is consistent with it being the least well-differentiated cell line; the precise mechanism responsible for this difference in sensitivity is unknown (Bradford et al., 1986). However, many inconsistencies have arisen between in vitro drug studies using these cell lines, making interpretation of data difficult.
The P560 cell line was found to secrete a biologically active form of the immunosuppressive cytokine TGF-β, which contributes to the profound immunosuppression in human patients with glioblastoma multiforme (Ashley et al., 1998a; Sampson et al., 1997). For this reason, the P560 cell line has been utilized to demonstrate that cytokine production by glial tumors can abrogate their tumorigenicity in vivo; this work gave rise to the prediction that treatment in humans focused on cytokine production within astrocytomas might be an efficacious pursuit despite the notion that the CNS is ‘immunologically privileged’ (Ashley et al., 1998b; Sampson et al., 1997). Therefore, unlike chemically induced tumor models that cannot mirror the antigenic properties of human tumors arising ‘spontaneously’, syngeneic murine glioma models using cell lines derived from the VM/Dk SMA can be utilized in immunotherapy investigations. Dendritic cell-based therapy using the P560 cell line induced an anti-tumor response against a syngeneic murine glioma, further confirming the role of this model in immunotherapy investigations (Heimberger et al., 2000). Similar models using the SMA 560 cells and an MT539MG glioma cell line, also established from the VM/Dk mouse, have been used to investigate genetically engineered viral-mediated treatments for brain tumors (Chambers et al., 1995; Friese et al., 2003).

Recent work using the SMA 560 cell lines has supported the suggestion that brain tumor cells grown in vitro undergo selection away from their in vivo characteristics, responding specifically to their environment and therefore may not accurately represent the in vivo phenotype (Learn et al., 2007). Gene expression, evaluated using DNA microarray analysis, was noted to be significantly different between the P560 cell line in vitro and the tumor cells retrieved 17 days post-intracerebral implantation of P560 cells into immunocompetent VM/Dk mice (Learn et al., 2007). This finding supports the premise that such model systems need to be critically evaluated in the context of the result they produce.

13.4.3 Rat Brain Tumor Models

Rat brain tumor models, (including the 9L gliosarcoma, the C6 glioma, the F98 glioma, the RG2 glioma, the RT-2 gliomas, and the CNS-1 glioma) have been widely used in experimental neuro-oncology for almost four decades (Barth, 1998). Rat brain tumor models were first described occurring reproducibly and selectively in adult rats that had been given repeated, weekly, intravenous injections of N-methylnitrosourea (Schmidek et al., 1971). Subsequent to work in canines (Grove et al., 1967), the avian sarcoma virus was also shown to induce brain tumors in rats, which has additionally proven to be a useful model (Copeland et al., 1976; Lee et al., 1986). Further information on chemically induced tumor models in rats and mice can be found in Chapters 10, 11, and 12. A major limitation of some of these rat models is that they elicit an anti-immune response, in part because they were generated on an outbred strain (for example, C6) or because the mutagenic load might have created new epitopes (discussed in detail in Chapter 10).
Brain tumors have been induced in pregnant rats that were given a single intravenous injection of N-ethyl-N-nitrosourea (ENU) (Swenberg et al., 1972). The rats developed mixed gliomas, oligodendrogliomas, and a few astrocytomas (Zook et al., 2000). The F98 glioma cell line, an anaplastic glioma, was derived from the ENU research and its in vitro growth and in vivo morphology have been described in detail (Kobayashi et al., 1980). This cell line’s characteristics closely resemble those of human glioblastoma multiforme and anaplastic astrocytomas, and it is now established as a particularly good model to evaluate experimental therapies where prolongation in survival time is the endpoint (Barth, 1998; Barth et al., 2003; Zook et al., 2000). During the evaluation of ENU-induced gliomas in rats, it was noted that approximately 7% of control rats developed spontaneous astrocytomas or oligodendrogliomas, most of which were found incidentally at necropsy when most rats were of 2-years old (Zook et al., 2000). Further investigation of the rat as a spontaneous model of brain tumors is warranted.

13.5 Spontaneous Brain Tumors in Dogs

Beyond the advantages of working with large animal models, provided by pet dog cancers, the similarities in tumor biology seen between specific human and canine cancers further contribute to their value as models of human cancer (Fig. 13.3) (Hansen and Khanna, 2004). The characteristics and similarities of canine brain tumors to the human counterpart are detailed below.

Investigations of cancer in dogs are not novel and have been documented for over 40 years (Paoloni and Khanna, 2008), but to date they represent an under-utilized cancer model, which are more genetically outbred than laboratory animals and have an intact immune system. The recent deciphering of the canine genome provides evidence of strong similarities with humans, particularly with respect to the gene families associated with cancer which are significantly closer than the relationship between a mouse and a human (Lindblad-Toh et al., 2005; O’Brien and Murphy, 2003; Paoloni and Khanna, 2008).

Although canine models of viral-induced brain tumors have been utilized in experimental neuro-oncology (Bigner et al., 1972, 1969; Britt et al., 1987; Warnke et al., 1995; Whelan et al., 1988), it is the spontaneous tumors which are described in more detail in this chapter. Many of the naturally occurring canine brain tumors exhibit the same pathologic subtypes, molecular abnormalities, cytogenetic expressions, and neuroimaging characteristics as their human counterparts (Dickinson et al., 2008b; Lipsitz et al., 2003; Stoica et al., 2004; Sturges et al., 2008; Thomson et al., 2005). Chemo- and radio-sensitivity similarities are less well documented but conventional radiation therapy and stereotactic radiosurgery can prolong survival for a few months when compared to palliative treatment or surgery alone (Axlund et al., 2002; Heidner et al., 1991; Lester et al., 2001; Spugnini et al., 2000; Theon et al., 2000). The size of dogs makes multimodality protocols feasible.
and furthermore, the lack of ‘gold standard’ treatments permits early and humane testing of novel therapies.

The long history of dogs in biomedical research, their strong anatomical and physiological similarities to humans, and the sheer number of pet dogs that are diagnosed and managed with cancer each year have focused attention on this species. Importantly, pet dog owners are highly motivated to seek out new options for the management of cancer in their pets and have interest in receiving care that is provided as part of clinical trials when conventionally available treatments do not meet their goals.

### 13.5.1 Epidemiology and Pathology

Intracranial neoplasms in dogs may have an incidence rate of approximately 14–20 per 100,000 (Dobson et al., 2002; Moore et al., 1996), e.g., comparable to that in humans. Commonly reported primary brain tumors in dogs are meningiomas, gliomas (astrocytomas, oligodendrogliomas), undifferentiated sarcomas, pituitary tumors, and ventricular tumors (choroid plexus papillomas and ependymomas) (Koestner et al., 1999; Snyder et al., 2006) (Fig. 13.4). Other primary
Fig. 13.4  A. A pie chart representation of the relative frequency of individual canine primary brain tumor types.  
B. A pie chart representation of the relative frequency of individual human primary brain tumor types
brain tumors, such as tumors of nerve cells (e.g., gangliocytomas, neuroblastomas), pinealomas, craniohypophygiomas (a suprasellar ectodermal tumor that may destroy the pituitary gland), spongioblastoma (or ‘embryonal glioma’, often with a periventricular orientation), and medulloblastomas (usually in the cerebellum), are less commonly described (Koestner et al., 1999; Snyder et al., 2006). Dogs over 7 years of age have the highest incidence of brain tumors among domestic animals, and of these, the meningiomas are the most frequent (Snyder et al., 2006; Sturges et al., 2008). Secondary brain tumors are also frequently documented in dogs. Hemangiosarcoma has been reported as the most frequent metastatic neoplasia of the CNS, accounting for 28% of all secondary brain tumors (Snyder et al., 2008).

13.5.1.1 Canine Meningiomas

Canine meningiomas are extra-axial tumors that arise from the arachnoid cap cells of the dura within the cranial and spinal spaces. These tumors comprise approximately 30–45% of all primary spontaneous tumors in dogs (Fig. 13.4) (Hayes et al., 1975; Heidner et al., 1991; Snyder et al., 2006; Sturges et al., 2008). In most reports, meningiomas occur in dogs over 7 years of age with median age ranging from 10 to 11 years (Snyder et al., 2006; Sturges et al., 2008); however, meningiomas have also been observed in young dogs less than 6 months of age (Keller and Madewell, 1992). These tumors most commonly occur in dolicocephalic breeds, especially German Shepherds and Golden Retrievers, but are also common in Boxers and in some studies there is a female prevalence (Snyder et al., 2006; Sturges et al., 2008).

Meningiomas in dogs share striking similarities to human meningiomas in neuroimaging characteristics, gross and histological appearance (Fig. 13.5), expression of growth factors and receptors, treatment responses (Fig. 13.6) as well as their initial cytogenetic expressions (Tables 13.2 and 13.3) (Adamo et al., 2003; Dickinson et al., 2008b., 2006; Koestner et al., 1999; Long et al., 2006; Mandara et al., 2002; Mandrioli et al., 2007; Platt et al., 2006c; Sturges et al., 2008; Theon et al., 2000; Thomson et al., 2005).

Gene expression patterns of canine meningiomas have recently been evaluated using a canine brain-specific cDNA microarray; up- and down-regulation of ribosomal proteins and CREG was documented, respectively (Thomson et al., 2005). A more recent study demonstrated that canine meningioma genome deletions spanned the chromosomal regions syntenic to those most often deleted in human meningiomas (Table 13.4) (Courtau-Cahan et al., 2008). Although a small study, the quantitative loss of DNA was associated with the shortest progression-free survival. The level of NF-2 gene expression has been evaluated in canine meningiomas but no significant difference was noted relative to normal canine tissues and no specific pattern of transcript expression was seen relative to tumor grade or subtype, even though several of the tumor samples had decreased expression of NF-2 protein based on western blotting (Campbell et al., 2006).

The neurochemical features of canine meningiomas have been evaluated through cerebrospinal fluid analysis of uric acid and glutamate levels (Platt et al., 2006a, b). These analytes could serve as molecular markers for future therapeutic investigations.
Astrocytomas are the most common neuroectodermal brain tumors in dogs, representing 17% of all canine primary intracranial neoplasia (Figs. 13.4 and 13.7) (Snyder et al., 2006; Vandevelde et al., 1985). The mean age of dogs at the time of onset is 8.6 years, although the tumors have been documented in dogs less than 6 months of age (Keller and Madewell, 1992); the tumor is more common in brachycephalic dogs with Boxers and Border terriers seemingly over-represented (Snyder et al., 2006).
In one study, approximately 35% of canine astrocytomas over-expressed p53 and 23% over-expressed EGFR based on immunohistochemistry, with the latter over-expressed in the malignant forms of astrocytomas (Table 13.3) (Stoica et al., 2004). Even though a point mutation of p53 has been documented in the canine astrocytoma, comparison of immunostaining and DNA sequence alterations of p53 have not shown a significant association between over-expression and genetic mutations (Stoica et al., 2004).

13.5.1.3 Canine Glioblastoma Multiforme

In contrast to humans, glioblastoma multiforme (GBM) represent only 3% of all primary CNS tumors in the dog and 12% of all neuroglial tumors (Snyder et al., 2006). As in humans, these tumors are considered to be ‘high-grade’ gliomas, of diverse origin, including astroglial, oligodendrogial, and ependymal tissue, with histopathological characteristics very similar to those seen in humans (Koestner et al., 1999; Lipsitz et al., 2003). Similar to canine astrocytomas, initial microarray analysis of these tumors reveals down-regulation for proteolipid protein, neuroblastoma protein, stathmin-like 2, nuclear receptor coactivator 4, synaptosomal-associated protein, apo-lipoprotein D, and NDRG family member 4 (Thomson et al., 2005).
<table>
<thead>
<tr>
<th></th>
<th>Vimentin</th>
<th>S100</th>
<th>Pancytokeratin</th>
<th>Neuron-specific enolase</th>
<th>Glial fibrillary acidic protein</th>
<th>Myelin-associated glycoprotein</th>
<th>Synaptophysin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meningioma</td>
<td>+++</td>
<td>+++</td>
<td>+ +</td>
<td>+++</td>
<td>+</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Oligodendroglioma</td>
<td>+</td>
<td>++</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+ +</td>
</tr>
<tr>
<td>Astrocytoma</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+ +</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Glioblastoma multiforme</td>
<td>+</td>
<td>++</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Choroid plexus tumors</td>
<td>+++</td>
<td>–</td>
<td>++</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

+++ , common and extensive positive staining; ++ , variable staining; + , infrequent staining; – , no staining reported.
Table 13.3  Molecular marker expression and documented biological associations in canine primary brain tumors (Adamo et al., 2003; Dickinson et al., 2006; Long et al., 2006; Platt et al., 2006c; Rossmeisl et al., 2007)

<table>
<thead>
<tr>
<th></th>
<th>Progesterone receptors</th>
<th>VEGF</th>
<th>VEGFRs</th>
<th>EGFR-1</th>
<th>PDGFα</th>
<th>h-tert</th>
<th>Ki-67</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meningioma</td>
<td>+/+ associated with tumor proliferation rate</td>
<td>+/+ associated with tumor proliferation rate</td>
<td>+/+ associated with cell proliferation and malignancy</td>
<td>As for VEGFRs</td>
<td>As for VEGFRs</td>
<td>+/+ associated with malignancy</td>
<td>0–41%</td>
</tr>
<tr>
<td>Oligodendroglioma</td>
<td>−</td>
<td>+/+ associated with malignancy</td>
<td>+/+ associated with malignancy</td>
<td>As for VEGFRs</td>
<td>As for VEGFRs</td>
<td>+/+ associated with malignancy</td>
<td>0–38%</td>
</tr>
<tr>
<td>Astrocytoma</td>
<td>−</td>
<td>+/+ associated with malignancy</td>
<td>+/+ associated with malignancy</td>
<td>As for VEGFRs</td>
<td>As for VEGFRs</td>
<td>+/+ associated with malignancy</td>
<td>3–14%</td>
</tr>
<tr>
<td>Glioblastoma</td>
<td>−</td>
<td>+/+</td>
<td>+/+</td>
<td>+/+</td>
<td>+/+</td>
<td>+/+ associated with malignancy</td>
<td>6–26%</td>
</tr>
</tbody>
</table>

+++ , extensive expression; ++, moderate expression; +, minimal expression; −, no expression reported;

VEGF, vascular endothelial growth factor;
VEGFRs, vascular endothelial growth factor receptors;
EGFR, endothelial-derived growth factor;
PDGF, platelet-derived growth factor;
h-tert, h-telomerase reverse transcriptase
<table>
<thead>
<tr>
<th>CFA&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Case&lt;sup&gt;b&lt;/sup&gt;</th>
<th>HSA&lt;sup&gt;c&lt;/sup&gt;</th>
<th>HSA aneuploidies&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Gene name</th>
<th>Biological process(es) &lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>7q23–q26</td>
<td>B</td>
<td>18q11.1–q21.1</td>
<td>d: II, III</td>
<td>Rho-associated protein kinase 1</td>
<td>Apoptosis (negative regulation)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pituitary adenylate cyclase activating polypeptide precursor</td>
<td>Cell cycle (negative regulation)</td>
</tr>
<tr>
<td>10q22–q27.2</td>
<td>A</td>
<td>22q12.3–q13.33</td>
<td>d: I, II, III</td>
<td>Bcl-2-interacting killer</td>
<td>Apoptosis</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Histone acetyltransferase p300</td>
<td>Apoptosis, cell cycle</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Platelet-derived growth factor beta polypeptide</td>
<td>Cell cycle, cell proliferation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Adapter protein containing PH domain, PTB domain and leucine zipper motif 2</td>
<td>Cell cycle, cell proliferation</td>
</tr>
<tr>
<td>12q23.3</td>
<td>a: II, III &gt; I</td>
<td>2p21–p13.3</td>
<td>a: II, III</td>
<td>Fanconi anemia, complementation group L</td>
<td>DNA repair, cell proliferation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Transcriptional regulator interacting with the PHD-bromodomain 2</td>
<td>Cell growth (negative regulation)</td>
</tr>
<tr>
<td>17q13–q21</td>
<td>C</td>
<td>2q13–q14.1</td>
<td>d: II, III</td>
<td>T-cell differentiation protein</td>
<td>Apoptosis</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Interleukin 1, alpha</td>
<td>Apoptosis, cell cycle, cell proliferation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Interleukin 1, beta</td>
<td>Apoptosis, cell cycle, cell proliferation</td>
</tr>
</tbody>
</table>

Table 13.4 Genes located on chromosomal regions affected by aneuploidy in both canine and human meningioma. Modified with permission (Courtay-Cahan et al., 2008)
<table>
<thead>
<tr>
<th>CFA&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Case&lt;sup&gt;b&lt;/sup&gt;</th>
<th>HSA&lt;sup&gt;c&lt;/sup&gt; aneuploidies&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Gene name</th>
<th>Biological process(es) &lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>2p13.3–p11.2</td>
<td>a: II, III</td>
<td>HtrA serine peptidase 2</td>
<td>Apoptosis</td>
<td></td>
</tr>
<tr>
<td>1p13.2–p12</td>
<td>d: II, III</td>
<td>Homeodomain interacting protein kinase 1</td>
<td>DNA damage response (apoptosis)</td>
<td></td>
</tr>
<tr>
<td>17q22–q24</td>
<td>B</td>
<td>1p13.2–p12</td>
<td>d: II, III</td>
<td>DEAD (Asp–Glu–Ala–Asp) box polypeptide 20</td>
</tr>
<tr>
<td>27q11–q13</td>
<td>C</td>
<td>12p13.33–q13.2</td>
<td>d: III &gt; I, II</td>
<td>Extra spindle pole bodies homolog 1</td>
</tr>
<tr>
<td>27q11–q13</td>
<td>C</td>
<td>12p13.33–q13.2</td>
<td>d: III &gt; I, II</td>
<td>Nuclear receptor subfamily 4, group A, member 1</td>
</tr>
<tr>
<td>32q14–q15.2</td>
<td>B</td>
<td>4q21.1–q27</td>
<td>d: III &gt; II</td>
<td>Calcium/calmodulin-dependent protein kinase type II delta chain</td>
</tr>
</tbody>
</table>

The genes listed are among those that are annotated (in the NCBI 36 and the CanFam 2.0 assemblies of the human and canine genome sequences, respectively) as being located on syntenic chromosomal segments that are affected by copy number abnormalities in both canine and human meningiomas. The basis for the selection of the genes listed here is the GO Consortium<sup>37</sup> ‘Biological Process’ annotation(s) assigned to each gene.<sup>a</sup>

<sup>a</sup>The cytogenetic co-ordinates of the deleted chromosomal regions in the canine meningioma. <sup>b</sup>Cases are identified from the ideograms generated by the SmartCapture 2 software on the basis of the DAPI banded karyotype of the canine genome<sup>35</sup>.<sup>c</sup>The syntenic regions of the human genome were identified by reference to the ‘Synteny View’ application of the Ensembl Dog Genome Browser<sup>38</sup> and subsequently to the ‘Map View’ application of the Ensembl Human Genome Browser.<sup>d</sup>The chromosomal copy number abnormalities in human meningiomas<sup>18–21,23,25,34,53,54,55</sup> are denoted by ‘abnormality type: meningioma grade(s) affected by abnormality’, where d = deletion, a = amplification, I = grade I, II = grade II and III = grade III.<sup>e</sup>The only biological process(es) among those assigned to each gene that are listed here are those that correspond to the potentially biologically significant processes identified by EASE analysis.
13.5.1.4 Canine Oligodendrogliomas

Oligodendrogliomas are relatively common tumors in dogs, especially affecting brachycephalic breeds, comprising 28% of neuroectodermal tumors and 14% of primary CNS tumors overall (Fig. 13.4) (Snyder et al., 2006). Many canine oligodendrogliomas are mixed tumors with areas of astrocytic, and sometimes ependymal, differentiation, with similar clinical neuroimaging (Fig. 13.8) and molecular expression characteristics to astrocytomas (Tables 13.2 and 13.3) (Koestner et al., 1999).

13.5.1.5 Canine Choroid Plexus Papillomas

Choroid plexus papillomas are relatively common tumors in dogs (Fig. 13.4), with a reported frequency similar to that of glioblastomas (about 12% of neuroglial tumors). The median age of dogs with these tumors is 6 years (Snyder et al., 2006). The majority (>50%) of these tumors in dogs are located in the fourth ventricle, with the lateral and third ventricles also being affected (Cantile et al., 2002; Ribas et al., 1989; Thankey et al., 2006; Westworth et al., 2008, 2006). Immunohistochemistry differs from some of the other canine neuroectodermal tumors (Tables 13.2 and 13.3).

13.5.2 Prognosis and Treatment for Canine CNS Tumors

In general, the prognosis of animals with tumors of the nervous system is guarded to poor, but depends on tumor location, surgical accessibility, rate of tumor growth, and degree of damage to the nervous tissue. There are many confounding factors present in the veterinary medical literature, often based on the fact that these animals are pets, which make interpretation of results difficult. These factors would always need to be considered when using the
dog as a natural tumor model. Such factors include (i) currently all data are retrospective; (ii) measures of outcome are poor: survival is often erroneously used as a marker of outcome but this is frequently determined by a owner’s decision to euthanize their pet and is therefore susceptible to marked variability; (iii) many studies lack histological confirmation which often requires a surgical procedure that may not be an acceptable option for some owners. Where histological confirmation has existed, it has rarely been stratified by grade and molecular composition of the tumor; (iv) case recruitment is low and is often hampered by the financial aspects of treatment; (v) surgery and radiation protocols are extremely variable; (vi) inclusion of cases with marked variation in clinical signs; and (vii) lack of control data. Although this is frustrating, the end result is the lack of a ‘gold standard’ therapy for these cases, which means that enrollment in a well-designed trial evaluating a novel treatment is still very attractive for veterinary clinicians and animal owners alike. The size of dogs has been of value in the assessment of several therapeutic methods that would have
been difficult to translate from murine models alone. Such approaches have included surgery, radiation and hyperthermia, photodynamic therapy, gene therapy, and novel imaging (Hansen and Khanna, 2004).

Standard management of canine brain tumors has tended to be similar to the human scenario, involving surgical resection, radiation therapy, and chemotherapy. Identification and characterization of tumors from tissue biopsies at the time of surgery or using stereotactic-guided biopsy devices is obviously beneficial in establishing the most appropriate therapeutic regimens (Koblik et al., 1999a, b; Long et al., 2002; Platt et al., 2002; Vernau et al., 2001). However, many dogs with brain tumors have been irradiated without a prior histopathological diagnosis, one of the several factors confounding the canine brain tumor survival data (Brearley et al., 1999; Evans et al., 1993; Heidner et al., 1991; Spugnini et al., 2000; Turrel et al., 1984). Clinical factors that have been shown to improve prognosis for dogs with brain tumors include a solitary site of involvement, mild-to-moderate neurologic signs, and normal cerebrospinal fluid findings (Heidner et al., 1991). More recently, the proliferation fraction of the tumor, the extent of VEGF expression within the tumor, and the quantitative DNA abnormalities present have been purported as having influence on outcome (Courtag-Cahan et al., 2008; Platt et al., 2006c; Theon et al., 2000).

Surgery is considered the primary therapeutic modality for meningioma in dogs. In several reports of canine meningiomas treated with surgery alone, mean survival times range from 138 to 1254 days (Axlund et al., 2002; Greco et al., 2006; Kostolich and Dulisch, 1987; Niebauer et al., 1991). No study stratified the tumors by grade or malignancy. The marked variability appears to relate at least to the extent of surgery performed, with radical total resection using ultrasonic aspirators achieving the best outcome (Greco et al., 2006). No significant data exist for the treatment of neuroectodermal tumors with surgery alone.

Several studies have shown that radiation therapy appears to significantly extend survival for a variety of canine intracranial tumors (Bley et al., 2005; Brearley et al., 1999; Heidner et al., 1991; Spugnini et al., 2000); mean survival in these studies ranges from 140 to 370 days. Radiation therapy protocols described for canine intracranial neoplasia include both hyperfractionated and hypofractionated weekly to daily doses, generally with a maximum total dose in the current literature of 38 Gy (Axlund et al., 2002; Brearley et al., 1999; Spugnini et al., 2000). The variability in the radiation regimens used in veterinary medicine has made interpretation of the literature in this area complicated; however, tolerance of the canine CNS to radiotherapy has been evaluated and more optimal treatment protocols have become customary (Gavin et al., 1997). Radiosurgery using a stereotactic head frame system has been documented in a small number of dogs; survival data cannot be interpreted but it was demonstrated to be a feasible and safe technique (Lester et al., 2001). Boron neutron capture therapy has also been evaluated in dogs in a phase I trial with safety demonstrated (Kraft et al., 1994); initial clinical results similar to that achieved with conventional radiation have been seen (Gavin et al., 1989; Kraft et al., 1992).
Dogs have also been used in radiation treatment trials evaluating hyperthermia and photodynamic therapy (Kangasniemi et al., 2004; Thrall et al., 1999; Whelan et al., 1993). Twenty-five dogs received radiation therapy and 20 the combination of radiation and whole body hyperthermia (WBH) (Thrall et al., 1999). Total radiation dose was randomly assigned and were 44, 48, 52, 56, or 60 Gy. Because of WBH toxicity, or tumor progression, 7 of the 45 dogs received less than the prescribed radiation dose. For WBH, the target rectal temperature was 42°C for 2 h and three treatments were planned. In 5 of the 20 dogs randomized to receive WBH, only one WBH treatment was given because of toxicity. WBH toxicity was severe in six dogs, and resulted in death or interruption in treatment. Most tumors did not undergo a complete response, making it impossible to differentiate tumor recurrence from brain necrosis as a cause of progressive neuropathy. Therefore, survival was the major study endpoint. There was no survival difference between groups. One-year survival probability (95% CI) for dogs receiving radiation therapy alone was 0.44 (0.25, 0.63) versus 0.40 (0.19, 0.63) for dogs receiving radiation and WBH. There was no difference in the incidence of brain necrosis in the two treatment groups. Results suggested that use of WBH alone to increase the temperature of intracranial tumors as a means to improve radiation therapy outcome is not a successful strategy (Thrall et al., 1999).

Photodynamic therapy was studied in dogs with posterior fossa glioblastomas (Whelan et al., 1993). This mode of therapy consisted of intravenous administration of Photofrin-II at doses ranging from 0.75 to 4 mg/kg 24 h prior to laser light irradiation in the posterior fossa. Tissue levels of Photofrin-II were four times greater in the tumor than in the surrounding normal brain. Irradiation was performed using 1 h of 500 mW laser light at a wavelength of 630 nm delivered through a fiberoptic catheter directly into the tumor bed via a burr hole. All animals receiving a high dose (4 or 2 mg/kg) of Photofrin-II developed serious brain stem neurotoxicity resulting in death or significant residual neurological deficits. A lower dose (0.75 mg/kg) of Photofrin-II produced tumor kill without significant permanent brain stem toxicity in either the control animals or the animals with cerebellar brain tumors receiving photodynamic therapy (Whelan et al., 1993).

Postoperative radiation therapy appears to further extend survival times in dogs with brain tumors (Axlund et al., 2002). Mean survival in dogs with meningiomas following surgery and radiation ranges from 441 to 1150 days (Axlund et al., 2002; Brearley et al., 1999; Theon et al., 2000). However, the same findings have not been shown with canine gliomas, in which there has only been a trend toward adjunctive radiotherapy being beneficial; when this literature is critiqued, it is most likely that this results from too few cases being evaluated and poor histological inclusion criteria.

The data documenting long-term control of canine brain tumors using cytotoxic chemotherapy with or without surgery and/or radiation are poor (Fulton and Steinberg, 1990). Both hydroxyurea and lomustine have been evaluated but interpretation of the results is not possible.
13.5.3 Canine Brain Tumor Experimental Treatment Trials

Several small-scale preclinical treatment trials have utilized the dog as a naturally occurring model. These include immunotherapy, gene therapy, convection-enhanced delivery, and cell-encapsulated anti-angiogenic therapy. These will be briefly highlighted here.

13.5.3.1 Immuno therapy

Cell-mediated immunity against spontaneous gliomas in five dogs was mobilized by culturing and stimulating autologous lymphocytes then returning them to the postoperative tumor bed (Ingram et al., 1990). Clinical improvement and reduction of tumor size were seen in all dogs.

13.5.3.2 Gene Therapy

The ideal use for the dog with spontaneous CNS neoplasia with regard to gene therapy has been for the investigation of delivery methods. Intra-arterial vector administration has been evaluated in dogs. Recombinant adenovirus vector bearing the *Escherichia coli* beta-galactosidase reporter gene was selectively injected into the vascular supply of a spontaneously occurring canine olfactory groove meningioma (Chauvet et al., 1998). The tumor and a small amount of peritumoral brain tissue were removed 5 days after viral injection and stained to assess gene delivery. The authors noted significant beta-galactosidase gene expression by the tumor, but not by surrounding brain tissue; no obvious viral-related cytotoxicity was noted (Chauvet et al., 1998).

13.5.3.3 Convection-Enhanced Delivery

Convection-enhanced delivery (CED), also referred to as high flow microinfusion, is a promising local delivery technique utilizing the bulk flow of molecules of varying sizes to specific areas within the central nervous system (Dickinson et al., 2008a; Fiandaca et al., 2008). The use of this delivery technique aids passage of significant volumes of drug past the blood–brain barrier, reaching the target with minimal toxicity. The technique has been documented in normal dogs (Dickinson et al., 2008a), with real time MR monitoring of the drug delivery for optimization of the infusion. Currently, a pilot clinical trial is underway by the same group, investigating intratumoral CED of liposomal CPT-11 (irinotecan), in canine spontaneous gliomas. Irinotecan, which is a topoisomerase 1 inhibitor, delivered in this manner has been well tolerated and resulted in improved clinical examinations and decreased MR-assessed tumor volumes (Dickinson, 2007).
13.5.4 Canine Glioma Cell Lines

Prior to the use of novel therapies in the dog with spontaneous intracranial neoplasia, animal use authorities and the dog’s owners need to be convinced of safety. Therefore, prior in vitro and mice studies evaluating the proposed drug are preferable. For the in vitro and mice studies to be as representative as possible, it would be ideal to use brain tumor cell lines from a spontaneously occurring neoplasia in the dog. Tumor cells from a spontaneously arising canine astrocytoma have been isolated and cloned (Berens et al., 1993). The cell lines were tumorigenic as subcutaneous xenografts or as intracranial implants in athymic mice, or both (Berens et al., 1993). The histology of both the initial spontaneously occurring tumor in the dog and the intracranial astrocytoma in athymic mice demonstrated features of diffuse infiltration into normal brain. These canine glioma cell lines were proven to be karyotypically stable for 1 year in culture and carry the same marker chromosomes as the parental lines (Berens et al., 1993).

The same group subsequently induced long-term immune tolerance to an allogeneic cell line derived from a spontaneous canine astrocytoma in dogs (Berens et al., 1999). Allogeneic astrocytoma cells were implanted endoscopically into the subcutaneous space of fetal dogs before the onset of immune competency (<40th gestational day). At adulthood, the dogs rendered tolerant were proposed to successfully serve as recipients of intracranial transplants of their growing allogeneic, subcutaneous tumor (Berens et al., 1999). Transplanted dogs subsequently developed a solid brain tumor with histological features similar to the original astrocytoma. This model showed promise for the development and evaluation of new therapies for brain tumors; however, the ethics of this procedure were brought into question and it has not been further used. With these problems in mind, the established canine cell line, J3T, has since served as an in vitro model or used in vivo in mice.

It has been demonstrated that cultured J3T cells can be efficiently infected by adenovirus, herpes-simplex type I, or retrovirus vectors, as well as by non-virus vectors such as cationic liposome/DNA complexes (Rainov et al., 2000). Thus, in terms of infectability and transfectability, J3T cells seem to be closer to human glioma than the 9L rat gliosarcoma. Further, it was proven that J3T cells are tumorigenic and may grow heterotopically and orthotopically in a xenogeneic immunodeficient host, the SCID mouse, although morphology and growth pattern of these xenogeneic tumors differ from the demonstrated invasive phenotype in the Beagle dog (Rainov et al., 2000).

The J3T cells have also been efficiently transduced by HC-Ads expressing mCMV-driven HSV1-TK, which induced 90% reduction in cell viability in the presence of ganciclovir (Candolfi et al., 2007b). Additionally, adenoviral-mediated gene transfer of HSV1-TK, Flt3L, and betaGal was detected in J3T cells in vitro with 45% transduction efficiency (Candolfi et al., 2007a).
13.5.5 Problems and Challenges with the Use of Spontaneous Canine Brain Tumors

Companion animal models cannot be used in all translational settings. The progression of cancer in dogs, although faster than in humans, is slower than in most murine models, so it may take some time for large-animal trials to provide informative data (Hansen and Khanna, 2004). A randomized clinical trial of a new agent in companion animal cancer may require over a year for completion. The cost of clinical trials in companion animals is significantly greater than for most murine studies. In the development of new drugs, these costs are primarily associated with the production of sufficient quantities of drug to treat large animals. However, in general, clinical trials on veterinary patients can be completed at significantly less expense than similar human trials. Professional services, clinical pathology, and diagnostic imaging, although of high quality, are comparatively of low cost (Vail and MacEwen, 2000).

There are several further issues that challenge the use of dogs with spontaneously occurring intracranial tumors as preclinical experimental models. Case recruitment for trials will be hampered by (i) the relatively low number of cases diagnosed at a point which is too late for treatment; (ii) the potential financial obligations of the pet owner to obtain a diagnosis prior to inclusion; and (iii) the emotive nature of treatment trials on pet animals. Problems occurring during the treatment trial will potentially include (i) compliance and follow-up by the pet owner; (ii) the financial burden of addressing complications arising from the treatment; (iii) a practical, time-efficient yet objective surrogate measure of outcome; and (iv) difficulty obtaining the body for postmortem should the animal die at home.

Many of these issues are not insurmountable but overcoming them will require an extensive and organized collaboration between veterinary teams, pharmaceutical companies, basic scientists, and human medical neuro-oncology experts. The enthusiasm for this model already exists within many of these groups and the preclinical trial context has received some institutional support through the National Cancer Institute Comparative Oncology Program (Kimmelman and Nalbantoglu, 2007). The goals of this program are to facilitate companion animal cancers in cancer research through the characterization of these models and the design and implementation of preclinical translational trials (Hansen and Khanna, 2004).

13.6 Summary

The strong clinical, biologic, molecular, and genomic similarities between canine and human brain tumors suggest that studying dogs with cancer is likely to provide a valuable additional perspective to human and murine studies. The value of this opportunity is being increasingly recognized in the field of cancer
research for further understanding of tumorigenesis and the evaluation of novel treatments. Provided well-designed humane guidelines are adhered to, clinical trials involving companion animals are more acceptable to the public at large than many laboratory animal investigations. Veterinary institutions involved in clinical trials consistently use informed client consent, and institutional review boards ensure proper study design, and ethical standards are maintained. However, because the ‘standard of care’ has not been established for canine brain tumors, more latitude in prospective clinical trials is allowable, and it is easier to instigate trials that attempt new and innovative treatment strategies. Most pet owners are highly committed and actively seek innovative and promising new therapies to treat their animal’s cancer, with the potential for improving our ability to treat cancer in other companion animals and people being seen as an additional benefit. It is reasonable to believe then that the neuro-oncology field will view dogs and other animals with naturally occurring cancers as common, valued and necessary parts of tumorigenesis research and the drug development process.
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Prognostic Factors and Biomarkers
Chapter 14
p53 Pathway Alterations in Brain Tumors

Shaoman Yin and Erwin G. Van Meir

Abstract Mutations in the TP53 gene or the p53 pathway are required for the formation of many human cancers, including brain tumors. The p53 protein is a multi-modal tumor suppressor that controls many processes that are disrupted during tumor formation, in large part by functioning as a transcription factor. p53 regulates the expression of many target genes, including those encoding anti-proliferative, pro-apoptotic, and anti-angiogenic proteins that mediate many of its intracellular tumor-suppressive activities. The p53 protein can also directly induce apoptosis by associating with mitochondrial proteins in a transcription-independent fashion. Furthermore, p53 exerts oncosuppressive effects through cell-extrinsic mechanisms that rely heavily on its ability to control exosome-mediated protein secretion. Here we provide an overview of p53 functions in tumor suppression and review its involvement in the formation of brain tumors.
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14.1 Introduction

The p53 protein, co-discovered in 1979 by several groups (DeLeo et al., 1979; Kress et al., 1979; Lane & Crawford, 1979; Linzer & Levine, 1979; Melero et al., 1979), is a 53 kDa sequence-specific transcription factor. p53 prevents the development and progression of tumors by exerting important regulatory control over cell-intrinsic and extrinsic signaling. One of the main tumor-suppressive functions of p53 is to detect cellular damage and respond by triggering a protective response that can lead to cell cycle arrest and activation of repair mechanisms, or to the elimination of the damaged cell through apoptosis or senescence. This cell “policing” function of p53 earned it the title of “the guardian of the genome.” Recent research shows that p53 also plays a role in angiogenesis, glycolysis, cell differentiation, development, and aging (Efeyan & Serrano, 2007; Joerger & Fersht, 2008; Ko & Prives, 1996; Levine, 1997; Strano et al., 2007a).

The p53 protein is a transcription factor that can directly activate the expression of many target genes, which influence multiple biological processes in the cell including apoptosis, cell proliferation, senescence, DNA repair, and others. The multiple biological pathways in which p53 is involved may explain in part why TP53 is the most frequently inactivated gene in cancer. Here, we review the molecular and biological functions of p53 and examine how their loss may contribute to brain tumor development. These findings emphasize the importance of p53 in the formation of astrocytomas and allowed the development of therapies for cancers with disrupted p53 tumor suppressor pathways.
14.2 The p53 Family

The p53 protein family consists of three transcription factors: p53, p63, and p73. These proteins share significant structural and functional similarities. The p63 and p73 proteins share 63% identity with p53 in the DNA-binding domain and can bind to canonical p53-DNA-binding sites, transactivate the promoters of known p53 target genes and suppress growth and induce apoptosis (Jost et al., 1997; Kaghad et al., 1997). Other evidence shows that p63 and p73 play a role in the regulation of normal development (Mills et al., 1999; Yang et al., 1999, 2000). Nevertheless, it rapidly became clear that p53, p63, and p73 have overlapping but distinct functions (Levrero et al., 2000).

Both p63 and p73 have a variety of isoforms through both alternative gene splicing and the use of internal promoters. The human p63 gene can be transcribed into six different mRNA splice variants, encoding six different p63 protein isoforms (Yang et al., 1998). The human p73 gene can be transcribed into 35 different mRNAs, which can generate 28 different p73 protein isoforms (Ikawa et al., 1999). These isoforms not only exert dominant-negative effects (Benard et al., 2003; Melino et al., 2003), but also activate specific target genes (Dohn et al., 2001; Wu et al., 2003). The functions of each p73 or p63 isoform are still under investigation, and it seems that each of them may have specific and distinct activities (Harms & Chen, 2006). p73 is less frequently mutated in human cancers (Nimura et al., 1998; Shishikura et al., 1999), although a high rate of gene loss has been noted in advanced stage neuroblastoma. This suggests a possible role of p73 in the progression of neuroblastoma (Ichimuya et al., 1999; Ichimuya et al., 2001). Mutation in p63 is found in carcinomas at low frequency as well (Akahoshi et al., 2003; Kato et al., 1999).

Recently, human p53 itself was reported to have six different isoforms (Bourdon et al., 2005). Each p53 isoform may play different roles in the regulation of p53 function. The p53β isoform enhanced p53 target gene expression by binding p53-responsive elements, while another isoform (133p53) inhibits wt p53-mediated apoptosis when co-expressed in H1299 lung cancer cells. The interplay mechanisms between p53 isoforms remain unclear. It was found that the mRNA expression levels of p53 variants in human breast cancer were different than in normal breast tissue. This adds more complexity in linking p53 status to cancer drug sensitivity and biological characterization (Bourdon et al., 2005). The identification of p53 family members and their variant isoforms has enriched but also challenged our understandings of the basis of p53 regulation and mechanisms of activation. Clearly, further studies are needed in this area.

14.3 p53 Functions: Intracellular Effects

The major function assigned to p53 in cells of most human tissues is the maintenance of DNA integrity and genome stability, hence its designation as the “guardian of the genome.” The p53 protein accomplishes this in two ways:
either by directly participating in the mechanisms of repairing DNA damage or by indirectly inducing cell cycle arrest, senescence, or apoptosis to prevent the propagation of DNA mutations in cells.

The p53 protein is a key regulator of transcription and it can directly activate the expression of many target genes containing a p53-responsive element with a consensus sequence formed of two PuPuPuC(A/T) motifs separated by 0–13 bp (el-Deiry et al., 1992). The p53 protein also indirectly influences gene transcription by interacting with other DNA-binding proteins, such as CBF (CCAAT binding factor)/CBP (CCACT binding protein) and TBP (TATA-binding protein), which inhibit the transactivation of genes containing CCAAT and TATA regulatory elements (Fulci et al., 1998; Fulci & Van Meir, 1999).

14.3.1 p53 and Cell Cycle Arrest

The p53 protein exerts its negative regulatory action on the cell cycle at the G1 or G2/M phases when the cell is exposed to DNA damage (Iliakis et al., 2003; Kastan et al., 1995). Induction of a reversible G1 cell cycle arrest was first studied in fibroblast cell lines (Nilausen & Green, 1965) and it was conceptualized that this mechanism was in place to provide the cell time to repair its damaged DNA before proceeding with cytokinesis. In other cell types, the p53 cell cycle arrest was found to be more profound and lead to an irreversible senescent-like process (Marusyk et al., 2007). In human glioma cells, p53-induced growth arrest has been found to be reversible in some cell lines (Mercer et al., 1990), whereas in others TP53 transfer induced morphological changes reminiscent of a quiescent or senescent cellular state (Van Meir et al., 1995) or induced apoptosis (Cirielli et al., 1999).

The main molecular mechanism by which p53 induces cell growth arrest is by acting as a transcription factor. Many genes involved in cell cycle regulation are induced by p53, but the best characterized is \textit{CDKN1A}. This gene encodes the p21 cell cycle inhibitor that binds and inhibits cyclin-dependent kinases, thus leading to cell cycle arrest (Fig. 14.1). A second important transcriptional target of p53 that regulates the cell cycle is the \textit{14-3-3} gene. The 14-3-3 gene protein can regulate cell cycle arrest by promoting cytoplasmic sequestration of the phosphatase cdc25c that is essential for G1-S phase cell cycle progression (Kumagai & Dunphy, 1999; Yang et al., 2003). The role of p53 in mediating cell cycle arrest at the G2/M transition appears to involve a separate set of p53 transcriptional targets including Reprimo, B99, and mcg10 (Ohki et al., 2000; Utrera et al., 1998; Zhu & Chen, 2000).

In summary, upon cellular DNA damage, activation of p53 can stop the progression of the cell cycle at both the G1/S and G2/M phases through distinct downstream targets. When DNA damage is successfully repaired, p53 signaling disappears and cell cycle progression can resume. Absence of p53 function in cancer allows multiplication of cells with increased mutation load and contributes to the accumulation of genetic defects which lead to cancer progression.
14.3.2 p53 and Apoptosis

One of the main biological outcomes of p53 activation in cells is the induction of programmed cell death. Transfer of exogenous \textit{TP53} can induce apoptosis in different cell types, including human brain tumor cells. Evasion of p53-mediated pro-apoptotic pathways is a key step in tumor development and can occur at different stages of tumor formation depending on organ type. Restoration of p53-mediated apoptosis via therapeutic agents is a sought-after strategy for the development of novel clinical treatments.

The mechanisms through which p53 can induce apoptosis are incompletely understood. It is now clearly established that p53 activates pro-apoptotic signaling through transcription-dependent and independent pathways. The most intensively investigated mechanism is the transcriptional activation of genes whose products are direct mediators of apoptosis signaling. A majority of studies have focused on a cell-intrinsic mechanism of apoptosis control and there is a long list of pro-apoptotic target genes of p53. Over 20 pro-apoptotic mediators have been documented to be direct transcriptional targets of p53 (Table 14.1). p53 can also influence apoptosis through transcriptional repression of genes involved in cell survival. A typical example is the \textit{BCL-2} gene that is inhibited by p53 and blocks apoptosis (Miyashita et al., 1994).

In addition to the role of p53 in transcriptional activation of apoptosis-inducing genes and repression of apoptosis-suppressing genes, there is a growing appreciation for an apoptotic role of p53 separate from its nuclear transcription activity. Recent studies show that p53 participates in mitochondrial-mediated apoptosis. Upon stress stimuli, stabilized p53 is translocated to the mitochondria, where it forms complexes with BCLXL and BCL2, thereby activating BAX and other
pro-apoptotic BH3-only proteins. These changes result in cytochrome c release, caspase activation, and programmed cell death. Moreover, cytoplasmic p53 was found to be both necessary and sufficient to induce this process that is independent of new protein synthesis, consistent with a non-transcriptional mechanism (Chipuk et al., 2004; Erster & Moll, 2005).

### 14.3.3 p53 Regulation of Cellular Senescence

p53 activation plays an essential role in both replicative senescence and non-replicative senescence (Itahana et al., 2001). Normal human cells have a finite proliferative lifespan, ending in replicative senescence, known as the Hayflick limit. This process is largely controlled by the length of the telomeres, cap structures at the end of chromosomes that erode over cycles of DNA replication. Cancer cells need to overcome cellular senescence by reactivating telomerase, the enzyme responsible for rebuilding eroded telomeres. This leads to the process of telomere regeneration and cell immortalization and is critical to cell transformation. In human cancers this process is associated with inactivation of the \( TP53 \) and \( RB1 \) genes, and activation of hTERT and oncogene signaling (Hiyama et al., 1995; Ohki et al., 2003). Experimental transformation
of fibroblasts illustrates the need for inactivation of the pro-senescence response of p53. Expression of oncogenic ras in murine fibroblasts can convert p53 into a senescence inducer, resulting in permanent cell cycle arrest (Ferbeyre G et al., 2002). Inactivation of p53 by SV40 virus T antigen extends the replicative lifespan in human-cultured primary fibroblasts (Lin & Simmons, 1991). Another senescence pathway is controlled by p16/RB. Like p21, the activation of p16 inhibits cyclin-dependent kinases, making them unavailable for pRb phosphorylation. As phosphorylation of pRb is an important step in cell cycle progression, this signaling also contributes to the occurrence of senescence. The relationships between the p53 and Rb-mediated pathways in cellular senescence are still unclear (Zhang, 2007), but the transformation of brain tumor cells usually requires the inactivation of both pathways. This usually occurs by p53 mutation and loss of the p16 gene.

A tumor cell’s ability to escape the control of senescence by alterations in the p53 signaling pathway is consistent with the tumor-suppressive roles of p53 (Vogelstein et al., 2000). However, it is unclear how activation of p53 results in variable outcomes, such as senescence, cell growth arrest, and apoptosis. There are two basic models to explain the different events after p53 activation. In the quantitative model, p53 expression level and its variant affinity to different downstream targets are sufficient to determine the outcome. Low protein levels of p53 may induce reversible cell growth arrest, while high levels of p53 may be responsible for senescence or apoptosis. In the qualitative model, p53 signaling is influenced by tissue origins, cell types, and different kinds of stress (Ruiz et al., 2008). Understanding what controls the downstream response switch of p53 is critically important for therapy. Ideally tumor cells should be driven toward apoptosis, while normal cells would undergo temporary cell cycle arrest.

14.3.4 p53 and the Mechanisms Maintaining Genomic Integrity

The p53 protein exerts its safeguarding functions on the genome through different mechanisms: (i) wt p53 represses DNA homologous recombinacion (HR) on both extrachromosomal and intrachromosomal DNA substrates. The regulation of HR is independent of p53’s classic tumor suppressor function (Sengupta & Harris, 2005). (ii) the C-terminal domain of p53 binds to transcription-repair TFIIH-associated factors including ERCC2 and ERCC3, which are involved in strand-specific DNA repair (Wang et al., 1995). (iii) p53 activates target genes like CDKN1A, Msh2, and p48 to give time for repair and to directly promote removal of alkyl adducts, mismatch repair, and nucleotide excision repair (Gatz & Wiesmuller, 2006). (iv) p53 prevents the occurrence of multiple rounds of DNA replication before mitosis, thus preventing polyploidy, a hallmark of cancer cells (Duursma & Agami, 2005). (v) p53 also plays an important role in the monitoring of proper spindle polarity and spindle microtubule assembly so as to ensure balanced chromosome segregation during cell division (Kramer et al., 2002).
14.3.5 p53 and MicroRNA

Recent reports have found that wt p53 can induce the generation of active microRNAs, such as miR-34a and miR-34b/c. MicroRNAs are 20–23 base pair RNAs that bind to an RNA-induced silencing complex (RISC) which can bind to the 3’ untranslated regions of mRNAs and prevents their translation (see Chapter 27). The targets of miR-34a, including cyclin D1 (CCND1), CDK6, Bcl2, and c-met, contribute to cell survival and proliferation. Activation of miR-34a downregulates translation of these targets leading to the induction of apoptosis, cell cycle arrest, and senescence (Chang et al., 2007; Corney et al., 2007; He et al., 2007; Raver-Shapira et al., 2007). The most recent results show that another kind of microRNA, miR-21, activates p53-related signaling in glioblastoma cells, thereby inhibiting cell growth and promoting apoptosis (Papagiannakopoulos et al., 2008). Recent works also suggest that both microRNAs and p53 are important regulators in cancer stem cells (Jerry & yan, 2008; Papagiannakopoulos & Kosik, 2008; Zhang et al., 2008). As these different microRNAs regulate hundreds of different proteins, these findings add a new, challenging layer of complexity to the p53 network.

14.3.6 p53 and Invasion/Motility

Given the invasive nature of diffusely infiltrating astrocytomas of all grades and the presence of p53 mutations early in tumor progression, studies examining a potential role for p53 in cell motility are warranted. Initial studies have highlighted that the combination of activated H-ras and inactivated p53 promotes the migratory behavior of glioma cells. However, restoration of wt p53 alone is not sufficient to inhibit the invasion process (Gunther et al., 2003). In a mouse embryonic model, overexpression of CDC42 resulted in the formation of filopodia, and this process could be reversed by wt p53, suggesting that p53 regulates CDC42-mediated motility effects (Gadea et al., 2002). Recent experiments suggest that p53 coordinates an anti-invasive response by down-regulating the CXCL12/CXCR4 signaling axis (Mehta et al., 2007; Moskovits et al., 2006). Whether the aforementioned mechanisms of p53 regulation of cellular invasion/motility are linked to the invasive properties of astrocytomas and other brain tumors remains to be determined.

14.3.7 p53 in Differentiation, Development, and Aging

The expression of p53 in several undifferentiated cell types results in progression to a more differentiated state (Porrello et al., 2000; Shaulsky et al., 1991; Soddu et al., 1996). For example, endogenous p53 was shown to induce the differentiation of mouse embryonic stem cells by suppressing Nanog expression (Xu, 2005). Conversely, astrocytes derived from p53−/− mice are more readily transformed
to malignant gliomas through in vitro passaging (Yahanda et al., 1995). p53-Mediated apoptosis is also a necessary step in spermatogenesis (Shetty et al., 2008). Similarly, other p53 family members p63 and p73 have been implicated in the specification and differentiation of squamous epithelial cells (Candi et al., 2006; Koster et al., 2004), and neuron cells (Ozaki et al., 2005). The increased pro-apoptosis activity of p53 in the CNS may contribute to the development of several neurodegenerative diseases (Miller et al., 2000).

The p53 protein also regulates the aging process, which can be viewed as the senescence of the whole organism. However, the physiological role of p53 in aging seems to be controversial. Increased expression of p14ARF and p53 in mice induced strong resistance to tumor development and lowered levels of aging-related damage (Matheu et al., 2007). The authors hypothesized that p53 might activate some antioxidant-related genes, which might account for the decrease of aging-related damage. However, in another mouse model, the p53^{+/m} mice had an increased p53 activity with better tumor resistance, yet a 20–30% shorter life span.

It was suggested that p53-mediated apoptosis or senescence might deplete renewable tissues of proliferation-competent stem cells (Tyner et al., 2002). These seemingly conflicting results could be unified in a model, in which the expression level or regulation of p53/p14ARF determines how the aging process is affected. Constitutive expression of p53 is detrimental to aging because of uncontrolled cellular death or senescence, while mildly increased p53/p14ARF activity has anti-aging effects due to the elimination of damaged cells (Matheu et al., 2008).

### 14.3.8 p53 and Aerobic Respiration and Glycolysis

The p53 protein regulates mitochondrial respiration through SCO2 (synthesis of cytochrome c oxidase 2) with associated changes in glycolytic activity (Assaily & Benchimol, 2006; Kruse & Gu, 2006; Matoba et al., 2006). In the HCT116 human colon cancer line, the targeted disruption of p53 results in reduced cytochrome oxidase (COX) enzymatic activity and COX subunit II protein levels. The oxygen consumption is also decreased in p53^-/- mice because of lower activity of COX (Matoba et al., 2006). In glial tumors, the glycolysis process is elevated and the content of mitochondria is lowered (La Schiavazza et al., 2008; Oudard et al., 1997). Further work is warranted to determine whether these alterations in energy metabolism may be relevant to the high incidence of p53 loss in brain tumors.

### 14.4 p53 Function: Effects on the Tumor Microenvironment (p53 Extracellular Effects)

While the vast majority of studies have focused on p53’s role in intracellular functions, a number of reports have found evidence that p53 can also exert extracellular effects. The mechanisms are largely unknown, but one possibility
is that p53 loss in tumors disrupts cell–cell regulatory functions that control tissue homeostasis. One potential mechanism is that p53 directly activates the transcription of secreted products or cell surface molecules involved in tissue homeostasis (Buckbinder et al., 1995; Komarova et al., 1998). Most interestingly, p53 was recently shown to induce the secretion of proteins through the exosome-mediated non-classical secretion pathway (Yu et al., 2006). This new function of p53 is regulated by p53-induced transcription of TSAP6 encoding a key regulator of exosome formation (Amzallag et al., 2004). The p53-regulated secretome contains proteins involved in various biological functions including extracellular matrix remodeling important for cell invasion and metastasis, release of cytokines and immune modulators, and signaling molecules affecting endothelial cells (Khwaja et al., 2006). These findings have important therapeutic implications, as p53 restoration in tumors through p53 gene therapy or other means might have therapeutic effects beyond the transduced cells and induce bystander effects in surrounding tumor cells (McCormick, 2001; Roth et al., 1996; Swisher et al., 1999). Here we will briefly discuss the emerging evidence for p53 involvement in two processes that involve heterotypic cell–cell communication, angiogenesis, and the immune response.

14.4.1 p53 and Angiogenesis

The formation of a tumor is a complex process and requires the de novo development of a vascular network to irrigate the tumor tissue. In the process of tumor angiogenesis, the tumor induces the formation of new blood vessels by sprouting of preexisting vessels or through recruitment of endothelial progenitors from the bone marrow. In the absence of neovascularization tumors remain small, limited in their growth and expansion, in a dormant state characterized by a balanced proliferation and cell death. Tumor expansion, growth, and metastasis proceed exponentially once the tumors switch to the angiogenesis phenotype. Loss of p53 function is one of the genetic switches for the activation of the angiogenic phenotype.

The p53 protein inhibits angiogenesis through both activation of angiogenesis inhibitors and repression of pro-angiogenesis factors (Teodoro et al., 2007). In cultured fibroblasts from patients with Li–Fraumeni syndrome, loss of the wild-type TP53 allele results in decreased expression of thrombospondin-1 (TSP1), a potent inhibitor of angiogenesis (Dameron et al., 1994). Restoration of TP53 alleles in these cells stimulates the endogenous THBS1 gene and reactivates TSP1 expression. The p53 protein has been shown to regulate the secretion of an angiogenesis inhibitor in the conditioned media of human glioma cells (Van Meir et al., 1994). Several reports have suggested candidates for this glioblastoma-derived angiogenesis inhibitory factor (GD-AIF). A G-protein-coupled receptor called brain angiogenesis factor 1 (BAI1) has been proposed as a target of p53 regulation (Nishimori et al., 1997), although subsequent work has not confirmed the activation of BAI1 by p53 in human glioma cells (Kaur et al., 2003). More recently p53 has
been shown to activate the alpha-2 collagen prolyl-4-hydroxylase (P4HA1) gene, resulting in the extracellular release of anti-angiogenic fragments of collagen types IV and XVIII. Conditioned media containing these fragments selectively inhibited growth of primary human endothelial cells. When expressed intracellularly or exogenously delivered, P4HA1 significantly inhibited tumor growth in mice (Teodoro et al., 2006). The p53 protein can transcriptionally activate the expression of maspin, a mammary serin proteinase inhibitor (Zou et al., 2000). Maspin restricts a cell’s ability to invade through basement membrane, a function required for cell invasion and metastasis as well as angiogenesis. Finally, p53 can also antagonize the expression of pro-angiogenic factors, including IL-8 (Khwaja et al., 2006), but the mechanisms underlying such inhibitory functions have not been investigated. In summary, through its transcriptional activity, p53 can block angiogenesis by inducing the expression of genes that block remodeling of the extracellular matrix and by inducing signals that directly block angiogenesis signaling.

14.4.2 p53 and the Immune Response

In addition to p53’s active role in suppressing angiogenesis, p53 may play a more passive role in activating the immune system against tumors. The accumulation of either wt or mutated p53 protein in most human cancers suggests that p53 might be useful as an antigen to induce immune responses that could be exploited for immunotherapy (Bueter et al., 2006). The presence of p53 antibodies in sera of tumor patients suggests that B cells respond to p53 accumulation by initiating p53 antibody production (Lubin et al., 1993; Schlichtholz et al., 1992). These antibodies were mostly IgG type, consistent with a T-cell-dependent response. Compared to wt p53, mutant p53 is usually more stable in cancer cells and some “cryptic regions” may become tumor-specific antigens that could elicit an immune response and contribute to tumor elimination (Fedoseyeva et al., 2000). One of the strategies for tumor immunotherapy is to develop p53-specific cytotoxic T lymphocytes. Both wt and mutant p53-derived peptides can induce cytotoxic lymphocyte responses and some clinical trials have been performed with favorable results (Carbone et al., 2005; Eura et al., 2000; McArddie et al., 2000). More recently, it was found that p53-specific CTLs were not affected by self-tolerance in animal models, suggesting their potential for broad applications in cancer immunotherapy (Lauwen et al., 2008). However, much is still unknown about how wt and mutant p53 behave differently in immune response and which determinants are decisive in antigen presentation.

14.5 p53 Regulation

p53 plays an important role in tumor suppression, but requires strong negative regulation to allow for normal growth and development. Not surprisingly, this regulation has many different facets, including the regulation of expression,
protein stability, and protein activity. Many post-translational modifications of p53 have been described including phosphorylation, acetylation, methylation, glycosylation, ribosylation, neddylation, and, most recently, O-GlcNAcylation (Bode & Dong, 2004) (Fig. 14.2). However, in vivo models have suggested that these modifications play only very subtle, modulatory roles in regulating p53 function (Toledo & Wahl, 2006).

14.5.1 The p14ARF/MDM2/p53 Pathway

Under normal conditions, p53 is unstable and rapidly degraded following binding by the E3 ubiquitin ligase MDM2. MDM2 binding abrogates p53 transcriptional activity and leads to its ubiquitination and degradation by the proteasome. However, upon cellular stress or damage, p53 is post-translationally modified and the association of MDM2 with p53 is disrupted. The stabilized p53 gains full function by post-transcriptional modifications and activates its downstream effectors. Several proteins have been identified to increase p53 degradation by promoting the interaction between p53 and MDM2, such as YY1 (Gronroos et al., 2004) and gankyrin (Higashitsuji et al., 2005), or by promoting the poly-ubiquitination of p53, such as p300/CBP (Grossman et al., 2003). In contrast, the 14-3-3σ protein positively stabilizes p53 by directly binding and inhibiting MDM2-mediated degradation (Yang et al., 2003).

The p53/MDM2 circuit is well controlled by both positive and negative feedback loops. There are two major routes for the activation of p53 after DNA damage. In the ARF pathway, oncogenic signaling activates p14ARF, which binds MDM2 and inhibits its E3 ubiquitin ligase function. p53 is released from MDM2, stabilized, and restored to its transcriptional activity. p14ARF is an upstream regulator of the MDM2/p53 signaling axis. It binds MDM2 and negatively regulates its function either by promoting its degradation or by sequestering it into the nucleolus, or both (Gallagher et al., 2006; Sharpless, 2005).
Overexpression of MDM2 through *MDM2* gene amplification or the absence of p14ARF through gene loss both lead to increased availability of MDM2 for p53 downregulation, and favor cellular transformation. Another key regulator of p53 is MDM4 (MDMX), a structural relative of MDM2. Like MDM2, MDM4 contains an N-terminal p53-binding domain and a RING domain at its C-terminus (Momand et al., 2000). However, MDM4 does not show E3 ubiquitin ligase activity (Jackson & Berberich, 2000) and functions predominantly by directly inhibiting p53’s transcriptional activity (Francoz et al., 2006) (Marine et al., 2007; Toledo & Wahl, 2007). The rates of alterations in the p53/MDM2/ARF pathway in glioblastoma are presented below.

In the ATM (ataxia telangiectasia-mutated) and ATR (ataxia telangiectasia and Rad-3-related) pathways, DNA damage induces the activation of ATM or ATR kinases that lead to p53 phosphorylation and disruption of the p53–MDM2 association. ATM also modifies MDM2 by phosphorylation and increases its degradation, which further contributes to p53 stabilization. To prevent excessive p53 activation, a homeostatic negative feedback loop is activated in the cell. This physiological regulatory mechanism is directly coupled to the levels of active p53 in the cell and is based upon p53 activation of *MDM2* transcription, returning p53 to background levels (Harris & Levine, 2005; Proctor & Gray, 2008).

### 14.5.2 Phosphorylation

p53 has multiple phosphorylation sites both in its N- and C-termini (Fig. 14.2) and phosphorylation regulates p53 activity in vivo (Appella & Anderson, 2000; Giaccia & Kastan, 1998; Kruse & Gu, 2008). Two important kinases that regulate p53 in response to DNA damage are ATM and ATR. ATM is activated by gamma irradiation and phosphorylates p53 on Ser15 and Chk2 (checkpoint kinase 2) on Thr68 (Banin et al., 1998; Canman et al., 1998). In response to UV damage, ATR is activated and phosphorylates p53 on Ser15/17 and Chk1 on Ser317/345 (Appella & Anderson, 2001; Tibbetts et al., 1999). The phosphorylated p53 and Chk1/2 lead to further downstream events for cell checkpoint control. In addition, N-terminal phosphorylations of p53 can recruit histone acetyltransferases, such as p300/CBP and PCAF, to induce acetylation in the C-terminal domain that block the non-specific DNA-binding sites on p53 (Bode & Dong, 2004; Sakaguchi et al., 1998).

The phosphorylation sites on p53 include Ser6, Ser15, Ser20, Ser37, Ser392 (Kulkarni & Das, 2008), and Thr55 (Cai & Liu, 2008). Nevertheless, despite extensive studies, the role of the different kinases in affecting p53 biological functions remains controversial. Mutations in single p53 phosphorylation sites have not shown any dramatic effects on p53 transcription activity or ability to suppress cell growth in vivo (Toledo & Wahl, 2006). In contrast, in some cases simultaneous phosphorylation at two or more sites significantly lessens p53
transactivation potential and/or DNA binding (Milczarek et al., 1997). Therefore, phosphorylation is likely to be a complex regulatory system for p53 function, and additional experiments are needed to better understand the importance of phosphorylation in p53 regulation and function.

14.5.3 Acetylation

Another mechanism that may play a critical role in p53 activation is acetylation (Gu et al., 2004). Multiple lysine (Lys) residues in p53 are candidate sites for acetylation. In vitro, Lys320 can be acetylated by P/CAF (p300/CBP-associated factor), while Lys373 and Lys382 are acetylated by p300 and CBP (Sakaguchi et al., 1998). In vivo studies show that some of these sites are acetylated in response to DNA-damaging agents, demonstrating that acetylation is a bona fide modification for p53 (Liu et al., 1999; Sakaguchi et al., 1998; Wang et al., 2008). However, despite the observation that acetylation can stimulate p53 DNA-binding activity in vitro (Gu & Roeder, 1997; Liu et al., 1999), the exact function of p53 acetylation and the identities of the acetylases that modify these sites in vivo remain to be established.

14.5.4 Subcellular Localization

As might be expected for a protein with nuclear, cytoplasmic, and mitochondrial functions, the subcellular localization of p53 can also play an important role in regulating its activity. MDM2 can promote the nuclear export of p53 in an ubiquitin ligase-dependent manner (Boyd et al., 2000; Li et al., 2004; Lohrum et al., 2001). Deubiquitination of p53 by HAUSP, a ubiquitin hydrolase, leads to its stabilization (Li et al., 2004). MDM2 and p53 do not leave the nucleus together; rather it seems that mono-ubiquitination of p53 by MDM2 leads to an unmasking of the nuclear export sequence within the C-terminus of p53 (Gu & Roeder, 1997). Three other ubiquitin ligases, Cullin 7 (CUL7), WWP1 (Andrews et al., 2006), and Parc (Nikolaev & Gu, 2003; Nikolaev et al., 2003), also promote the cytoplasmic localization of p53. None of these E3 ligases target p53 for degradation, but result in the accumulation of transcriptionally inactive p53 in the cytoplasm. Similarly, regulation of p53 ubiquitination by the E2 ubiquitin-conjugating enzyme Ubc13 has been shown to drive nuclear export of p53 (Laine et al., 2006). Recent findings suggest that phosphorylation at Thr55 prevents p53 interaction with CRM1, a nuclear export factor (Cai & Liu, 2008). The cytoplasmic sequestration of p53 is used as a mechanism to inactivate p53 in some breast cancers and neuroblastomas (Moll et al., 1995, 1992). It is unknown whether this mechanism also plays a role in p53 inactivation in brain tumors.
14.6 **TP53 Mutations in Brain Tumors**

### 14.6.1 p53 Mutation Spectrum in Brain Tumors

The *TP53* gene is the most commonly mutated gene in human cancer, affecting more than 50% of all tumors. Analysis of *TP53* status and overexpression of p53 have been well documented in primary central nervous system (CNS) tumors. Mutation frequencies for *TP53* are highest in tumors of astrocytic origin, with 67% in anaplastic astrocytoma (WHO grade III) and 41% in glioblastoma (GBM, WHO grade IV) (Tada et al., 1997). Mutation frequencies are much lower in oligodendroglioma (13%), medulloblastoma (11%), and pilocytic astrocytoma (<5%) and virtually absent in other CNS tumors. In GBM, the most frequent and malignant primary human brain tumor, *TP53* mutations are mainly found in the secondary GBM, accounting for about 67% of glioblastoma, while the mutation frequency in primary GBM is lower (11%). Recently, The Cancer Genome Atlas (TCGA) pilot project has confirmed that three critical pathways are altered in GBM formation: activation of receptor tyrosine kinase (RTK) signaling and inactivation of the p53 and retinoblastoma (Rb) tumor suppressor pathways. p53 signaling was found altered in 87% of 206 primary untreated human GBM samples (Fig. 14.3). Inactivation of the p53 pathway occurred in the form of *ARF* deletions (55%), amplification of *MDM2*
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**Fig. 14.3** Schematic representation of the frequency and types of genetic alterations in the p53 signaling pathway in human glioblastoma. Reproduced from The Cancer Genome Atlas Research Network (TCGA, 2008)
(11%) and MDM4 (4%), in addition to mutations of p53 itself. Among 91 sequenced samples, genetic lesions in TP53 were mutually exclusive of those in MDM2 or MDM4, but not of those in CDKN2A (TCGA, 2008). The latter finding was independently confirmed by another research group, who sequenced these genes in 22 GBM (Parsons et al., 2008). Combined analysis of these data shows that the mutations of both TP53 and CDKN2A have relatively higher co-occurrence (10.6%), while TP53 mutation has no co-occurrence with MDM2 or low frequency with MDM4 (6%) (Fig. 14.4). The reasons for the mutation overlap between TP53 and CDKN2A remain unclear. It may represent a need to eliminate the Rb pathway through the loss of the p16 cell cycle inhibitor or the function of p14ARF, which may have roles beyond MDM2/p53 regulation.

In contrast to carcinomas where TP53 gene mutations occur late during tumor progression, in astrocytomas they are an early event (Baker, 2003). TP53 mutations occur roughly at similar frequencies in the astrocytomas that show progression from WHO grade II to IV. Analysis of low-/high-grade tumor pairs of patients with malignant recurrence showed that the percent of tumor cells carrying mutated TP53 in the recurrent tumors increased with progression (Fulci et al., 2002; Ishii et al., 1999). These studies supported that tumor progression occurred by expansion of cells with TP53 mutations through clonal evolution, likely accompanied by acquisition of additional mutations. Only a fraction of the cells in the original low-grade tumors were found to harbor TP53 mutations, a finding that suggests that either TP53 mutation is an early progression event rather than “the” initiation event in somatic astrocytoma formation or that early tumor development is associated with significant stromal cell recruitment. Clearly, the constitutive loss of p53 expression predisposes to brain tumors as seen in Trp53 knockout mice and in patients with Li–Fraumeni

**Fig. 14.4** Frequency of genetic alterations in the p53 pathway reported in 113 glioblastoma tumor samples (TCGA, 2008; Parsons et al., 2008). The co-occurrence of mutations among CDKN2A, TP53, MDM2, and MDM4 is shown
syndrome, who are heterozygous for TP53 mutant alleles (Donehower et al., 1992; Jacks et al., 1994; Varley, 2003). However, transgenic mouse models show that efficient brain tumorigenesis requires additional events such as activation of either the ras pathway through NFI gene loss (Reilly et al., 2000; TCGA, 2008) or the PI3 kinase pathway through loss of the PTEN gene (Zheng et al., 2008) (discussed further in Chapters 5, 6, and 15).

14.6.2 Mutation Sites

Most TP53 gene alterations are spontaneous G:C→A:T transitions by 5′ methylcytosine deamination at CpG sites (Fig 14.5A). The mutations of p53 that occur in cancer generally cause three structural consequences: loss of DNA interaction, perturbation in the local conformation of the core domain, or unfolding of the entire core domain. The three most commonly mutated codons in cancer are 175, 248, and 249, and there are no brain tumor-specific mutations (Fig 14.5B). Mutation at codon 175 triggers local or global conformational changes in p53, resulting in altered binding properties of the mutated p53 to other important partners. Mutations in codons 248 and 249 directly disrupt the binding of p53 to p53 response elements in target genes, leading to loss of transcriptional function (Fulci et al., 1998; Joerger & Fersht, 2008).

14.6.3 Mechanism of Action of p53 Mutants

p53 mutants are usually stable, show nuclear accumulation, and correlate with poor prognosis in some cancer patients. The selection for mutant TP53 genes in cancer had raised the hypothesis that mutated p53 might confer pro-tumorigenic advantages to the tumor cell beyond mere loss of wt p53 tumor suppressor function. Accumulated evidence supports this contention and it has become clear that p53 mutants contribute in multiple ways to the transformed phenotype and the mechanism of action is variable according to the location of the mutation within the protein. These functions include (i) dominant-negative effects of oncogenic core domain mutants on wt p53; by forming mixed tetramers, p53 mutants effectively reduce the cellular levels of wt homo-tetramers in a heterozygous cell (Blagosklonny, 2000). (ii) Gain of function of some p53 mutants, through activation or repression of a number of genes, such as bFGF, EGFR, HSP70, C-myc, and VEGFR. These gene products can promote transformation, cellular proliferation, and angiogenesis (van Oijen & Slootweg, 2000). (iii) A potentially more common mechanism underlying the gain of function is through protein–protein interaction between mutant p53 and other proteins (Strano et al., 2007a, b). (iv) Tight association with the nuclear matrix in vivo, suggesting that mutant p53 may disturb nuclear structure and function (Deppert et al., 2000). The plethora of effects of p53 gain-of-function mutants are being studied in
Fig. 14.5 (A) Type and frequency of mutations in the p53 gene in 675 glioblastoma according to the 2008 R2 release from the UMD p53 database (Linn Hjortsberg and Thierry Soussi, 2008; http://www.p53.free.fr). (B) Overall frequency of types of p53 mutations in brain tumors reported by the IARC database: http://www.iarc.fr, Release R12, 2006. Regions of functional domains in p53 are indicated.
transgenic mouse models (Caulin et al., 2007; de Vries et al., 2002; Jackson et al., 2005; Olive et al., 2004; Wijnhoven et al., 2007). Of note, due to the heterogeneity of p53 mutations, the triggered biochemical pathways are expected to be diverse and complex (Song & Xu, 2007; Soussi & Lozano, 2005; Soussi & Wiman, 2007).

### 14.7 Mutant p53 as a Therapeutic Target

Because of the high frequency of p53 mutations in human cancer, any therapeutic strategy aiming at restoring p53 activity is of high clinical interest. Unlike many other tumor suppressors inactivated in cancer, TP53 mutation usually preserves gene integrity overall and results in full-length protein expression. While genetic inactivation of other tumor suppressor genes often results in truncated proteins or missense mutations that abort protein translation, p53 is inactivated by point mutations, which occur mainly in the DNA-binding domain. The expression of an intact mutant p53 protein provides the opportunity to develop therapeutic strategies that could restore wt p53 function.

#### 14.7.1 Reactivation of Mutant p53 by Structural Manipulations and Peptides

The DNA-binding activity of some mutant p53 proteins, such as R273H, R273C, R248Q, R282W, and G245S, can be restored by modifications to the C-terminus of the protein. For example, binding of the PAb421 antibody, truncation, or phosphorylation of the C-terminus modify mutant protein DNA binding (Abarzuza et al., 1995; Hupp et al., 1993; Selivanova, 2001). A synthetic peptide derived from the p53 C-terminal domain (residues 361–382) can rescue the function of endogenous mutant p53 proteins, resulting in cell growth inhibition and apoptosis both in vitro (Selivanova et al., 1999) and in vivo (Senatus et al., 2006).

#### 14.7.2 Small Molecules That Target Mutant p53

Screening for small molecule compounds that can reactivate mutant p53 has been carried out using either protein or cellular assays. Several structurally unrelated compounds have been found with the capacity to reactivate mutant p53; these include ellipticine, CP-31398, WR1065, PRIMA-1 (and PRIMA-1 MET), and MIRA (Beretta et al., 2008; Bykov et al., 2003; Staples et al., 2008; Vassilev, 2005). The lack of a precise mechanism of action for these compounds is one of the major limitations for their application, as knowledge of the compounds’ target would significantly help their pharmacological development. Given the central role of MDM2 in p53 regulation, some drug screening
has also been performed toward inhibiting MDM2 function (Fotouhi & Graves, 2005). One of the most successful attempts has been the discovery of the Nutlin family of compounds (Arva et al., 2008). On the other hand, small molecule inhibitors of p53 (cyclic pifithrin-α p-nitro) are reported to significantly increase the cytotoxic activity of temozolomide against glioblastomas in the presence of wt p53 (Dinca et al., 2008), which provides another promising application for p53-targeted drugs.

### 14.7.3 Gene Delivery of wt p53

The cell autonomous roles of p53 in cell cycle arrest, apoptosis, or senescence, and its ability to induce secretion of anti-angiogenic molecules, justify therapeutic approaches aiming at restoring p53 function in tumor cells, including brain tumors. Reintroduction of wt p53 using a virus-based gene-therapy approach was examined by several groups both in vitro and in vivo using retroviral and adenoviral gene-therapy constructs (Badie et al., 1995; Nakamizo et al., 2008; Shono et al., 2002; Van Meir et al., 1995). These studies showed that transfer and expression of exogenous wt p53 or a modified form with site-specific phosphorylations in glioblastoma cells lead to cell cycle arrest, morphological changes, or apoptosis.

Adenovirus-mediated wt p53 gene therapy is being actively tested in clinical trials. In patients with recurrent malignant glioma, the injected virus resulted in the expression of wt p53, which activated p21 and induced apoptosis around the injected sites. However, the newly expressed wt p53 had limited distribution and some side effects of gene therapy occurred (Lang et al., 2003). Combination of p53 gene therapy with radiotherapy or chemotherapy could result in improved anti-tumor effects (Chen et al., 2003). A genetically modified virus for p53 gene therapy (H101) has obtained significant results in a phase III clinical trial and was approved in China as the world’s first gene-therapy virus for cancer patient treatment (Guo & Xin, 2006).

### 14.7.4 Viral Therapy Specific for Tumor Cells with Mutant p53

In the process of cellular infection by adenovirus, expression of the viral E1A protein stabilizes p53. The virus is equipped to overcome the deleterious effect of p53-mediated cell cycle arrest or apoptosis on its replication and has evolved a mechanism that circumvents this potential problem by expressing E1B 55 kDa, a viral protein whose function includes binding and inactivation of p53. In tumor cells containing mutant p53, this viral E1B function is not necessary and these cells can theoretically sustain the replication of a conditionally replicative adenovirus lacking E1B. This feature has been applied into the design of the adenovirus dl1520 (ONYX-015) specific for tumor cells with
inactive p53. This virus was found to be 100-fold more toxic to TP53 mutant tumor cells of a variety of tissues than to normal cells. In clinical trials, ONYX-015 showed promising effects in slowing the progression of tumors, especially when combined with classic chemotherapy. However, its further clinical development was limited due to the poor efficiency of virus replication and spread; E1A-induced apoptosis; and patient immunity reactions (Vecil & Lang, 2003). Further discussion of this oncolytic vector and other adenoviral vectors is found in Chapter 47.

14.8 Summary

Since the discovery of p53 in 1979, a wealth of knowledge on its function and regulation has been garnered. Our understanding of p53’s role in a wide range of functions has greatly expanded and more proteins are being identified that are involved in its regulation or its effector functions. The spectrum of genetic alterations in the p53 pathway in brain tumors, especially glioblastomas, is now clearly defined and has been evaluated on an unprecedented scale by recent genome-wide analysis. All these developments have confirmed the central role played by p53 mutation in the genesis of brain and other tumors. New strategies to restore normal p53 function with a variety of novel therapeutic agents are being experimentally tested, but none have reached clinical validation. An acceleration of translating the vast knowledge acquired over the last 30 years to the clinic is critically needed, so that patients can begin to benefit from this exciting scientific progress.
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Chapter 15
The PTEN/PI3 Kinase Pathway in Human Glioma

David Stokoe and Frank B. Furnari

Abstract Phosphoinositide 3-kinase (PI3K) was discovered over 20 years ago as an enzyme that was active in growth factor-stimulated and oncogene-transformed cells. Ten years later, the PTEN gene was isolated by its deletion in a large proportion of human cancers, including glioblastoma. These two areas of research converged when it was shown that PTEN dephosphorylated the lipid product of PI3K activity, phosphatidylinositol (3,4,5) trisphosphate, or PIP3. Furthermore, it has since become clear that PTEN has tumor-suppressive activities that are independent of its lipid phosphatase activity. This chapter reviews the importance of PI3K activity in the development of glioblastoma, by describing the different genetic and epigenetic alterations that occur to deregulate the activity of this pathway. It will also describe the regulation of PTEN expression and activity, by transcriptional and posttranslational processes. Recent results implicating PI3K activity and PTEN in the cells that are thought to initiate early brain tumor development (brain tumor stem cells) are also reviewed. Finally, the possibilities of using this pathway both as a direct therapeutic target and as a way of predicting response to recently developed drugs are discussed.
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15.1 Introduction

Neoplasms of glial cells, especially those derived from the astrocytic lineage, comprise 40–50% of the tumors that arise in the central nervous system. The most aggressive and deadly of these neoplasms is glioblastoma (WHO grade IV, GBM). Many biological processes contribute to the aggressive nature of glioblastoma; among these, the most prevalent are uncontrolled cellular proliferation, deregulated apoptosis, diffuse infiltration of brain parenchyma, and angiogenesis. Despite knowledge of the genetic alterations that underlie these tumor phenotypes and decades of technological advances in neurosurgery, radiation therapy, and clinical trials of conventional and novel therapies, little improvement in median survival has been achieved for glioblastoma patients. This lack of clinical progress has stimulated the development of more targeted therapeutic approaches. An important signaling pathway that is invariably activated in glioma cells and contributes to the recalcitrant nature of these tumors is that of the class 1 PI3Ks (phosphoinositide 3-kinase) and its major downstream effector serine/threonine kinase, PKB/Akt. The actions of these kinases are directly antagonized by the PIP3 3-phosphatase encoded by the PTEN (phosphatase and tensin homolog deleted on chromosome 10) gene. Together, the opposing functions of PI3K and PTEN maintain normal cellular physiology and proper response to growth-promoting signals; however, when dysregulated by oncogenic mutation, as in the case of PI3K, or inactivated by mutation, as in the case of PTEN, pathogenesis can ensue. This chapter focuses
on the central role of this pathway in the gliomagenic process, in particular those findings and model systems that shed light on the regulation of these key enzymes and that broaden our understanding of therapeutic resistance.

15.2 Pathway Activation: PI3K Signaling and Downstream Effectors

15.2.1 Class 1 PI3Ks

PI3Ks are a family of enzymes that catalyze the phosphorylation of inositol-containing phospholipids at the \(3\) position of the inositol ring (for a detailed review, see Vanhaezebroeck et al. 2001). Typically, these enzymes are made of two heterodimeric subunits, a catalytic subunit that carries the kinase domain and a regulatory subunit that modulates its function and localization in the cell. PI3Ks are subdivided into three classes based on substrate specificity, regulation, and differences in associated regulatory subunits (Fig. 15.1). There are four members of the class 1 enzymes, which are able to phosphorylate PI, PI(4)P, and PI(4,5)P2 in vitro, with PI(4,5)P2 the likely preferred in vivo
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substrate of these kinases. Class 1 enzymes are further subdivided into class 1a and class 1b based on their associated regulatory subunits: class 1a enzymes (p110α, β, and δ) associate with one of three subunits p85α, p85β, or p55γ, whereas the single class 1b enzyme (p110γ) forms a heterodimeric complex with one of two distinct regulatory subunits termed p101 (Stephens et al. 1997) or p84 (Suire et al. 2005). Three members of the class 2 PI3K family exist in mammalian cells, termed PI3K-C2α, β, and γ, which primarily phosphorylate PI and PI(4)P in vitro, although it is unclear which is the relevant substrate in vivo. Unlike class 1 and class 3 members, class 2 enzymes do not associate with a regulatory subunit and are thought to act as monomers. Class 3 enzymes phosphorylate phosphatidylinositol (PI) exclusively. There is a single 101 kDa member of this family in mammalian cells (hVps34), which associates with a 150 kDa regulatory subunit termed p150.

PI3Ks are also distinguished by their regulation in response to upstream signals. Class 3 PI3K (also known as hVps34) was initially thought to be a constitutively active kinase involved in endosomal trafficking, but more recently has been shown to play a signaling role in the response to intracellular amino acids (Nobukuni et al. 2005; Byfield, Murray, and Backer 2005) and Ca2+ (Gulati et al. 2008), through a conserved Ca/CaM-binding domain. The regulation of class 2 enzymes is also poorly understood, although there are reports that these proteins are activated by growth factors such as EGF, PDGF (Arcaro et al. 2000), and insulin (Falasca et al. 2007), and PI3K-C2α may be important in the insulin-induced production of PI(3)P and the subsequent translocation of GLUT4 glucose transporter to the plasma membrane (Falasca et al. 2007). The best understood regulation of PI3Ks is of the class 1 enzymes, which occur through receptor tyrosine kinases, G-protein-coupled receptors (GPCRs), and the small GTPase Ras (see below). Class 1 enzymes are also strongly implicated in tumor initiation and progression, and the remainder of this review will focus on the dysregulation of this pathway in gliomagenesis.

The most clearly demonstrated activation of PI3K that occurs in human tumors is through somatic mutations in p110α itself. Initially discovered in 2004 (Samuels et al. 2004), p110α mutations are now among the most prevalent in all human cancers, especially in breast (Oda et al. 2005), endometrial (Saal et al. 2005), and colon (Ikenoue et al. 2005) tumors. The most common mutations (E542, E545, and H1047) cluster in two regions of the PIK3CA gene on chromosome 3q26 and have been shown to confer increased catalytic activity, activation of downstream effectors, and increased transformation properties in experimental models (Isakoff et al. 2005). A number of studies have shown that p110α mutations are present in human gliomas, with a frequency of approximately 5% in glioblastoma (Knobbe et al. 2005; Broderick et al. 2004). Where examined, the frequency between primary and secondary glioblastoma was similar (Kita et al. 2007). Grade III oligodendroglioma and astrocytoma were also shown to harbor similar frequencies of p110α mutations, but mutations have not been found in grade II tumors (Hartmann et al. 2006; Broderick et al. 2004). In addition to point mutations, DNA amplification of the p110α gene is
an additional mechanism underlying increased PI3K signaling. Initially shown for ovarian (Shayesteh et al. 1999) and non-small-cell lung (Massion et al. 2002) cancers, increased copy number of p110α has also been shown for primary and secondary glioblastoma. Gene amplification was found to be generally mutually exclusive with p110α mutations (Kita et al. 2007); therefore, mutation and amplification of the p110α catalytic subunit represent independent mechanisms to activate PI3K directly in brain tumors. Mutations in the regulatory subunits of class 1 PI3Ks have also recently been found in human breast and colorectal tumors (Wood et al. 2007). Although large numbers of glioma samples have not been analyzed for alterations in the corresponding genes, one report documented a 9 bp deletion that would lead to a truncated form of p85α (Mizoguchi et al. 2004), consistent with the inhibitory function of p85 seen in mouse knockout studies described below.

Loss of the phosphatase that antagonizes PI3K activity (PTEN) represents another frequent mechanism for increased PI3K signaling and will be discussed later. In addition, upstream regulators of PI3K are also frequently dysregulated in human gliomas, which are described in the following section.

15.3 Upstream Activation of PI3K by RTK Signaling

A major mechanism of PI3K activation occurs via ligand stimulation of receptor tyrosine kinases (RTKs), resulting in receptor auto/transphosphorylation on tyrosine residues, and utilization of these residues as docking sites for various signaling relay molecules. This process initiates a variety of intracellular signaling cascades including, in addition to PI3K/Akt, Ras/Raf/MEK/MAPK, PLC-γ, and the STAT transcription factors. Specifically, in the case of class 1a PI3Ks, recruitment to the activated RTK is achieved by association with their regulatory subunits (p85α, p85β, their splice variants p55 and p50, and p55γ) that dock to the receptor by their SH2 domains, thus placing the catalytic subunit in close proximity to PI(4,5)P2 substrate (Engelman et al. 2006). In contrast, the regulatory subunits of the class 1b kinase, p110γ, do not have SH2 domains (Stoyanov et al. 1995), but instead link p110γ to GPCRs for activation. GPCRs represent a large family of receptor proteins that bind a diverse repertoire of peptide and non-peptide ligands. GPCR agonists lead to the activation of heterotrimeric Gzβγ proteins by exchanging the GDP molecule bound to the Gz subunit for GTP, which leads to the dissociation of the GTP-bound Gz subunits from the Gβγ subunits. The free Gβγ subunit also binds and activates p110γ by a mechanism that is stimulated by the regulatory p101 protein and thus plays a similar role in the recruitment (but not necessarily activation) of p110γ, as p85 does for p110α, p110β, and p110δ. Evidence has also been presented for the coupling of class 1a p110β to GPCRs (Kurosu et al. 1997; Guillermet-Guibert et al. 2008). Given that p110β has a much broader tissue distribution than leukocyte-restricted p110γ, p110β may provide the conduit for GPCR-linked PI3K signaling in many diverse cell types.
Epidermal growth factor (EGF) receptor (EGFR) and platelet-derived growth factor receptor (PDGFR) are prominent receptor tyrosine kinase pathways in gliomagenesis and in addition to PI3K, signal through several effector arms, including Ras/MAPK, PLC-γ, and JAK-STAT which regulate cellular proliferation, cell scatter and migration, and cytokine stimulation (reviewed in Heldin 1996). While these receptor-driven pathways can be activated in glioma by overexpression of both ligands and receptors, thus resulting in an autocrine loop, the most common activating alteration is genomic amplification, and/or mutation of a receptor leading to constitutive activation in the absence of ligand (Fig. 15.3).

15.3.1 Epidermal Growth Factor Receptor

The EGFR locus on chromosome 7 is the most frequently amplified genetic lesion in glioma, occurring in more than 50% of de novo glioblastomas and a few grade III anaplastic astrocytomas (Kleihues et al. 2002; Furnari et al. 2007), and is typically present as double-minute extrachromosomal elements. From a clinical perspective, the presence of this amplification has been shown to correlate with a shorter interval to relapse and poorer survival (Hurtt et al. 1992; Jaros et al. 1992; Schlegel et al. 1994). In about half of the cases with amplification, the event is coupled with gene rearrangement, and the majority encode truncated, constitutively active EGFR mutants (see also Chapter 20). Genomic alterations leading to deletion of exons 2–7 in the EGFR mRNA (de2-7, EGFR*, ΔEGFR; referred to here as EGFRvIII), which results in an in-frame truncation of a portion of the extracellular domain, are the most common of the rearrangements. Ectopic expression of EGFRvIII in glioblastoma cells causes constitutive self-phosphorylation, constitutive association with and activation of the Shc-Grb2-Ras and PI3K signaling pathways (Narita et al. 2002), enhanced tumorigenicity, reduced apoptosis (Nagane et al. 2001), and increased cellular proliferation (Narita et al. 2002). Resistance to apoptosis induced by chemotherapeutic drugs such as cisplatin is promoted by EGFRvIII through upregulation of Bcl-XL expression (Nagane et al. 1998). Furthermore, expression of EGFRvIII in mouse neural stem cells or astrocytes bearing a disrupted Ink4a/Arf locus induces transformation and glioma-like lesions in the brain (Bachoo et al. 2002; Holland et al. 1998), a phenotype that is not conferred by wt EGFR.

15.3.2 Platelet-Derived Growth Factor Receptor

In addition to the EGFR signaling axis, PDGFRα and its ligands, PDGF-A and PDGF-B, are expressed in gliomas, particularly in high-grade tumors (see also Chapter 19). In contrast, strong expression of PDGFRβ occurs in
proliferating endothelial cells in glioblastoma (Plate et al. 1992; Hermanson et al. 1992; Di Rocco et al. 1998; Westermark, Heldin, and Nister 1995). In addition, PDGF-C and PDGF-D, which require proteolytic cleavage for activity, are frequently expressed in glioma cell lines and in glioblastoma tissues (Lokker et al. 2002). In contrast to EGFR, amplification or rearrangement of PDGFRα is much less common; however, a relatively rare oncogenic deletion mutation of PDGFRα (loss of exons 8 and 9) that is similar to EGFRvIII in activity has been described (Clarke and Dirks 2003). Given the tumoral co-expression of PDGF and PDGFR, autocrine and paracrine loops may be the primary means by which this growth factor axis exerts its effects. Interestingly, mice transgenic for neural progenitor-restricted PDGF-B expression result in the formation of oligodendrogliomas and forced elevation of PDGF-B levels increased overall tumor incidence (Shih et al. 2004; Dai et al. 2001; Assanah et al. 2006) (see Chapter 1), suggesting that targeted therapy against PDGFR could have therapeutic potential (Shih and Holland 2006). To this end, an orally active kinase inhibitor of STI571 (imatinib mesylate, Gleevec) that demonstrates specificity for PDGFR as well as c-Abl kinase has been shown to be a potent inhibitor of the PDGFR/PDGF oncogenic loops (Kilik et al. 2000; Hagerstrand et al. 2006) and when combined with hydroxyurea in a phase II study has been shown to achieve durable antitumor activity in some patients with recurrent glioblastoma (Reardon et al. 2005). In contrast, when used alone, STI571 has demonstrated minimal activity in malignant glioma (Wen et al. 2006), perhaps indicating that cooperating genetic lesions could convey resistance to PDGFR-directed therapeutics.

15.3.3 Receptor Co-activation as a Mechanism of Therapeutic Resistance in Glioma

One explanation for the failure of EGFR and PDGFR inhibitors to elicit significant clinical outcomes for glioma patients is that additional RTKs may cooperate to provide a signaling threshold that prevents the inhibition of mitogenic and survival signals through the inactivation of any single RTK (see also Chapter 40). In support of this hypothesis, recent work has demonstrated that multiple RTKs in addition to EGFR and PDGFR are simultaneously activated in primary glioblastomas and treatment of glioma cell lines with pharmacological agents or siRNAs targeting at least three of these different receptors were necessary to abrogate oncogenic signaling, survival, and anchorage-independent growth (Stommel et al. 2007). An independent study showed that glioma cells engineered to overexpress EGFRvIII caused increased c-MET phosphorylation (Huang et al. 2007). Similar to above, cross talk between the EGFRvIII and c-Met could be targeted with specific inhibitors to both, resulting in enhanced cytotoxicity in EGFRvIII-expressing cells compared with either compound alone. Taken together, these studies indicate that tumor RTK profiling may be an important step in the development of a personalized
glioblastoma therapeutic regimen and that perhaps the initial disappointing clinical trials using RTK-targeted agents in glioblastoma should be reassessed with respect to the RTK activation profiles of responders and non-responders.

15.3.4 Ras

Ras comprises a family of small-molecular-weight proteins that bind and hydrolyze GTP (see also Chapters 4 and 38). Three members of this family, KRas, NRas, and HRas, are mutated in approximately 30% of all human tumors. Mutations abolish both the intrinsic GTPase activity and the ability to be stimulated by GTPase-activating proteins, or GAPs, resulting in constitutive association with effector proteins, including protein kinases such as Raf and exchange factors for the Ral family of GTPases. Although mutations in Ras proteins are infrequent in brain tumors (Knobbe et al. 2004b), copy number gains in all three isoforms were recently found in 13% of GBM (Jeukens et al. 2007), which may provide an additional mechanism for their previously described activation in GBM (Guha 1998). The notion that Ras might be involved in regulating PI3K activity was initially suggested by the presence of PI3K activity in anti-Ras immune precipitates (Sjolander and Lapetina 1992; Sjolander et al. 1991). Soon after, it was confirmed that p110α bound directly to HRas in a GTP-dependent manner and that activated Ras mutants were sufficient to elevate the levels of 3-phosphorylated phosphoinositides when transfected into cells (Rodriguez-Viciana et al. 1994). Moreover, purified processed HRas has been shown to directly stimulate the catalytic activity of p110α in vitro, alone, and in combination with phosphopeptides based on the p85α binding site of PDGFR (Rodriguez-Viciana et al. 1996). Similarly, processed but not unprocessed forms of HRas, NRas, and KRas are able to stimulate the activity of purified p110α in a GTP-dependent manner (Pacold et al. 2000; Suire, Hawkins, and Stephens 2002). Ras increases PI3K activity, not by causing recruitment of PI3K to the plasma membrane, but by decreasing the Km for its substrate phospholipids, as well as possibly increasing Vmax (Suire et al. 2002).

Interestingly, significant differences exist between the ability of different Ras isoforms to activate different PI3K isoforms. While p110α and p110γ can be activated equally by H, N, and KRas, as well as by the related GTPases RRas, TC21, and RRas3, p110δ is only able to be stimulated by RRas and TC21, and p110β is unable to be stimulated by any Ras family member tested (Rodriguez-Viciana et al. 2004).

15.4 Regulation of Downstream PI3K Effectors

The best characterized mechanism for activation of PI3K effectors such as Akt and PDK1 is by their recruitment to the sites of lipid generation at the plasma membrane, through the engagement of phospholipid-binding domains such as
pleckstrin homology (PH) domains. Such PIP3-binding PH domain-containing proteins include protein serine/threonine kinases (such as protein kinase B/Akt and phosphoinositide-dependent kinase-1 (PDK1)), protein tyrosine kinases (such as Brutons tyrosine kinase (Btk), tyrosine kinase expressed in hepatocellular carcinoma (TEK), and inducible T-cell kinase (Itk)) and exchange factors for the Rac family of GTPases (such as Tiam-1, Vav1, and P-Rex1). A large body of literature supports the notion that PI3K acts as a central node in polarized cell movement such as chemotaxis, as well as in the invasion that occurs in cancer metastasis (Barber and Welch 2006). The activation of Rac by PI3K via the PH domain-containing exchange factors mentioned above is likely to play an important role in this process, as well as in the local invasion of brain parenchyma by gliomas. In contrast, the role of PH domain-containing tyrosine kinases downstream of PI3K activity is likely limited to hematopoietic cells, as the expression of these protein kinases is generally restricted to these tissues. For example, mice lacking either p85α (Suzuki et al. 1999; Fruman et al. 1999) or Btk (Khan et al. 1995) or both display a block in the development of B cells, showing a genetic interaction between these proteins.

Activation of PKB/Akt by PI3K is thought to be one of the major consequences of PI3K activity in human cancer initiation and progression and has been extensively studied and discussed. PKB/Akt requires phosphorylation of two residues for activation: Thr-308 (numbering for PKBα/Akt1) in the activation loop and Ser-473 in the hydrophobic motif (Alessi et al. 1996). Thr-308 phosphorylation, like the equivalent site in many other protein kinases, is absolutely required for activity (Yang et al. 2002). However, monophosphorylated PKB/Akt remains disordered in critical activation domains and requires phosphorylation of the hydrophobic motif site Ser-473 to stabilize the active conformation (Yang, Cron, Thompson et al. 2002; Yang et al. 2002). PDK1 was isolated as the protein kinase responsible for phosphorylation of Thr-308 (Stokoe et al. 1997; Alessi et al. 1997). PDK1 also possesses a PH domain at its C-terminus, and it is likely that the generation of PIP3 at the plasma membrane results in co-localization of these two proteins, as well as a conformational change in PKB/Akt that exposes the Thr-308 site (Calleja et al. 2007). Ser-473 is phosphorylated by a complex of proteins that includes mammalian target of rapamycin (mTOR), Rictor, mSin1, and mLST8, collectively termed mTOR complex-2 (mTORC2). Although Ser-473 phosphorylation is regulated by growth factors, and mTORC2 activity toward Ser-473 is stimulated by growth factor treatment (Sarbassov et al. 2005), it is still not clear exactly how mTORC2 activity is regulated. mTORC2 also phosphorylates the turn motif phosphorylation site of PKB/Akt (Ser-450), a site that is not responsive to growth factors (Facchinetti et al. 2008), suggesting that mTORC2, like PDK1, could be a constitutively active kinase, whose regulated activity against substrates could be a result of factor-dependent changes in substrate conformation. PKB/Akt Ser-473 can also be phosphorylated by DNA-dependent protein kinase following DNA damage (Bozulic et al. 2008), as well as through autophosphorylation (Facchinetti et al. 2008), although it is not clear whether
autophosphorylation occurs physiologically. The phosphorylation of various substrates of PKB/Akt and the consequences for cell proliferation and survival have recently been reviewed (Manning and Cantley 2007; Parcellier et al. 2008) and are summarized in Fig. 15.2 A. Somatic genetic alterations in downstream
components of the PI3K signaling pathway in human tumors are quite infrequent, although mTOR has been found to be mutated in a small percentage of tumors, including 1/30 glioblastomas examined (Greenman et al. 2007).

15.5 Mouse Models Defining the Function of Class 1 PI3Ks

 Constitutive and conditional mouse knockouts, as well as “knockins”, for most of the regulatory and catalytic subunits of the class 1 PI3Ks have been generated, shedding light on the important role these enzymes play during development and tumorigenesis. Constitutive deletion of regulatory subunit p85α, including its two splice variants p55α and p50α, results in perinatal lethality (Fruman et al. 1999), which is rescued by maintaining expression of the truncated splice forms (Suzuki et al. 1999). Both models show defects in B-cell development and activation, with no effects on T cells. Despite decreased levels and activity of the class 1a catalytic subunits in these mice following the absence of the regulatory subunit, PI3K signaling, as judged by PIP3 production and insulin sensitivity, is actually increased (Fruman et al. 2000) (Terauchi et al.

Fig. 15.2 (continued) PTEN phosphatase-dependent and phosphatase-independent functions. (A) Phosphatase-dependent effects. PTEN dephosphorylates phosphatidylinositol (3,4,5) trisphosphate (PIP3) to produce phosphatidylinositol (4,5) bisphosphate (PIP2). PIP3 recruits PKB/Akt to the plasma membrane where it is phosphorylated and activated by PDK1 on Thr-308. PKB/Akt is fully activated through the phosphorylation of Ser-473 by mTORC2, comprised of the protein kinase mTOR, and the regulatory subunits Rictor, Gβl, and mSin1. Activated PKB/Akt then phosphorylates a number of substrates that result in increased growth, changes in metabolism, and increased survival. Abbreviations: TSC2 (tuberous sclerosis complex-2), PRAS40 (proline-rich Akt substrate, 40 kDa), AS160 (Akt substrate of 160 kDa), PFK-2 (phosphofructokinase-2), GSK3 (glycogen synthase kinase-3), mdm2 (murine double minute-2), Foxo (Forkhead Box, member O). The left hand panel in the figure shows the effects of PTEN that are thought to be the result of its protein phosphatase activity. Abbreviations: FAK (focal adhesion kinase), TSC2 (tuberous sclerosis protein-2), PRAS40 (proline-rich Akt substrate of 40 kDa), AS160 (Akt substrate of 160 kDa), PFK-2 (phosphofructokinase-2), GSK3 (glycogen synthase kinase-3), mdm2 (mouse double minute-2), BAD (bcl2 antagonist of cell death), Foxo (forkhead box-o), mTOR (mammalian target of rapamycin). (B) Phosphatase-independent effects. Non-enzymatic functions of PTEN in the cytoplasm and at the cell membrane regulate cell migration and protein stability, most likely through the C2 domain. Specifically, vinculin is required to maintain β-catenin-MAGI2 (membrane-associated guanylate kinase inverted 2) interactions at adherens junctions and thereby limit ubiquitin-mediated degradation of PTEN (Subauste et al. 2005). Translocation into the nucleus is regulated by the major vault protein (MVP) and RAN, two constituents of nuclear pores (Chung et al. 2005; Gil et al. 2006). Within the nucleus, PTEN regulates transcription activity of p53, enhances Rad51 (radiation sensitivity abnormal-51) expression, promotes chromosome stability by influencing centromere protein C-1 (CENP-C), and can block transformation mediated by MSP-58 (58-kDa microspherule protein)
Similarly, mice lacking regulatory subunit p85β also show hypoinsulineaemia, hypoglycemia, and improved insulin sensitivity, suggesting increased PI3K pathway activity. In contrast, mice lacking both p85α and p85β in muscle tissues display a dramatic decrease in PI3K activity, as well as insulin resistance and glucose intolerance. Further studies have suggested that the loss of combinations of p85 subunits can increase PI3K signaling in some tissues, but decrease it in others (Luo et al. 2005). These results, as well as others, suggest that p85 subunits can play an inhibitory role in PI3K activity and signaling, in addition to their stabilizing and scaffolding role to traffic p110 catalytic subunits to activated growth factor receptors.

Similarly, the deletion of class 1 PI3K catalytic subunits has also generated insights into the importance of PI3K signaling during development and disease. Deletion of p110α or p110β results in embryonic lethality (Bi et al. 2002, 1999). Deletion of p110γ results in mice that are viable and healthy, but that show specific defects in neutrophil migration and activation in response to infection (Dekker and Segal 2000). The role of p110δ has also been explored using conventional knockout, as well as kinase-dead knockin approaches. Both of these techniques demonstrated that mice lacking p110δ activity are viable and fertile, but show defects in immune cell functions, including B cells, T cells, and mast cells (Ali et al. 2004; Clayton et al. 2002; Jou et al. 2002; Okkenhaug et al. 2002). More recently, conditional knockout approaches have been used to demonstrate the roles of distinct isoforms of PI3K during tumor progression. This work has demonstrated that p110β, and not p110α, plays a critical role in prostate tumorigenesis induced by tissue-specific loss of the tumor suppressor PTEN. Similar experiments to determine the role of different PI3K isoforms in PTEN-driven glioma models (discussed below) are currently underway and are awaited with anticipation. Clearly the results of such experiments will be critical in understanding the appropriate delivery of PI3K inhibitors as therapy. For example, given the prevalence of PTEN mutations in gliomas, a p110β, or p110α/β, inhibitor might be more efficacious than a p110α-specific inhibitor.

15.6 Pathway Inhibition: PTEN

15.6.1 Loss of Heterozygosity of Chromosome 10 and the Search for Tumor Suppressor Genes

Molecular and cytogenetic analyses of glioblastomas have shown that monosomy of chromosome 10 is frequent, occurring in more than 80% of tumors (Bigner et al. 1990; James et al. 1988), and that allelic losses of chromosome 10 occur in the great majority of glioblastomas, but only occasionally in anaplastic astrocytomas or lower grade gliomas (Fujimoto et al. 1989; Fults et al. 1990; James et al. 1988; Venter and Thomas 1991; von Deimling et al. 1992; Maier et al. 1997). These data
suggested the presence of a tumor suppressor gene(s) on chromosome 10 involved in the progression of grade III to grade IV gliomas. Since the entire chromosome is often lost, attempts to map tumor suppressor gene(s) have been challenging. A number of deletion mapping studies have suggested that this chromosome may have as many as three tumor suppressor genes involved in gliomagenesis, mapping near 10q25 (Fults and Pedone 1993; Karlbom et al. 1993; Rasheed et al. 1992; Maier et al. 1998), 10p (Karlbom et al. 1993; von Deimling et al. 1992) and 10q near the centromere (Karlbom et al. 1993).

### 15.6.2 PTEN Discovery and Its Link to Genetic Syndromes

In seminal experiments performed over a decade ago, the relevant 10q25 tumor suppressor gene, involved in glioma as well as several other cancers, was identified by three research groups. Steck et al. fine-mapped homozygous deletions in glioma cell lines and isolated the gene by exon trapping using a bacterial artificial chromosome that spanned the suspect region (Steck et al. 1997). These authors named the identified gene MMAC1 for mutated in multiple advanced cancers. Li et al. utilized representational difference analysis in conjunction with mapping of cancer-associated homozygous deletions on 10q23 to identify PTEN (Li et al. 1997). Lastly, Li and Sun surveyed Genebank’s expressed sequence tag database for sequences containing conserved motifs for tyrosine phosphatase catalytic domains and identified a partial cDNA that was used to clone a gene they termed TEP1, for TGFβ-regulated and epithelial-cell-enriched phosphatase (Li and Sun 1997). This name referred to the high level of gene expression in a keratinocyte cell line, which could be downregulated by TGFβ treatment. Today, PTEN has been adopted by the Human Genome Organization Nomenclature Committee, as the official gene name.

Large-scale genetic analysis has shown that PTEN is mutated in 24% of glioblastomas (Ohgaki et al. 2004); however, this same study showed that 10q was lost in 69% of glioblastomas, indicating that another critical gene resides in this region or that PTEN haploinsufficiency is enough for tumor initiation, the latter theory of which is supported by mouse tumor models and human-inherited genetic syndromes associated with PTEN mutation (see below).

In addition to glioblastomas, PTEN is frequently mutated in a wide spectrum of late-stage sporadic cancers, including melanoma and carcinomas of the prostate, endometrium, kidney, and lung (Li and Sun 1998; Steck et al. 1997; Dahia 2000). Furthermore, germline mutations have been detected in the autosomal dominant disorders, Cowden syndrome, Bannayan–Zonana syndrome, juvenile polyposis syndromes, Lhermitte–Duclos disease, and Proteus and Proteus-like syndromes (Eng and Peacocke 1998; Liaw et al. 1997), known collectively as PTEN hamartoma tumor syndromes (PHTS), for their shared benign differentiated proliferative lesions within highly disorganized tissue architectures.
In addition to hamartomas, Cowden syndrome individuals have an increased incidence of breast and thyroid cancers, while Bannayan–Zonana syndrome is characterized by macrocephaly, learning disabilities, and freckling, with a reduced cancer risk when compared with Cowden disease. Proteus and Proteus-like syndromes are characterized by tissue and bone overgrowth, with no increased cancer risk, raising the issue of whether different PTEN mutations seen in these syndromes could drive different clinical phenotypes (Zbuk and Eng 2007). This could attest to multiple PTEN functions, or perhaps various genetic modifiers exist in the population that alter PTEN-associated disease presentation.

The human PTEN gene maps to chromosomal band 10q23.3 (Li et al. 1997; Steck et al. 1997) and consists of nine exons spanning approximately 100 kb of genomic sequence. The PTEN protein is 403 amino acids of a relative mass of 47 kDa. Its domain structure consists of a 25-amino acid N-terminal motif that binds phosphatidylinositol-4,5-bisphosphate (PtdIns(4,5)P2), a core phosphatase domain (amino acids 25–185) defined by the invariant signature motif, Cys(X)₅Arg (Cantley and Neel 1999) and which also contains homology to tensin and auxilin, a C2 domain that facilitates PTEN’s anchoring to negatively charged membranes (Downes et al. 2004; Lee et al. 1999), a C-terminal 50-amino acid region that regulates PTEN activity and stability through multiple phosphorylated residues (discussed later), and the last three amino acids comprise a binding site for membrane-associated PDZ domain-containing proteins (see Figs. 15.2b and 15.4).

### 15.6.3 Lipid Phosphatase-Specific Functions of PTEN

Sequencing of the PTEN gene established that it showed considerable homology to previously identified tyrosine phosphatases, especially dual specificity phosphatases that can dephosphorylate tyrosine, serine, and threonine residues. Indeed, initial experiments showed that it possessed phosphatase activity against these amino acids, but the activity was quite weak and specific to highly acidic substrates (Myers et al. 1997). A seminal paper in 1998 showed that PTEN dephosphorylates PIP3 at the 3 position of the inositol ring, the same position that PI3K enzymes phosphorylate (Maehama and Dixon 1998). Therefore, PTEN acts as the physiological antagonist of PI3K activity (Fig 15.2A). Confirming this result, deletion of PTEN in mice results in massive increases in PI3K-dependent signaling such as PKB/Akt phosphorylation (Stambolic et al. 1998). Abundant genetic evidence in model organisms shows that PTEN acts to antagonize PI3K activity (Stocker et al. 2002). The importance of the lipid phosphatase activity in human tumors is also illustrated by a particular mutant of PTEN found in Cowden’s patients and in an endometrial tumor (Risinger et al. 1997; Liaw et al. 1997), G129E, that lies in the conserved phosphatase domain. This mutation greatly attenuates lipid phosphatase activity, by
decreasing the size of the substrate-binding pocket to prevent phospholipid binding, but retains phosphotyrosine interaction and phosphotyrosine phosphatase activity (Myers et al. 1998; Lee et al. 1999; Furnari et al. 1998). Remarkably, this mutant form of PTEN is unable to cause cell cycle arrest in glioma cell lines (Furnari et al. 1998) or inhibit cell migration in PTEN null mouse fibroblasts (Liliental et al. 2000).

### 15.6.4 Protein Phosphatase-Specific Functions of PTEN

The view that PTEN acts solely as a lipid phosphatase is probably too simple. While G129E PTEN was unable to cause G1 arrest in U87MG glioblastoma cells, it caused a cell cycle arrest in MCF7 cells (Hlobilova et al. 2000). Moreover, this mutant also decreased the levels of cyclin D1, an important modulator of the cell cycle machinery in these cells (Weng et al. 2001). Additional protein phosphatase-dependent effects of PTEN have also been observed, such as the inhibition of migration and invasion of PTEN null glioma cells (Cai et al. 2005; Raftopoulou et al. 2004; Dey et al. 2008; Maier et al. 1999). Putative protein substrates of PTEN relevant to these effects include focal adhesion kinase (FAK) (Tamura et al. 1998), as well as PTEN itself (Raftopoulou et al. 2004). While wt PTEN required protein phosphatase activity to inhibit glioma cell migration, a T383A mutant does not, suggesting that this site could be the relevant target of PTEN in these experiments. The C2 domain of PTEN was determined to be important in the inhibition of cell migration. Interestingly, the C2 domain has also been implicated in additional, non-phosphatase-dependent functions of PTEN (see below) (Fig 15.2B).

### 15.6.5 Non-enzymatic Functions of PTEN

In addition to the well-defined enzymatic functions of PTEN as a phosphatase, emerging data indicate that this protein regulates several biological processes in a non-catalytic fashion, chiefly through protein–protein interactions mediated through its C2 domain. Freeman et al. have reported that the PTEN C2 domain binds directly to p53 resulting in stabilization of this tumor suppressor (Tang and Eng 2006) and stimulates its DNA binding and transcriptional activation functions (Freeman et al. 2003) most likely by enhancing p53 acetylation (Li et al. 2006; Mayo et al. 2002) (Fig 15.2b).

In a screen for potential proteins that interact with the C-terminal half of PTEN, Okumura et al. isolated the nuclear proto-oncogene MSP58 (Okumura et al. 2005). Introduction of MSP58 into Pten null mouse embryo fibroblasts (MEFs) resulted in transformation, although this outcome was abrogated by co-expression of wt PTEN and, surprisingly, by G129R, a phosphatase inactive PTEN mutant. Interestingly, phosphorylation of PTEN Thr-366 was required for this activity.
for MSP58 interaction and hence suppression of transformation. As this site is phosphorylated by glycogen synthase kinase 3β (GSK3β) (Al-Khouri et al. 2005), which is itself inactivated by PI3K signaling, this suppressive activity of PTEN could represent a mechanism by which phosphatase-dependent and phosphatase-independent functions act in concert. Furthermore, as the c-Jun transcription factor has been shown to upregulate MSP58 expression (Karagiannidis et al. 2008) as well as downregulate PTEN expression (Hettinger et al. 2007), it will be interesting to determine if glioblastomas with high levels of active c-Jun (Assimakopoulou and Varakis 2001) utilize MSP58 in part to drive their malignant phenotype.

A role for PTEN in the maintenance of chromosomal integrity has been suggested by studies in breast cancer in which loss of PTEN is associated with centromere breakage and chromosomal translocations (Puc and Parsons 2005; Shen et al. 2007). In one study, the effect on chromosomal integrity was attributed to AKT-mediated phosphorylation of CHK1, thus causing cytoplasmic sequestration of this important DNA damage checkpoint protein (Puc and Parsons 2005). Subsequently, PTEN was also found to be associated with the centromere in complex with CENP-C (Shen et al. 2007), thus helping to maintain chromosomal stability independent of its phosphatase activity. In a similar non-enzymatic fashion, PTEN has also been shown to control DNA repair through transcriptional regulation of Rad51, a key protein in mediating double-stranded break repair (Shen et al. 2007), and perhaps through modulation of p53 stability and activity (Freeman et al. 2003). The non-enzymatic functions of PTEN are summarized in Fig 15.2B.

15.7 PTEN in Glioma Biology: Primary vs Secondary Glioma

As discussed in Section 15.6.2, PTEN is a tumor suppressor on a region of chromosome 10q that is lost in >80% of glioblastomas. Most glioblastomas occur de novo, without any indication of prior disease. However, approximately 5% arise from previously existing lower grade tumors, like grade II astrocytomas and grade III anaplastic astrocytomas, that are treated with surgery, and sometimes radiation and chemotherapy. Although de novo and secondary glioblastomas cannot be distinguished from a pathology standpoint, their molecular signatures allow for their separation. For example, EGFR amplification is a common event in de novo glioblastoma, but rare in secondary glioblastoma, whereas p53 mutations occur more frequently in secondary glioblastoma and show a bias toward hot spot mutations at codons 248 and 273 (Ohgaki and Kleihues 2007, 2005). While both de novo and secondary glioblastomas display a high frequency of 10q LOH, only de novo glioblastomas show a high frequency of PTEN mutations (25–40%) (Fig. 15.3). A recent study showed that epigenetic regulation of PTEN in secondary glioblastoma could explain this discrepancy (Wiencke et al. 2007). Nine of 11 (82%)
secondary glioblastomas examined showed methylation at the PTEN promoter, whereas only 2/23 (9%) de novo glioblastomas showed this alteration. Moreover, none of the secondary glioblastomas displayed PTEN mutations, whereas the PTEN mutations present in de novo glioblastoma were mutually exclusive with PTEN promoter methylation (Fig 15.3). Therefore, mutations and methylation could be two independent mechanisms to lose function of the remaining PTEN allele in glioblastoma tumors. While low-grade gliomas do not show 10q LOH or PTEN mutations, they do display a high incidence of PTEN promoter methylation, which is associated with increased PKB/Akt phosphorylation (Wiencke et al. 2007). This appears to correlate with the time and incidence of progression of low-grade tumors (Sean McBryde, DS

Fig. 15.3 Genetics and epigenetics of PI3K pathway activation in primary and secondary gliomas. Shown are the molecular lesions involved in the genesis of primary glioblastoma (de novo pathway) and secondary glioblastoma (progressive pathway) (for specific details see Furnari et al., 2007). Oncogenes (gray-shaded areas) and tumor suppressors (unshaded areas) are indicated with frequency of their known involvement in parenthesis. Genes involved in the PI3K pathway activation are indicated by an asterisk. In primary glioblastomas, activation of the PI3K pathway is achieved by several cooperative mechanisms, including EGFR amplification and mutation (EGFRvIII), p53 mutation, PTEN mutation, and LOH 10q (encompassing the PTEN gene). While in secondary glioblastomas, PDGFR, PDGF-A and B, p53 mutation, PTEN promoter methylation (#), and LOH 10q are the major mechanisms of pathway activation, with PTEN mutation and EGFR involvement being rare.
and Daphne Haas-Kogan, unpublished observations). Therefore, PI3K inhibitor therapy could be suitable for low-grade gliomas prior to the activation of multiple additional pathways that occur in high-grade disease (Stommel et al. 2007).

15.8 PTEN Involvement in Brain Tumor Stem Cells

Data from several studies in which PTEN expressed in the mouse brain had been disrupted have indicated that its function might also play a role in stem cell homeostasis (Backman et al. 2001; Groszer et al. 2001; Kwon et al. 2001) (see Chapters 29, 36, and 44). Macrocephaly and severe brain structure patterning abnormalities in these mice appeared to be the consequence of a combination of decreased cell death, increased proliferation, and an enlargement in neuronal cell size, results which were supported by ex vivo experiments indicating that PTEN loss had a cell autonomous effect. Further experiments (Groszer et al. 2006) illustrated that an enhanced self-renewal capacity and entry into the G1 phase of the cell cycle as well as decreased growth factor dependency of Pten null neural/stem progenitor cells was the cause of the brain defects described above. In contrast, Pten deficiency in hematopoietic stem cells (HSC) results in exhaustion of normal HSCs and expansion of leukemogenic cells and the eventual development of myeloproliferative disorders and leukemia (Yilmaz et al. 2006; Zhang et al. 2006), both of which were preventable by treating the mice with the mTOR inhibitor, rapamycin (Yilmaz et al. 2006). These organ-specific stem cell phenotypes resulting from Pten deletion may be linked to different cellular failsafe responses, where activation of PI3K signaling in the neuronal compartment results in stem cell expansion, while in the hematopoietic lineage Pten loss results in stem cell depletion, similar to the p53-dependent senescence response observed in the mouse prostate upon Pten deletion (Chen et al. 2005).

In a more recent study, gliomas were generated in a p53 heterozygous mouse upon conditional inactivation in neural cells of the Ras pathway regulator, Nf1 (Zhu et al. 2005) (see also Chapters 5 and 6). Histopathologic evaluation revealed that the tumors that formed ranged from low- to high-grade astrocytoma, with a majority of the high-grade tumors expressing activated Akt. Introduction of Pten heterozygosity to this model resulted in accelerated morbidity, shortened survival, and full penetrance of high-grade astrocytomas. Whereas haploinsufficiency of Pten accelerated grade III astrocytoma formation, loss of the remaining Pten allele produced grade IV tumors associated with Akt activation (Kwon et al. 2008). This full spectrum of glioma phenotype permitted examination of presymptomatic mice which revealed abnormal proliferation and hyperplasia in the vicinity of the stem/progenitor cell niche, thus supporting the hypothesis of a neural stem/progenitor cell origin for glioma (Hemmati et al. 2003; Singh et al. 2003; Zhu et al. 2005) regulated by PI3K.
signaling (see also Chapter 29). This hypothesis is further supported by a recent study in which microarray expression profiling defined three prognostic sub-classes of high-grade glioma, proneural, proliferative, and mesenchymal (see also Chapter 23). The two molecular subgroups with the poorest prognosis, proliferative and mesenchymal, possessed a signature of low PTEN mRNA, high levels of phosphorylated Akt, and a neural stem cell phenotype, implicating as in the mouse model above that the PI3K pathway may govern processes that regulate cell fate choices during neurogenesis (Phillips et al. 2006).

15.9 Transcriptional Regulation

Due to its robust expression levels and long protein half-life, PTEN was initially thought to be a constitutively expressed gene; however several transcription factors have now been shown to positively and negatively regulate its gene expression (Fig 15.4a). Upon examination of the PTEN promoter, two binding sites for EGR1 were found (Virolle et al. 2001) and PTEN was shown to be upregulated in response to EGR1 activators, including radiation treatment (Virolle et al. 2001) and by IGF-II, as part of a negative feedback loop modulating the duration of PI3K pathway activation in the mammary gland (Moorehead et al. 2003). Direct expression correlation between EGR1 and PTEN has been detected in non-small-cell lung cancer (Ferraro et al. 2005) and is associated with poor prognosis. In addition the therapeutic agent, doxorubicin, which has been shown to be toxic to glioblastoma cell lines (Abe et al. 1994; Darling and Thomas 2001; Stan et al. 1999) and has been tested as a treatment for patients with high-grade glioma (Voulgaris et al. 2002), may elicit its antineoplastic action, at least in part, through EGR1-dependent upregulation of PTEN expression (Pan et al. 2007).

PPARγ has also been shown to upregulate PTEN transcription (Patel et al. 2001) and use of PPARγ agonists has been shown to have potent anticancer effects in many clinical models, including glioma (Grommes et al. 2006) and liposarcoma (Demetri et al. 1999). However, diminishing the enthusiasm for the use of these agonists in cancer treatment has been data illustrating an increase in colon polyp formation in a preclinical model of intestinal neoplasia (ApcMin mouse) (Saez et al. 1998) and increased cancer incidence in type 2 diabetes patients (Ramos-Nino et al. 2007) when treated with these agonists.

Lastly, Stambolic et al. identified a p53-binding element in the PTEN promoter sequence and characterized a p53-mediated apoptosis mechanism that requires the activation of PTEN transcription (Stambolic et al. 2001). This result indicates that such a mechanism is perhaps defective in mutant p53, wild-type PTEN tumors, a genetic signature that describes some glioblastomas (Ohgaki et al. 2004).

In contrast to PTEN activation, much less is known about its negative regulation. The cloning of PTEN by Li et al. was the first study to identify a
Fig. 15.4 Modes of PTEN regulation. PTEN gene expression and protein activity are regulated at the (a) promoter, (b) transcript, and (c) protein modification levels. For simplicity, mechanisms involved or suspected to be involved in glioma are indicated. Transcription factors, pathways, kinases, and phosphatases known to upregulate PTEN expression or activity are indicated by (+) and those negatively regulating expression or activity are indicated by (–). Abbreviations: TGFβ (transforming growth factor-β), PPARγ (peroxisome proliferator-activated receptor-γ), MEKK4 (mitogen-activated protein kinase kinase kinase 4), NFκB (nuclear factor-kappa B), EGFR1 (early growth response 1), miR (microRNA), PBD (phosphatidylinositol-4,5-bisphosphate-binding domain), PTP (protein tyrosine phosphatase homology region), PDZ (PDZ domain-binding motif), NEDD4-1 (neural precursor cell expressed, developmentally downregulated 4), hSPRY2 (human sprouty 2), ROS (reactive oxygen species), PCAF (p300/CBP-associated factor), SHP-1 (src homology phosphatase-1), ROCK (Rho-associated kinase), PICT (protein interacting with carboxyl terminus 1), GSK3β (glycogen synthase kinase 3β), GLTSCR2 (glioma tumor suppressor candidate region 2), CK2 (casein kinase 2).
growth factor, TGFβ, responsible for PTEN downregulation (Li and Sun 1997). Subsequently, RAS-RAF-MEK-ERK signaling (Chow et al. 2007; Vasudevan et al. 2007) leading to c-Jun activation and its binding to a repressor element ~19,600 bp upstream of the PTEN transcriptional start site was shown to mediate TGFβ-induced PTEN repression (Hettinger et al. 2007). Moreover, other stress kinase pathways including MEKK4 and JNK promote resistance to apoptosis through PTEN suppression via direct binding of NFκB to the PTEN promoter (Xia et al. 2007).

15.10 Inactivation Mechanisms of PTEN

15.10.1 PTEN Loss and Mutation Spectrum in Glioma

PTEN is inactivated in 50% of high-grade gliomas by mutations or epigenetic mechanisms (Knobbe and Reifenberger 2003; Ohgaki et al. 2004). Specifically, the bulk of PTEN mutations is found in glioblastomas, with reported frequencies ranging from 15% (Duerer et al. 1998) to 40% (Schmidt et al. 1999) and with a strong bias toward primary glioblastomas, giant cell glioblastomas, and gliosarcomas (Peraud et al. 1999; Reis et al. 2000; Tohma et al. 1998; Tortosa et al. 2000). PTEN gene alterations in glioblastomas do not correlate with either EGFR amplification or TP53 mutation (Liu et al. 1997; Rasheed et al. 1997; Schmidt et al. 1999; Smith et al. 2001) (Fig. 15.3). Typically the PTEN mutations found in gliomas cause premature truncations (~17%), insertions/deletions (26%), or missense mutations (~57%) that alter the PTEN coding sequence and generally reduce phosphatase activity (Sanger Center: Distribution of somatic mutations in PTEN; Sanger Center Catalogue of Somatic Mutations in Cancer (COSMIC); Furnari et al. 1997; Ali, Schriml, and Dean 1999), resulting in loss of its ability to antagonize the signaling output of PI3K. Interestingly, a small proportion of PTEN mutations found in glioblastoma do not result in activation of Akt phosphorylation (Downes et al. 2004), supporting data demonstrating non-enzymatic functions of PTEN (see above).

15.10.2 Modulation of PTEN Function by Protein Modifications

Recent investigations have provided great insight into the regulation of PTEN activity by posttranslational modifications (reviewed in Tamguney and Stokoe 2007) (Fig. 15.4c). The best understood of these mechanisms is through casein kinase 2 (CK2)-mediated phosphorylation of Ser-370 and Ser-385 in the C-terminus of PTEN. Phosphorylation of these residues is not required for PTEN enzymatic activity but results in protein stability and cytosolic localization, while dephosphorylated PTEN is more enzymatically active, localized at the plasma membrane and less stable (Vazquez et al. 2000; Torres and Pulido 2001; Vazquez et al. 2001). Additional investigations have
illustrated that CK2 phosphorylation of PTEN serves as a priming event for further phosphorylation by GSK3β at Ser-362 and Thr-366, which could serve as part of a negative feedback loop that regulates PTEN and PI3K activity (Al-Khouri et al. 2005) and as a means to promote the association with the oncogene, MSP58 (Okumura et al. 2005) (see above). Moreover, phosphorylation of Ser-385 also likely primes the protein for phosphorylation at Ser-380, Thr-382, and -383 (Odriozola et al. 2007), while glioma tumor suppressor candidate region 2 (GLTSCRs, also known as PICT-1) has also been shown to promote Ser-380 phosphorylation and to cause an increase in PTEN levels (Okahara et al. 2006; Yim et al. 2007). The Rho-associated kinase ROCK has also been shown to phosphorylate PTEN at several serine/threonine residues in the C2 domain causing activation of PTEN and localization to the plasma membrane (Li et al. 2005). In contrast, human sprouty2 (hSPRY2) promotes PTEN dephosphorylation on Ser-370, 380, 382, 383, and 385, resulting in increased PTEN activity (Edwin et al. 2006) and inhibition of cell cycle progression mediated by EGFR signaling (Wong et al. 2002). Recent evidence has suggested that Src-mediated tyrosine phosphorylation of the C-terminus of PTEN may similarly alter the function of PTEN by affecting stability and altering its capacity to bind to the cellular membrane (Lu et al. 2003; Nagata et al. 2004). In a breast cancer cell line, this effect of Src was inhibited by co-expression of SHP-1, an SH2 domain-containing protein tyrosine phosphatase that selectively bound and dephosphorylated PTEN (Lu et al. 2003). Given that the kinase activity of Lyn, a Src family kinase member, has been detected at significantly elevated levels in glioblastoma tumor samples (Stettnner et al. 2005), it is interesting to speculate that this could be an additional mechanism attenuating PTEN activity in glioma.

There are several non-phosphorylation modifications that also regulate PTEN activity. Like many lipid and protein phosphatases, PTEN is regulated by oxidation of cysteine-124 in its active catalytic site. Reactive oxygen species (ROS) cause an intramolecular disulfide bond between Cys-124 and Cys-71 (Lee et al. 2002). While initially thought to be by-products of metabolism, ROS are now known to play a significant role in cell signaling mediated by growth factors such as insulin, EGF, PDGF, and lipopolysaccharide and have been shown to contribute to the activation of the PI3K pathway through oxidation and inactivation of PTEN (Kwon et al. 2004; Lee et al. 2002; Leslie et al. 2003). The histone acetyltransferase p300/CBP-associated factor (PCAF) interacts with PTEN and acetylates lysines 125 and 128 in response to growth factor. These residues are located within the catalytic cleft of PTEN and are essential for PIP3 specificity; consequently PCAF acts as a negative regulator of PTEN (Okumura et al. 2006). Ubiquitin-mediated degradation of PTEN due to direct binding and ubiquitination of Lys-13 and -289 by the E3 ligase, NEDD4-1, has also been reported (Trotman et al. 2007; Wang et al. 2007); however, studies have yet to validate a role for NEDD4-1 in human cancer showing the targeting of PTEN to the proteosome (Fouladkou et al. 2008).
15.10.3 MicroRNA Regulation of PTEN Expression

MicroRNAs (miRNAs), endogenous short single-stranded RNAs that repress mRNA translation by base-pairing to sequence located in the 3’UTR of target mRNAs, are emerging as important regulators of cellular processes and have been implicated in the etiology of a variety of human cancers (see also Chapter 27). Recently several studies have profiled miRNAs in gliomas (Ciafre et al. 2005; Silber et al. 2008) and one miRNA in particular, miR-21, has been reported to repress PTEN expression (Meng et al. 2007) and protect glioma (Chan, Krichevsky, and Kosik 2005; Corsten et al. 2007) and breast cancer cells (Si et al. 2007) from cell death. Similarly, miR-17-92 and miR-214 have been shown to suppress PTEN expression in lymphoma (Xiao et al. 2008) and in ovarian cancer (Yang et al. 2008), respectively. These studies suggest that miRNAs can exert oncogenic activity in part through the downregulation of PTEN expression and add to the repertoire of posttranslational and epigenetic mechanisms that silence PTEN expression and activity (Fig 15.4b).

15.11 PTEN Localization

The phospholipid substrates for PTEN are localized in cellular membrane compartments, and overexpression of PTEN specifically depletes plasma membrane pools of PIP3 (Lindsay et al. 2006). PTEN also possesses three distinct membrane localization domains: a PI(4,5)P2-binding region at the N-terminus (Walker et al. 2004), a C2 domain that comprises the middle third of the protein (Das et al. 2003), and a C-terminal PDZ domain-binding motif (Bonifant et al. 2007). It is therefore surprising that efforts to confirm an expected membrane localization of PTEN have been generally unsuccessful. In fact, endogenous PTEN appears to be localized to the cytosol and the nucleus (Lachyankar et al. 2000; Gimm et al. 2000). More recent sophisticated approaches have shown that PTEN does interact with the plasma membrane, but for only very short intervals of a few milliseconds (Vazquez et al. 2006). In addition, phosphorylation of the C-terminal tail of PTEN also prevents membrane localization by preventing incorporation into a complex that includes PDZ domain-containing proteins such as MAGI2 (Vazquez et al. 2001) (Fig 15.2b). Although the importance of PDZ domain interactions with PTEN remains to be fully established, there is some circumstantial evidence that it plays a function in the tumor-suppressive role of PTEN in glioblastoma. A critical component of the PDZ domain recognition motif is a free carboxy group on a hydrophobic residue two amino acids after a serine or threonine (Nourry et al. 2003). Therefore, mutations that target the PTEN stop codon would essentially abolish these interactions by extending the carboxy terminal amino acids. Such mutations have indeed been found in
three human tumors, and interestingly all occur in glioblastoma specimens (Tohma et al. 1998; Schmidt et al. 1999; Zhou et al. 1999).

Sequences in the C2 domain and phosphatase domain of PTEN are thought to be important for nuclear localization (Chung et al. 2005). There is likely a role for nuclear PTEN in its tumor suppressor function, as nuclear PTEN, but not total PTEN, is lost in thyroid cancers (Gimm et al. 2000). Recently, some of the signals that regulate PTEN localization to the nucleus have been elucidated, such as oxidative stress (Chang et al. 2008), decreased ATP levels (Lobo et al. 2008), and PI3K signaling itself (Liu et al. 2007). Interestingly, there is evidence that the roles and functions of nuclear PTEN could be quite different from those in the cytoplasm and plasma membrane (Denning et al. 2007) (reviewed in Planchon et al. 2008) (Fig 15.2b).

15.12 Other Regulators of Akt Activity

In addition to aberrant PI3K signaling driven by RTK activity, PTEN inactivation, and oncogenic activation of p110α, there are a number of other possible mechanisms by which AKT activation may become dysregulated in glioblastoma. PHLPP (PH domain leucine-rich repeat protein phosphatase), which dephosphorylates Akt S473, is expressed at very low levels in certain glioblastoma cell lines (Gao et al. 2005), as is CTMP (carboxy terminal modulator protein), which binds to AKT and inhibits its phosphorylation (Maira et al. 2001; Knobbe et al. 2004a). Thirdly, PIKE-A, a small GTPase found to be amplified in glioblastomas and glioma cell lines, binds directly to phosphorylated Akt and enhances its anti-apoptotic function (Ahn et al. 2004a; Knobbe et al. 2005; Ahn et al. 2004b). It is unclear whether PIKE-A is targeted for amplification or whether it is a “passenger” in the CDK4 and mdm2 loci-targeted amplifications on chromosome 12.

15.13 Mouse Glioma Models and PTEN Involvement

Given the high frequency with which PTEN is inactivated in brain tumors, many investigators have tried to create mouse models recapitulating human glioma pathology by disrupting PTEN expression (see Chapters 2 and 5). As described above, systemic inactivation of PTEN results in embryonic lethality, while specific deletion in the neural compartment results in macrocephaly and seizures. These data suggest that inactivation of PTEN is not sufficient for tumor initiation at least in the mouse brain. However, loss of PTEN has been shown to accelerate gliomagenesis, complete with hallmark phenotypes of cell invasion and angiogenesis, when combined with additional genetic alterations such as astrocyte-specific inactivation of the Rb pathway, a close parallel to the progression of high-grade disease in humans coincident with loss of PTEN.
(Xiao et al. 2002, 2005) (see Chapter 7). Substantiating these results, studies have shown that key glioma relevant mutations – including those in PTEN and EGFR – may act as an “angiogenic switch” by stabilizing HIF-1α or one of its downstream targets, VEGF (Blum et al. 2005; Phung et al. 2006) (see Chapter 22).

In a different mouse system, PTEN loss was achieved in a subset of astrocytes, via intracranial injection of adenovirus expressing cre recombinase, and when combined with astrocyte-specific expression of oncogenic Ras resulted in high-grade astrocytomas with short latency (Wei et al. 2006) (see Chapter 4).

### 15.14 Therapeutic Intervention and Conditions for Resistance in Glioma and Breast Cancer: PTEN as a Marker for Drug Response and Resistance

In addition to the effects PTEN loss and mutation have on initiating and sustaining the tumorigenic phenotype, the presence or absence of PTEN function has also been shown to act as a powerful predictive marker of response to therapy. As previously mentioned above, >50% glioblastoma tumors display EGFR amplification, suggesting that this tumor type appears to be ideal for small molecule inhibitors of EGFR such as gefitinib or erlotinib (see also Chapter 20). In a phase 1 trial treating recurrent glioblastoma patients with erlotinib, response rates (as measured by a 50% decrease in radiographically measured tumor volume) were ~20%. Response was correlated with EGFR expression and amplification, and it was found that the tumors lacking EGFR protein expression did not respond to treatment as expected under the assumption that these drugs are target specific. However, the presence of increased expression or amplification of EGFR in the tumors was not sufficient to predict response. When the activity of the PI3K pathway was also examined, using antibodies specific to phosphorylated PKB/Akt, it became clear that tumors showing strong expression of phosphorylated PKB/Akt failed to respond to treatment. In sum, the most dramatic responses to treatment with erlotinib were found in the tumors expressing high levels of EGFR and low levels of phosphorylated PKB/Akt (Haas-Kogan et al. 2005). A very similar result was also seen in a second study, in which patients whose tumors expressed EGFRvIII and intact PTEN were the most likely to respond to EGFR inhibitors (Mellinghoff et al. 2005). Therefore, low activity of the PI3K pathway in GBM as measured by wild-type PTEN gene sequence and low phospho-Akt by immunohistochemistry act as a strong positive predictive markers for response to EGFR therapies.

In contrast, elevated levels of PKB/Akt phosphorylation in tumor tissue were found to be a positive predictive marker of response in a clinical trial with gefitinib in NSCLC (Cappuzzo et al. 2004). However, some NSCLC tumors (unlike glioblastoma) show a reasonable frequency of EGFR
mutations. These EGFR mutations result in stronger activation of PI3K signaling compared to wt EGFR, which is a poor activator of PI3K (Sordella et al. 2004). Furthermore, when gefitinib-treated NSCLC patients are stratified by the presence of EGFR mutations, elevated phosphorylated PKB/Akt predicts good response for the mutated EGFR-expressing tumors, but poor response for the wt EGFR-expressing tumors. Therefore, if PI3K activity is driven directly by EGFR, then EGFR inhibitors are likely to be effective therapeutics. However, if PI3K activity is driven by EGFR-independent mechanisms (such as PTEN inactivation), these tumors are likely to be resistant to EGFR monotherapy. Although speculative, this hypothesis is supported by additional experiments in breast cancer cells. In cells expressing wt PTEN, gefitinib inhibited PKB/Akt phosphorylation and caused growth arrest and apoptosis, whereas in cells expressing mutant PTEN, PKB/Akt phosphorylation was not affected and the cells remained viable (Bianco et al. 2003). These results also suggest that EGFR inhibitors and PI3K pathway inhibitors given in combination will be particularly effective in tumors in which PTEN is mutated and EGFR is important in driving tumor cell proliferation and survival. Indeed, initial experiments in glioblastoma preclinical settings have shown that this represents a promising strategy (Wang et al. 2006; Goudar et al. 2005) and is currently being implemented in the clinical setting.

Interestingly, PTEN also appears to act as a predictive marker for responses to other types of therapies. Patients whose tumors show high levels of PTEN expression also show better responses to trastuzumab (an antibody targeted to Her2) (Fujita et al. 2006; Nagata et al. 2004), to tamoxifen (an antagonist of the estrogen receptor) (Shoman et al. 2005) in breast cancer, and progesterone (Milam et al. 2007) in endometrial hyperplasia. PTEN even appears to determine response to some conventional cytotoxic agents, for example cisplatin in ovarian cancer cell lines (Yan et al. 2006). As approaches to monitor the levels of PTEN, and the activity of the PI3K pathway, in tumor samples become more robust and reliable, we anticipate that routine incorporation of these tests into clinical trials will markedly improve response rates to existing and novel therapies.

15.15 Conclusions

Since the discovery of PI3K (Whitman et al. 1988) and its antagonist PTEN (Steek et al. 1997; Li and Sun 1997; Li et al. 1997), the pathway governed by these two enzymes has been determined to be the linchpin in the etiology of a wide number of cancer types, including glioma, as well as to be important in associated biologic features, such as loss of cell cycle control, uncontrolled proliferation, invasion, escape from apoptosis, and aberrant angiogenesis. To date our attempts to target the signaling inputs of this pathway, such as inhibitors directed to amplified or mutated EGFR or the consequential
downstream Akt effector, mTOR, have generated relatively poor responses in glioblastoma patients, and the few who do respond eventually progress through therapy (see Furnari et al., 2007, for a summary of therapeutics in clinical trial). As discussed above, we are only beginning to recognize the multitude of mechanisms whereby alterations to PTEN (and PI3K) can lead to such resistance. These include not only mutations but also modulators of function by posttranslational modifications, miRNA targeting of PTEN transcripts, promoter methylation, upstream co-activation of several receptors increasing the input into the pathway, and potential downstream modulation of Akt activity and its effectors. This means that we will have to develop more sophisticated methods to analyze these changes in patient tumors before selecting the most appropriate therapies or identify reliable surrogate markers that will be easy to use in the clinic.

To date, application of this information in the clinical setting has been in the form of immunohistochemistry, genomic DNA sequencing, and Western blotting techniques, all of which have practical drawbacks and interpretation biases. Newer techniques that may circumvent these limitations are assays that analyze the consequence of PI3K/PTEN/Akt pathway alterations such as reliable biomarkers indicative of PTEN mutation (Saal et al. 2007) or PI3K/Akt activation status (Mehrian-Shai et al. 2007), magnetic resonance spectroscopy that detects metabolic changes associated with inhibition in PI3K signaling (Beloueche-Babari et al. 2006), or phospho-flow cytometry that can analyze at the single cell level the activation state of pathway molecules (Krutzik and Nolan 2006; Schulz et al. 2007). Incorporation of some of these technologies into the clinical trials setting could aid in the rapid selection of patients who would best benefit from current therapies and are the best candidates for testing of novel agents.
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Chapter 16
Value of 1p/19q and Other LOH Markers for Brain Tumor Diagnosis, Prognosis, and Therapy

Jean-Louis Boulay and Adrian Merlo

Abstract Gliomas frequently show allelic loss of chromosomes 1p and 19q, suggesting the existence of one or more tumor suppressor loci in these genomic segments. Attempts, based mostly on somatic deletion mapping, to identify candidate glioma suppressor genes have focused on the telomeric region of 1p and on chromosome band 19q13. Although telomeric 1p represents a deletion hotspot, it shows no association with patient outcome. In fact, a favorable clinical outcome is linked with centromeric NOTCH2 loss in both oligodendroglioma (ODG) and glioblastoma (GBM), raising the question of a role of Notch2 in gliomagenesis. While targeting the same gene, 1p deletion patterns are distinct between ODG and GBM in terms of extension, frequency, and association with 19q loss. Centromeric 1p deletion patterns can therefore be used for genetic diagnosis, prognosis, and prediction of response to therapy.
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16.1 Introduction

Median survival time of glioma patients varies from less than 12 months in the most aggressive WHO grade IV glioblastoma (GBM) (Ohgaki and Kleihues 2005) to 10 years in WHO grade II oligodendroglioma (ODG) (Reifenberger et al. 1994, Shaw et al. 1992). Even within one histological subtype of glioma, the course of the disease can be highly variable. In fact, the outcome is highly dependent on the genetic background of the tumor (Ohgaki and Kleihues 2005). For these reasons, molecular markers are expected to improve our understanding of the natural course of the disease, to refine diagnosis and prognosis, and to predict response to therapeutic interventions (Merlo 2003, Reifenberger and Louis 2003).

ODG shows frequent (>80%) loss of heterozygosity (LOH) on the entire chromosome 1p, in association with 19q allelic loss (Reifenberger et al. 1994, Bigner et al. 1999). In most, but not all studies, the deletion frequency on chromosome 1p equals the deletion frequency on 19q. This manifest co-deletion results from an unbalanced translocation t(1;19)(q10;p10) in 81% of ODGs (Griffin et al. 2006, Jenkins et al. 2006). 1p/19q allelic loss is associated with a more favorable prognosis for ODG and is considered to be a predictive factor for response to radio- and chemotherapy in ODG WHO grade III (Cairncross et al. 2006, Mirimanoff et al. 2006).

In this manuscript, we review the evidence supporting a role for 1p/19q as a clinical marker, the biology underlying the subgroup of tumors which carry these markers, and the candidate genes that may be involved. Evidence for a role of the NOTCH2 gene on 1p as a relevant candidate is presented.

16.2 1p/19q Loss Is Associated with Response to Therapy in Grade III Gliomas

The evidence for a role of 1p/19q loss in grade III gliomas derives from several large studies. A large multicenter study on 289 patients compared surgery and radiotherapy with and without early chemotherapy on anaplastic ODG or anaplastic oligoastrocytoma with assessment of 1p and 19q allelic losses. Although highly beneficial in patients with 1p/19q loss, chemotherapy was attenuated by significant toxicity in patients with 1p/19q retention. It was concluded that tumors lacking 1p and 19q alleles are less aggressive, more responsive, or both (Cairncross et al. 2006). On the basis of this study, a singular 1p arm loss, or combined loss of chromosomal arms 1p and 19q, has been considered to represent a good and reliable marker for ODG WHO grade III in two respects. First, because 1p/19q loss appeared to be linked to patient survival, it may serve as a prognostic marker. Secondly, since 1p/19q loss was associated with favorable chemotherapy responsiveness, it may also serve as a predictive marker.
In a retrospective study on 208 glioma WHO grades II and III patients, 1p/19q loss was found in about 80% of ODG, 42% of oligoastrocytomas, and above 20% in astrocytomas. On multivariate analyses, chromosome 1p was found to be a prognostic factor for prolonged progression-free survival in grade II regardless of histologic subtype (Iwamoto et al. 2008).

The value of 1p/19q co-deletion as marker of favorable response to therapy for oligodendroglial tumors is generally accepted in the neuro-oncology field. However, some issues regarding the prognostic value of the 1p/19q deletion remain unresolved, perhaps due to uncertainties on the precise mapping of the regions of loss (Weller et al. 2007). Nevertheless, 1p or 1p/19q allelic loss is being increasingly used to estimate the prognosis in ODG patients. Whether these genetic alterations can reliably be used as predictive factor to guide therapeutic intervention in ODG patients remains open to debate.

16.3 Is There a Common Prognostic Denominator in GBM and ODG on Chromosome 1p?

Bearing in mind the classical Knudson hypothesis where a hemizygous deletion of the wild-type allele unmasks the remaining mutant allele (Knudson 2001), the interpretation that an allelic loss predicts a more favorable outcome is counterintuitive. A genetic loss, which is selected during tumor progression, is not expected to improve survival. However, the genetic alteration may point to an early event in tumorigenesis. This would imply that the 1p/19q genetic alteration represents involvement of genetic pathways that impact on tumor biology in a less aggressive form. It was hypothesized that the consistent deletion on 1p/19q is linked to a distinct pathway of glioma development that is biochemically very different from those oligodendroglial tumors which show a much more aggressive clinical course of the disease. In other words, the 1p/19q deletion is likely to define a subgroup of gliomas possessing a tumor biology entirely different from the smaller subgroup of oligodendroglial tumors that retain both arms on chromosomes 1p and 19q. Since prognosis can also vary considerably in GBM, a genetic link between the more favorable GBM and ODG displaying 1p/19q loss was hypothesized. This hypothesis prompted a large somatic deletion mapping study in which chromosome 1p and also partially 19q were scanned for common deletion patterns and correlated with the clinical course.

The concept that a certain genetic alteration is very tightly linked to prognosis by defining a biochemical pathway is further supported by the observation that within ODG, a predominating 1p loss (81%) was found to mutually exclude a TP53 mutation (13%) (Reifenberger 1994, Bigner et al. 1999). TP53 mutations are oncogenic and major effectors of chemo-resistance in tumors of a wide range of cell lineages (Soussi and Lozano 2005). This suggests that 1p loss drives gliomagenesis through a less aggressive pathway than, for example, the
p53 pathway. It is significant that ODG with 1p loss shows a genetic profile distinct from other ODG, as assessed by a microarray gene expression study (Mukasa et al. 2002).

16.4 The Search for 1p Glioma Suppressor Genes

The deletions on chromosome 1p span the entire short arm (Bigner et al. 1999, Smith et al. 1999), which covers 120 megabases (Mb) and therefore contains a vast number of potential tumor suppressor genes. Moreover, the structural complexity of chromosome 1, which has only recently been resolved by a very intense sequencing effort (Gregory et al. 2006), had long been a serious obstacle for fine mapping in the search for new disease genes, including tumor suppressor genes.

Telomeric 1p has been found to be a deletion target in malignancies of various lineages, including those of neural, hematopoietic, and epithelial origins. A comprehensive compilation of somatic deletions in this area is provided by Bagchi and Mills (2008). Early somatic deletion mapping on chromosome 1p in ODG revealed two distinct regions of loss, one located on 1p36.3 and another on 1p34–35 (Husemann et al. 1999). However, further refined deletion mapping on 1p34.2-tel only disclosed a few non-overlapping partial deletions (Felsberg et al. 2004).

The 1p36.3 gene TP73, encoding a structural homolog of p53 was suggested as a candidate. However, no mutations were detected by sequencing of 20 ODG samples (Mai et al. 1998). Based on the findings of another mapping study, a minimal area of loss located on 1p36.2 was described to contain the transcription factor gene CAMTA1, proposed as a candidate ODG suppressor gene (Barbashina et al. 2005). However, sequencing of 10 primary tumor samples did not reveal mutations of the candidate gene CAMTA1. Two further candidate genes have been proposed to be involved in oligodendrogliomagenesis. Amongst several genes exposed by the allelic loss at chromosome 1p32, there are the genes coding for the DNA helicase RAD54 and the cyclin-dependent kinase inhibitor p18\(^{\text{INK4C}}\). However, no mutations were found within the coding sequence of the RAD54 gene in the 25 tumor samples analyzed (Bello et al. 2000), and only a single somatic mutation changing GAA (glutamic acid) into TAA (ochre) at codon 113 of the CDKN2C reading frame was detected at a frequency not exceeding the background mutation rate of cancer cells (Husemann et al. 1999). Also, the ras-related tumor suppressor gene DIRAS3, located at 1p31, was shown to be frequently inactivated by epigenetic silencing in oligodendrogial tumors with 1p loss (Riemenschneider et al. 2008).

Finally, in agreement with a 1p deletion mapping study performed on glioma cell lines (Law et al. 2005), functional mapping of 1p36.22-32 allowed the identification of the gene for the chromodomain helicase DNA binding domain 5 (CHD5) as a positive regulator of p53-mediated pathways (Bagchi et al. 2007). However, since 1p loss was found to mutually exclude a TP53 mutation, a
suppressor gene candidate positively regulating p53 function cannot be considered a good tumor suppressor gene candidate for ODG.

Based on the observation that the telomeric region of chromosome 1p is deleted in about 80% of ODG, the search for glioma tumor suppressor genes has focused on the distal 1p region. However, since the deletion patterns in tumors span the entire short arm of chromosome 1, it is conceivable that the putative tumor suppressor region may have a more centromeric location. All mapping efforts have not yet convincingly identified a gene candidate that is frequently involved in the genesis of ODG.

The finding of large deletions involving the entire 1p arm could mean that several genes need to be lost simultaneously for tumor development. Alternatively, the cause underlying the large deletions observed may be simply structural, as the finding of the translocation t(1;19)(q10;p10) in many ODG suggests. A purely structural argument would preclude the need for an additional telomeric gene as target of recombination.

16.5 The Search for 19q Glioma Suppressor Genes

Chromosome 19 is documented as a specific target for genetic alterations in gliomas (von Deimling et al. 1992) and to a lower extent in ovarian carcinoma (Bicher et al. 1997). The long arm of chromosome 19 is 33-Mb long. Early attempts to delimit the 19q tumor suppressor locus in primary brain tumor biopsies identified a 5-Mb region at 19q13.2-3 (Rubio et al. 1994). This region is still recognized as the major 19q site targeted in gliomas. The region contains several putative suppressor genes, including the DNA repair/DNA metabolism genes ERCC1, ERCC2, and LIG1 (Rubio et al. 1994). However, these candidates have been excluded by further narrowing down the minimal region of loss to 425 kilobases (kb) (Yong et al. 1995). Within the 5-Mb region, another 900 kb more telomeric interval has been defined (Rosenberg et al. 1996) and from which the BAX gene has been excluded as candidate, due to lack of mutations (Chou et al. 1996). Further, another non-overlapping and more distal minimal area of 150 kb has been defined within the 19q13.3 5-Mb segment (Smith et al. 2000).

Using fluorescence in situ hybridization (FISH) probes and supported by microsatellite marker mapping, the breakpoints of primary gliomas with 19q13.3 deletion boundaries were shown to overlap the area delimited by a study performed on cell lines (Law et al. 2005) and the most distal region described above (von Deimling et al. 1992). In addition, silencing of the 19q13.3 gene for the myelin-related epithelial membrane protein 3 (EMP3) by promoter methylation (Alaminos et al. 2005) was found to be associated with 19q loss in oligodendrocytic, but not in astrocytic gliomas, rendering EMP3 a reasonable candidate gene (Kunitz et al. 2007). The issue of glioma suppressor genes on 19q is, however, not yet resolved.
16.6 Fine Mapping of the Deletions in the 1p Arm Reveals that Loss of the Centromeric 1p Region/Area Correlates with Survival in ODG and GBM

In an effort to further refine the location of tumor suppressor(s) located on 1p by comparing deletion profiles between GBM and ODG, a genetic mapping effort involving 3 translational research centers was performed on a total number of 144 tumors (26 ODG and 118 GBM). The chromosome 1p deletion profile was compared between ODG and primary GBM by constructing an extensive 1p somatic deletion map (Fig. 16.1). Three main conclusions emerged from this study. First, in ODG, 1p loss was highly prevalent (81%), was complete and involved the entire 1p arm, and was virtually always combined with 19q loss. Second, in GBM, loss of chromosome 1p was less frequent (32%), usually partial, and was not systematically associated with 19q loss (Fig 16.1), but rather randomly distributed among tumors displaying either retention or deletion on chromosome 1p. Third, four deletion hotspots were detected in GBM: two telomeric (1p36.3 and 1p36.1), one interstitial (1p22), and one centromeric (1p11), with 1p36.3 loss being the most frequent 1p loss in GBM (Fig 16.1).

Analysis of these deletion profiles for impact on survival revealed that chromosome 1p loss in ODG is associated with favorable prognosis. In GBM, interstitial 1p loss is a marker for poor survival with earlier onset of
disease, centromeric loss is a marker for better survival, and despite its highest frequency in GBM, telomeric loss has no significant relevance (Boulay et al. 2007). It is noteworthy that loss of the potential telomeric glioma suppressor loci cited above, although all located within the most frequently deleted 1p region in GBM, have no impact on survival. In contrast, centromeric 1p loss appears to be a favorable genetic indicator in a manner analogous to 1p/19q loss in ODG. This suggests a tumor suppressor locus commonly inactivated in both ODG and GBM.

16.7 Gene Mapping Within the Chromosome 1 Pericentric Duplication

The chromosome 1p centromere contains a pericentric duplication, which consists of a 150-kb sequence originating from the 1p11 region duplicated into the 1q21 region, such that chromosome 1 centromere is surrounded by highly similar sequences in opposite orientations (Fig. 16.2, left panel). The duplicated sequence contains the 5' region of the NOTCH2 gene, forming in 1q21 a new gene called the NOTCH2 N-terminal (N2N) gene (Duan et al. 2004). Detailed somatic deletion mapping in the centromeric region of 1p has been complicated by the presence of this duplication. Genomic duplication with a high degree of sequence conservation may render a genetic locus susceptible to rearrangements, such as nonallelic homologous recombination or possibly translocations (Turner et al. 2008). To overcome this problem, a genetic test based on intra-chromosomal dosage between the duplicated areas has been developed. This test, designated “N2/N2N test”, evaluates gene copy balance between the duplicated regions by exploiting the sequence polymorphisms between the 1p11 region and its 1q21 duplication (Fig 16.2).

The N2/N2N test reveals a minimally lost area in GBM and homozygous deletions in ODG that both converge to the NOTCH2 gene (Boulay et al. 2007). Interestingly, Notch2 hemizygous mice fail to develop a subset of B cells (Saito et al. 2003). Likewise, during Drosophila development Notch haploidy leads to an expanded population of neuroblasts at the expense of epidermis cells, thereby mimicking loss of Notch function (Heitzler and Simpson 1991). This suggests that haplo-insufficiency is a conserved mechanism of Notch down-regulation throughout evolution and raises the possibility that Notch2 haplo-insufficiency may be involved in the disease phenotype, including brain tumorigenesis in mammals.

The N2/N2N test delimits a breakpoint area common to ODG located between duplicated segments, while GBM have breakpoints distal to the duplicated segments (Fig. 16.2). Thus, the N2/N2N test, besides refining 1p mapping in gliomas, permits the genetic distinction between ODG and GBM with 1p loss and, therefore, has potential utility for diagnostic, prognostic, and predictive purposes. This needs to be further validated in prospective studies.
16.8 ROC Analysis for 1p and Prognosis Shows that N2/N2N Analysis Is Superior to Histology

Compared to conventional telomeric 1p and 19q genetic markers, the use of the N2/N2N markers considerably increases accuracy, expressed as area under the curve (AUC) of receiver operating characteristics (ROC) analysis, with regard to prognosis (Fig 16.3).

The explanation for this marked improvement with an AUC of nearly 95% is that gliomas incidentally having both telomeric 1p loss and 19q loss due to severe genomic instability are retained as false positives with conventional
markers, but they are identified as an arbitrary co-deletion and therefore discarded with N2/N2N assay. This supports previous observations that telomeric and interstitial markers on chromosome 1p cannot be linked with more favorable outcome and suggests that 19q per se may not impact on survival loss, irrespective of the 1p status, except in cases with the translocation t(1;19)(q10;p10). Moreover, considering that ODG with 1p/19q loss has by far the longest survival, also compared to ODG with 1p/19q retention (Fig.16.4), the prognostic value of the N2/N2N test turns out to be higher.

Fig. 16.3 Receiver operating characteristics (ROC) analysis of 1p markers. Prognostic value of D19S589 (19q13), D1S2845 (1p36), D1S216 (1p22), D1S2696 (1p11), N2/N2N (pericentric 1p11-q21) genetic markers, and histology. Compared to more telomeric 1p markers, the 1p centromeric marker D1S2696 selects ODG and GBM with more favorable patient outcome and excludes false positive with more telomeric 1p deletions associated with worse prognosis. D1S2696 shows therefore higher reliability to predict patient outcome, as expressed by an area under the curve (AUC) closer to 1 (0.860), compared to more telomeric 1p markers D1S2845 and D1S216 (0.752 and 0.724, respectively). 19q marker D19S589 identifies GBM with 19q loss together with ODG with 1p/19q loss; its reliability therefore is also lower (0.756) than that of D1S2696 (0.860). This indirectly suggests that 19q loss in absence of association with t(1;19)(q10;p10) may not impact on survival. While D1S2696 selects both ODG with 1p/19q loss and GBM with centromeric 1p loss, the N2/N2N test exclusively selects ODG with 1p/19q, those with the most favorable outcome, resulting in the highest AUC (0.931). Finally, compared to histology, which selects ODG regardless of their genetic background, N2/N2N test only identifies ODG with combined 1p/19q loss which have been found to harbor the translocation t(1;19)(q10;p10) (7,8). This is reflected by a higher AUC for the N2/N2N test (0.931) vs. histology (0.891). From Boulay et al. 2007 PLoS ONE 2:e576.
than histological examination, which cannot distinguish between the two molecular subsets of ODG. In sum, the combined status NOTCH2 and N2/N2N classifies gliomas firstly by identifying those with 1p centromeric loss, regardless of histology, as the ones with better outcome and secondly, among them, by segregating between GBM and ODG.

16.9 An Oncogenic Role of Notch2 in Gliomagenesis?

As shown above, ODG and GBM that have a common loss at the NOTCH2 locus have a more favorable prognosis relative to tumors with no NOTCH2 loss. This raises the possibility that gliomas with 1p loss and a positive N2/N2N-assay – targeting either NOTCH2 or an adjacent gene, or both – may be less aggressive than those gliomas that retain or even have amplified the NOTCH2 locus and express Notch2 (Sivasankaran et al. 2009).

During normal murine brain development, Notch2 is expressed in the cerebellar external granule layer and subventricular zones, where it maintains proliferation and prevents differentiation of neuronal precursor cells (Solecki et al. 2001). Notch2 expression in postnatal brain is restricted to ventricular germinal zones and dividing immature glial cells (Tanaka and Marunouchi 2003). These observations suggest that Notch2 may play a role in the maintenance of glial cells in an undifferentiated state. Homozygous Notch2-deficient mutant mice consistently show intense apoptosis in neural tissue normally expressing Notch2 at embryonic day 9.5 (E9.5). This leads to embryonic lethality at E11.5–E12.5 (Hamada et al. 1999), suggesting a role for Notch2 in maintaining the survival of developing cells of the neural lineage. Interestingly, expression of Notch2 protein can frequently be detected in GBM by immunohistochemistry and western blotting. On the
other hand, most ODG do not express Notch2 protein (Sivasankaran et al. 2009). Opposition between Notch2 statuses in both glioma types suggests a functional linkage, especially since the prognosis of these 2 tumor types is so fundamentally different. These observations are further supported by the finding that the gene promoters of nestin, a marker for neural precursors and of tenascin-C, an effector of cell migration during development, both expressed in GBM, are both activated by Notch signaling (Shih and Holland 2006; Sivasankaran et al. 2009). The involvement of Notch2, however, is complex, since HES-1 – a Notch signaling target – drives astrocytic cell fate at the expense of oligodendrocytic differentiation (Wu et al. 2003). It is not clear how long, and to what extent, Notch2 is involved in normal glial cell maturation and differentiation or in gliomagenesis.

Thus, besides Notch2 being a marker for the differentiation status of glioma, it is conceivable that Notch2 also plays a role in the promotion of gliomagenesis. Identification of effectors of gliomagenesis transactivated or indirectly up- or down-regulated by Notch signaling would be of help to support this theory.

### 16.10 Conclusion

In summary, loss at the NOTCH2 locus is a predictor of longer survival in subtypes of ODG and GBM and suggests involvement/engagement of less aggressive Notch2-independent pathways. Conversely, gain of Notch2 is associated with less differentiated and more malignant forms of astrocytomas and GBM. In either case the gain or loss of Notch2 expression conveys a tumor phenotype. This invokes dual functions for NOTCH2 in gliomagenesis, namely as an oncogene or as a tumor suppressor gene, depending on the cellular context as demonstrated for NOTCH1 (Radtke and Raj 2003).

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>area under the curve</td>
</tr>
<tr>
<td>GBM</td>
<td>glioblastoma</td>
</tr>
<tr>
<td>kb</td>
<td>kilobase</td>
</tr>
<tr>
<td>LOH</td>
<td>loss of heterozygosity</td>
</tr>
<tr>
<td>Mb</td>
<td>megabase</td>
</tr>
<tr>
<td>N2</td>
<td>Notch2</td>
</tr>
<tr>
<td>N2N</td>
<td>Notch2 N-terminal</td>
</tr>
<tr>
<td>ODG</td>
<td>oligodendroglioma</td>
</tr>
<tr>
<td>ROC</td>
<td>receiver operating characteristics</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
</tbody>
</table>
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Chapter 17
Discovery of Genetic Markers for Brain Tumors by Comparative Genomic Hybridization

Anjan Misra and Burt G. Feuerstein

Abstract The use of DNA microarrays for surveys of cancer genome has grown exponentially in the last few years. So far, array comparative genomic hybridization (aCGH) has been the most powerful tool for studies of DNA copy number. Array CGH, together with other genome-wide profiling techniques such as expression and methylation profiling, along with follow-up biological studies, has yielded important insights ranging from simple DNA copy number information in a tumor to novel oncogene and tumor suppressor gene discoveries. This chapter traces, from a strategic and scientific perspective, aCGH’s role in the discovery of genetic markers for brain tumors.
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17.1 Historical Perspective

Comparative Genomic Hybridization (CGH) was conceived at the University of California, San Francisco in the early 1990s (Kallioniemi et al., 1992). Since then, different forms of CGH have been the most popular effective method for
detecting genome-wide DNA copy number, especially in cancer research, resulting in more than 3000 publications.

The first generation of CGH used probes made from tumor and sex-matched control DNA, labeled with two different fluorescent colors, and hybridized together to normal human metaphase spreads. The ratios of test and control colors along each chromosome were plotted to represent chromosomal regions with DNA copy number gain or loss for all chromosomes (Kallioniemi et al., 1992). However, limited resolution of CGH, along with required expertise in identifying each chromosome correctly from metaphase spread, posed a significant challenge. Six years later, the same investigators came up with array CGH (aCGH, Pinkel et al., 1998) to address both of these concerns. To hybridize the tumor and normal genome probes, aCGH replaced the human metaphase spread with an array of spotted DNA from individual bacterial artificial chromosomes (BAC) on a glass slide. This process was later mechanized (Snijders et al., 2001), and paved the road for spotting an array of ~32000 BACs, tiling the whole genome (Ishkanian et al., 2004). Each BAC is unique and represents a 50–200 Kb length of human genome. Using one such array for each sample would, in principle, detect most copy number gains and losses in a sample throughout the entire genome; small gains and losses would be undetected. Different aCGH platforms have different resolution. Among commercially available platforms, resolution varies from 50 Kb to ~1 – 1.4 Mb. But custom arrays can be made with overlapping BACs or oligonucleotides to literally cover a region of interest, no matter how big. Since exons are part of cDNA, and mammalian genes have both exons and introns, in theory a cDNA microarray can be used for DNA copy number measurements. However, although the Stanford DNA microarray group used cDNA microarray (Pollack et al., 1999) for aCGH, few others did.

The next advance was oligonucleotide array for DNA copy number analysis, which used arrays that were initially designed to study single nucleotide polymorphisms (Bignell et al., 2004; Huang et al., 2004). Over time, after the human genome sequence was assembled and better algorithms for probe design were available, some oligonucleotide arrays were claimed to work better for detecting DNA copy number than for detecting single nucleotide polymorphisms. Usually, each oligonucleotide is 40–50 bp long and the array resolution can be up to 500 bp.

For any array type, DNA spots are printed in replicates. From a general DNA–DNA hybridization perspective, a sufficiently long stretch of genomic DNA is best suited to be used as a DNA spot on array. Overall, the best performance of a specific platform is subjective based on investigator preference and experience. Many groups use single nucleotide polymorphism arrays to detect DNA copy number, although these arrays tend to result in more noise. With the advent in photolithic and other technologies to synthesize thousands of oligonucleotides on a very small glass surface, better printing heads for printing thousands of DNA spots in neat rows in a small space, and improved surface chemistry, private sector interest in DNA microarray grew.
Commercialization of DNA microarray brought competition, improvement, choices, and, most importantly, more affordability to users. Some companies developed DNA microarrays that covered loci for disease-specific or a biologic process-specific genes (e.g., arrays to study a few pathways heavily involved in cancer, or biological process e.g., apoptosis). Many offered to design, print, and supply custom DNA microarrays, thereby enabling laboratories to study DNA copy number just for genomic regions of interest without exorbitant costs. To keep their competitive edge, universities and research institutes used their DNA microarray cores to offer services to users for a fee. This gave individual laboratories additional choices, without having to invest in their own DNA microarray infrastructure and equipment. As with DNA sequencing, today a laboratory can perform its DNA microarray experiments or get them done for a price at many public and private institutes. The differences in aCGH platforms often necessitate using a set of programs most suitable or custom made for that particular platform. However, one concern is that the data format for one platform is often incompatible with other platforms. Therefore, the choice of a specific platform by a laboratory has long-term consequences.

An essential by-product of DNA microarray technology was the development of different analysis techniques. Since the data generated by DNA microarrays usually have more variables than samples, new statistical methods were developed to aid data analysis. The ability to view an enormous amount of data was also a challenge. Today, many programs for DNA microarray data analysis are in the public domain. These programs are user friendly and free (see resources in Section 17.8). Data analyzed using these programs have been widely published in peer-reviewed journals, and NIH-funded published data are often available for re-analysis by others.

### 17.2 General Methodology

From the user’s perspective, the general methodology for aCGH can be divided into four steps. The first is to make probes by random priming (Sambrook et al., 1989), degenerate oligonucleotide PCR (DOP-PCR) (Telenius et al., 1992), or by other means from test (e.g., tumor) and control (sex-matched leukocyte DNA) samples, each labeled with one fluorochrome (e.g., cy3, cy5), purified from unbound or free fluorochromes in the reaction and used for hybridization (Pinkel et al., 1998; Sinjders et al., 2001; Misra et al., 2005; Nigro et al., 2005). The fluorochrome selection is an important step. For aCGH, two fluorochromes that have an easily distinguishable emission spectrum are used. More than one sample can be hybridized to one DNA microarray (Misra et al., 2006). For this, two test samples are labeled with two different fluorochromes (e.g., Cy3 and FITC), where each fluorochrome has a different excitation and emission spectrum, and the sex-matched control DNA is labeled by a third fluorochrome (e.g., Cy5). This strategy can reduce the cost of using expensive arrays.
The second step is hybridization, where the repeat sequences on the DNA microarray are blocked with DNA from salmon or herring sperm, and the remaining sequences on the array are hybridized to an array, and washed with buffer solution (Misra et al., 2005; Nigro et al., 2005). The stringency of washing is well established (Misra et al., 2005; Nigro et al., 2005). Like other hybridization techniques, e.g., Southern or Northern blotting, stringency can be manipulated to achieve a better signal to noise ratio. The arrays are then counter-stained with 4',6-diamidino-2-phenylindole (DAPI) to stain DNA spots and mounted with glycerol.

The third step is image acquisition, in which images of the hybridized microarray are acquired using a charged couple device (CCD) camera (Jain et al., 2002) or laser scanner (Graves et al., 2002). The principle for doing either type of imaging is similar. For CCD, a pair of the excitation and emission filters is used for each color channel to minimize background. For each sample, three different images (e.g., DAPI, Cy3, and Cy5 channel) are acquired and used for analysis. The linearity of signal acquisition over a fairly large window of exposure time is the key for good imaging. Though higher exposure time leads to increases in both signal and background, the quantitative increase in signal intensity is more than background and therefore provides a larger range of background subtracted signal intensities. For data from each DNA spot on the array, intensity from a number of pixels covering the DNA spots is considered as ‘signal’ (detailed in Jain et al., 2002). This consideration is based on how intensity in each pixel vary from their immediate neighbors. The process determines variation within hybridization spots, and also indicates the intensity of local background. This way of measuring local background for each DNA spot is very helpful since, in theory, the whole microarray should have a similar background, but often there are small differences. When more than one sample is used, the image for the second sample hybridized to the same microarray is acquired separately using appropriate filters and analyzed (Misra et al., 2006).

The fourth step is analysis of aCGH data. This entails two steps: converting image data into numerical data and analyzing the data statistically. The basic principle for converting image data into numerical data is the same, no matter what type of imaging equipment and software are used. The whole array is divided into a grid where each cell covers one DNA spot and some of its surrounding area. Within each such cell, the pixels covering the DNA spot are used as signal and the surrounding pixels as background. This is done for every DNA spot in the whole array and is then converted into a numerical table (Jain et al., 2002). Once this table is generated, data from each DNA spot are subtracted from background and normalized either by mean or median intensity for all DNA spots in an array. This is a key step because different segments of genome can have different hybridization properties and kinetics, based on their sequence; normalization such as this helps to scale the intensity data. Normalization also helps standardize batch-to-batch variations in data. Finally, the ratio of test to control probes for each DNA spot (relative ratio
or RR) is calculated and then the mean and standard deviation of all replicates for each arrayed DNA spot is tabulated. Once these data are ready, one can plot genome-wide copy number changes as a function of distance along the chromosome or genome. Usually this is done by a ‘Macro’ written in Excel (Misra et al., 2005).

Generally, aCGH data are log$_2$ transformed and plotted. Since normal DNA has two copies, log$_2$ transformation brings the baseline of 2 to 0, and the baseline for normal copy in the plot number for the whole genome becomes 0. The advantage of data transformation is that it stretches the scale of copy number loss so that heterozygous and homozygous deletions are more clearly distinguished. It squeezes the amplification side of the scale, and since amplification of a DNA locus can reach 200–250 copies or more, it can still be plotted for easy viewing. More often than not, a data filtering step is used before data are plotted, to remove those DNA spots that have data from only one replicate or that have an unacceptable standard deviation among replicates. This is an important step to reduce noise in the data. If one repeatedly uses arrays that are printed as a batch, often the same DNA spots show erratic behavior. Therefore, these spots are flagged and not included in analysis. Many laboratories use a smoothing step whereby a running mean of three to five contiguous DNA spots are calculated and then plotted (Willenbrock and Fridlyand, 2005). The primary advantage of this is to reduce the effects of erratic behavior of some individual DNA spots. Despite using replicates of each DNA spot in an array, some spots show far more deviant behavior than their neighbors. Perhaps this can be either attributed to microarray construction or to an inherent property of primary sequence of DNA on that spot.

There are some general principles for statistical analysis of microarray data, but the exact methodology used depends on the specific question. To identify common aberrations such as the frequency of gain or loss or amplification of a DNA spot in a sample set, gain or loss or amplification must first be defined. Many laboratories score a $>20\%$ deviation from the mean values as loss or gain. This can be an issue if the sensitivities of all the hybridizations are not similar, which usually is the case because sample quality varies and reagents, equipment, and individual handling variations are expected. A more customized approach is to identify a cut-off value for gain and loss scoring for each sample separately (Misra et al., 2005). With this approach, the ratios of test-to-control intensity for each DNA locus (relative ratio or RR) are plotted as a histogram and Gaussian curves are fitted on this histogram. Given that extensive DNA copy number changes occur in less than 50% of the genome in more than 95% of cases, even in the most aggressive brain tumor, glioblastoma multiforme, at least half of the DNA spots will form a population with a bell-shaped distribution of RR (Fig. 17.1). This population becomes the RR distribution of the genome that is normal with respect to copy number, i.e., 2. The other populations with lesser and higher RR values than the middle population become the loci with copy number loss and gain, respectively. This methodology works best with near diploid tumors. If a tumor is an even
mixture of near diploid and near triploid cells, this strategy will not work. However, in a study of over 300 different types of brain tumors, we have seen only few tumors that are not near diploid. Certain tumor types like neuroblastoma have a more near triploid tumors and interpreting the DNA copy number in these cases needs to be done carefully (Tomioka et al., 2007).

The current technical challenge is to combine the power of genetic techniques to make quality cancer DNA probes from a tiny amount of frozen or paraffin-embedded DNA material. Using a small amount of DNA to profile a sample has been tried in many different ways. The key is to get a good representation of the whole genome. Experience with conventional CGH established that proper representation of certain stretches of certain chromosomes (e.g., 1p, 22q) could be a problem, but it turned out that aCGH does not have that kind of representation issue. Using a small amount of DNA forces a user to amplify it while making probe. However, overamplification of probes tends to increase the background. The problem is often the DNA quality and quantity from paraffin-embedded samples. Simple tests such as extracted DNA size or DNAse digestion rate of paraffin-extracted DNA have not been the reliable markers for quality of DNA extracted. In our experience, the data quality of paraffin-

Fig. 17.1 Scoring loss and gain. Relative ratio (RR) values from all the DNA spots (A) in an array are plotted as a histogram (B). The central population of the histogram (B) forms a Gaussian distribution. The cut-off boundaries are set by the user (here it is 3 standard deviations from the mean on either side) and all the RR values below or above these cut-off values are scored as losses and gains, respectively (Modified from Misra et al., 2005)
extracted DNA has ranged from excellent (indistinguishable from frozen samples) to unusable. Several groups have reported ways to amplify and label probes that work well with aCGH. These include degenerate primer PCR (Daigo et al., 2001; de Vries et al., 2005), two-stage random primer labeling reactions (de Vries et al., 2005), ligation-mediated PCR (Tanabe et al., 2003; Guillaud-Bataille et al., 2004), ligation circularization of degraded DNA (Wang et al., 2004b), balanced PCR (Wang et al., 2004a), and three-stage random priming (Prestagarden et al., 2008). A few studies using paraffin-embedded brain tumor samples have been reported (Maher et al., 2006; Johnson et al., 2006; Mohapatra et al., 2006). The general belief is that formalin, used to fix the tissue before embedding it in paraffin, cross-links DNA. Since pathologist’s fixation protocols are not standard, the quality of DNA extracted out of paraffin samples varies. Moreover, as paraffin blocks age, degradation of DNA increases, and this increase is attributed to oxidation over the storage period. All of these problems can compromise DNA quality and therefore lead to varying data quality. When more laboratories are successful in using paraffin-embedded samples to produce quality DNA for profiling genome-wide DNA copy number, we can expect more insights using samples from clinical trials where there are uniform treatments of patients and multiple uses of the tissue samples with longer periods of follow up.

17.3 Interpretation of aCGH Data

Apart from measuring locus by locus DNA copy number, aCGH can inform about a variety of genetic events (Fig. 17.2). It can detect aneuploidy, interstitial deletions, break points, aberration boundaries, amplifications, and non-reciprocal translocations. Identifying amplifications and deletions can lead to recognition of novel candidate oncogenes and tumor suppressor genes (Table 17.1). The improved resolution of aCGH can identify two different regions of deletions in a locus that in the past looked like one large region of loss, and can identify the exact boundary of an amplicon (Fig. 17.3 and Color Plate 18) as well as a break point, or can narrow a region of loss (Fig. 17.4). Genetic classification of tumors has been a hallmark of aCGH data. Many genetically defined groups of tumors can be identified using this technique (Fig. 17.5 and Color Plate 19). The copy number frequency of genetic changes can be generated for a specific tumor type and grade, or a specific genetic group (Fig. 17.6 and Color Plate 20). In addition, a marker for diagnosis and/or prognosis can be identified (Fig. 17.7 and Color Plate 21). Finally, a preexisting marker can be refined on the basis of aCGH data (Fig. 17.8 and Color Plate 22).
17.4 Strategy for Identifying Genetic Markers with Clinical Relevance Using Array CGH

Success in identifying genetic markers for brain tumors depends on well-defined sample sets of tumors, like those from a clinical trial. Since it is impossible to use normal adult brain as a control to compare tumor samples, the conventional wisdom has been to use ‘non-neoplastic’ brain samples (e.g., epileptic foci or accidental death cases); though not equivalent to normal brain, such samples are the best available. However, the need for using ‘normal brain’ as control is more important for expression arrays than for DNA microarrays. Since all somatic cells are thought to have very similar DNA, a pool of leukocyte DNA from a normal population without blood abnormalities is often used as reference DNA for CGH. This is done separately for male and female DNA.

As a technique, aCGH has its own internal controls. Every DNA sample is hybridized against sex-matched normal DNA; therefore, the DNA copy numbers seen in each sample are relative to copy numbers of normal human genome. If the research question is, ‘What are the genetic markers for a tumor type?’, then only a group of those tumors are adequate to answer this question. In such cases, these samples are studied for their genetic profiles, the copy number changes are cataloged, and statistical analysis done to identify the changes that are significant in this tumor group. But if the research question is more complex, for example, ‘What are the markers for glioblastoma multiforme that result in poor survival?’, then the task becomes multistep. Step one must identify the genetic changes that are frequent in glioblastoma multiforme and step two is to analyze their association with a phenotype, e.g., survival, using appropriate statistical methods, such as Cox proportional hazard models. For a
### Table 17.1 A list of candidate oncogenes and tumor suppressors in grade 4 astrocytoma, identified by array comparative genomic hybridization

<table>
<thead>
<tr>
<th>BAC name</th>
<th>Location</th>
<th>Candidate tumor suppressor gene</th>
<th>Reported by</th>
</tr>
</thead>
<tbody>
<tr>
<td>RP11-42A17</td>
<td>4p11-4p12</td>
<td>GABRG1</td>
<td></td>
</tr>
<tr>
<td>CTC-205110</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP11-40D5</td>
<td>4q28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP11-6L19</td>
<td>4q32-4q33</td>
<td>TLL1</td>
<td></td>
</tr>
<tr>
<td>RP11-77E2</td>
<td>7q31.1</td>
<td>DLD, LAMBl, LAMB4</td>
<td></td>
</tr>
<tr>
<td>RP11-26H17</td>
<td>9p23</td>
<td>PELI2</td>
<td></td>
</tr>
<tr>
<td>RP11-50C21</td>
<td>9p23</td>
<td>PTPRD</td>
<td>Misra et al. (Unpublished)</td>
</tr>
<tr>
<td>RP11-264011</td>
<td>9p23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP11-3302</td>
<td>10q21.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP11-1705</td>
<td>10q22.2</td>
<td>KCNNM1</td>
<td></td>
</tr>
<tr>
<td>RP11-8C15</td>
<td>13Q12.1</td>
<td>EFHA1</td>
<td></td>
</tr>
<tr>
<td>RP11-52N13</td>
<td>17q12</td>
<td>CCDC43, DBF4B, GJC1</td>
<td></td>
</tr>
<tr>
<td>CTD-2100E13</td>
<td>18q11.2</td>
<td>RIOK3, NPC1, ANKRD29</td>
<td></td>
</tr>
<tr>
<td>RP11-86D21</td>
<td>21q21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP11-4H24</td>
<td>22q13.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP11-1157L10</td>
<td>6q27</td>
<td>WDR27, TGBS2, PHF10, TCTE3</td>
<td>Ichimura et al. (2006)</td>
</tr>
<tr>
<td>RP360M22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rp11-2J18</td>
<td>6q27</td>
<td>SYTL3</td>
<td>Ichimura et al. (2006)</td>
</tr>
<tr>
<td>to RP180E10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRS2BP2</td>
<td>1p42.2</td>
<td></td>
<td>Maher et al. (2006)</td>
</tr>
<tr>
<td>TMAP/LAP2</td>
<td>12q22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Amplification

<table>
<thead>
<tr>
<th>BAC name</th>
<th>Location</th>
<th>Candidate Oncogene</th>
<th>Reported by</th>
</tr>
</thead>
<tbody>
<tr>
<td>RP11-100C21</td>
<td>7p14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP11-141P12</td>
<td>7p13</td>
<td>HECW1</td>
<td></td>
</tr>
<tr>
<td>RP11-217010</td>
<td>7p12</td>
<td>ACDY1</td>
<td></td>
</tr>
<tr>
<td>RP11-15L23</td>
<td>7p12</td>
<td>COBL</td>
<td></td>
</tr>
<tr>
<td>CTD-207010</td>
<td>7q21.2-7q21.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTB-54J7</td>
<td>7q31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTD-2039F11</td>
<td>7q31.3</td>
<td>Misra et al. (Unpublished)</td>
<td></td>
</tr>
<tr>
<td>CTD-185C18</td>
<td>7q31.2-q31.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTD-2041G23</td>
<td>7q31.2-q31.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP11-9891</td>
<td>7q31.3-7q33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP11-89P14</td>
<td>11p15.2</td>
<td>MRGPRX4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11p14.3-11p</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS-56I11</td>
<td>12q13-q14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTD-136014</td>
<td>12q14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP11-16H12</td>
<td>12q23</td>
<td>SLC17A8</td>
<td>Deshmukh et al. (2008)</td>
</tr>
<tr>
<td>HIPK2</td>
<td>7q34</td>
<td></td>
<td>Ichimura et al. (2006)</td>
</tr>
<tr>
<td>CCND3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SLA/LP, STIM2</td>
<td>4p15</td>
<td></td>
<td>Ruano et al. (2006)</td>
</tr>
<tr>
<td>TNFSF13B, COLA42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPS15</td>
<td>1p32</td>
<td></td>
<td>Maher et al. (2006)</td>
</tr>
<tr>
<td>WN17A</td>
<td>3p26.3-24.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RASSF3</td>
<td>12q14.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERK</td>
<td>8q23.2-24</td>
<td></td>
<td>Saigusa et al. (2005)</td>
</tr>
<tr>
<td>SKP2</td>
<td>5p13.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 17.3 Homozygous and heterozygous losses and amplifications are better defined by aCGH than by conventional CGH. Data from the same tumors analyzed by standard CGH and aCGH show the advantages of aCGH. The left panel shows loss of chromosome 9p in a glioblastoma multiforme (GBM) by conventional CGH. The same region actually has two regions of loss with homozygous deletion of P16 locus. FISH validated the aCGH data. The right panel shows chromosome 7 gain and EGFR amplification. aCGH narrowed the boundary of EGFR amplification much better than conventional CGH did, and FISH validated it (Modified from Misra et al., 2005) (see Color Plate 18).

Fig. 17.4 Breakpoint identification and narrowing a region of frequent loss in tumor. (A) Profile of chromosome 7 in a GBM showing breakpoint (arrow). (B) A region of 12q loss frequently seen in grade 3 astrocytoma. 12q loss may be associated with survival in these tumors, and is therefore a potential tumor suppressor locus. The frequency of gain and loss for each BAC clone is plotted as positive and negative values, respectively.
pilot study, a few samples might be enough to develop a hypothesis, but more definitive studies require power calculations to know precisely how many samples are required to find statistically significant differences or associations, depending on what questions are being asked. When the questions are complex, as is usual for most studies, obtaining numbers of samples necessary for adequate statistical power becomes a challenge.

For even more complex studies, such as an integrated genomic approach using microarray-based data from different platforms, no single statistical approach is usually adequate. Usually more than one statistical approach is used to answer the same question, and similar answers from different approaches are then perceived as having yielded reliable data. Since the number of variables studied exceeds the number of samples by hundreds or even thousands, special statistical analysis software has been designed for this kind of analysis, including Significant Analysis of Microarray (SAM), Prediction Analysis of Microarray (PAM), and cluster analysis. Programs like ‘Treeview’ can then be used to view the data. All of these are open source programs (see resources in Section 17.8).
The analysis of microarray data can be ‘unsupervised’ or ‘supervised’. Unsupervised analysis is usually undertaken for questions such as whether there are different genetic groups within a tumor type and grade, where the goal is to determine different possible groups based on similarity of cases to each other. For example, Fig. 17.5 shows the results of an ‘unsupervised’ hierarchical cluster analysis. In supervised analysis, the user classifies the samples into at least two groups and compares them to identify which aberrations mark each group (Figs. 17.6, 17.9 and Color Plate 23).

17.5 New Insights in Primary Brain Tumors Using Array CGH

The ability to detect different forms of change in DNA copy number has gradually improved our understanding of the relationship between genetics and brain tumors. Cancer in somatic cells is now well established as a disease of the genome. A genetic change detected at any point in a given cancer can be the cause or the effect of development and/or progression. Array CGH can detect genome-wide copy number changes in DNA at a level of resolution limited only by the array. Functionally, any such change can be causal (e.g., oncogene, tumor suppressor gene) or be nonspecifically correlated with behavior (Cairncross et al., IRTOG trial 9402, 2006).
Because copy number change occurs in primarily large segments of chromosomes in brain tumors, using aCGH to identify genome-wide copy number change has not added radical new understanding at the chromosomal level. The most frequent genetic aberrations are large and were not missed previously using conventional CGH (Mohapatra et al., 1998). However, aCGH can generate very high resolution maps of the frequency of changes in DNA copy number in different tumor types (Misra et al., 2005; Kitange et al., 2005). In addition, it can successfully identify genetic markers in different types and grades of brain tumors as discussed below.
In grade 4 astrocytoma, the most frequent genetic events are gain of chr. 7, 19, and 20 and loss of 9p, 10, and 13q (Misra et al., 2005; Nigro et al., 2005; Phillips et al., 2006). Two to three percent of cases had loss of 1p and 19q, a signature genetic event for oligodendroglioma. A host of other aberrations, e.g., loss of 2p, 8p, 8q, whole 8, 11q, 17p, 22q, and gain of 1p, 1q, 3q, 4q, 5q, 12q, and 16q were observed at a lower frequency. The implication is that genes located at these regions contribute to initiation and progression of grade 4 astrocytoma. Consequently, many investigators examined these regions to identify candidate tumor suppressors or oncogenes (Table 17.1) and markers.

Most genetic aberrations found in grade 4 astrocytomas were present in grade 3 astrocytoma, albeit at a lower frequency. Specifically, grade 4 astrocytoma had more frequent gain of 1p, 4q, 7, 12, and loss of 2p, 8, 10, 11q, 13q than did grade 3 astrocytoma. In both grades, 9p loss and 19 gain occur at a similar frequency. In grade 4 (Nigro et al., 2005; Phillips et al., 2006) and grade 3 (Misra et al., unpublished data), chr. 10 loss and 7 gain were prognostic markers.

Grade 2 astrocytomas show nondescript and/or random genetic events without any signature aberrations (Misra et al., unpublished data).
Grade 4 astrocytoma signature aberrations and their frequency were confirmed by other studies (Maher et al., 2006; Beroukhim et al., 2007; The cancer genome atlas network; 2008), but genetic profiling work is rare for grade 3 and grade 2 astrocytomas, presumably because they are infrequent. These grades need further study. From what is currently known, loss of chr. 10 and gain of chr. 7 are robust markers for poor survival among malignant astrocytomas.

In oligodendroglioma, aCGH has shown that the most frequent aberrations are loss of 1p, 19q, and combined loss of 1p/19q. In addition, deletion of 4q, 5p, 9p, 10q, 11p, and 13q, and gain of 7p, 8q, 10p, and 11q were observed. Occasional whole chromosomes 4, 9, and 13 loss; and whole chromosome 7 and 11 gain were also observed (Kitange et al., 2005). In that study, 8q gain was a marker of poor prognosis.

In ependymoma, aCGH has shown that 1q gain is correlated with pediatric patients, intracranial location, and grade 3 (Mendrzyk et al., 2006). Also in that study, 1q21.1–32.1 gain was associated with tumor recurrence, and gain of 1q25 was an independent prognostic marker for recurrence-free and overall survival. EGFR amplification was an independent prognostic marker for intracranial ependymomas. This and another study of ependymomas (Kurian et al., 2008) reported infrequent loss of chr. 6, 8, and 14q.

![Fig. 17.9](image-url) Supervised analysis to identify genetic differences between grade 3 and grade 4 astrocytomas. (A) Significance analysis of microarray (SAM) identifies more than 500 BAC clones throughout genome that differ significantly in copy number in anaplastic astrocytoma and GBM. The analysis plots the expected versus the observed frequencies of aberrations. When differences between the two exceed a predetermined value, the change is defined as significant. The losses are shown in green and the gains in red. (B) A list of the major aberrations in grade 4 astrocytomas. The number of BAC clones lost and gained for each of these regions shows chr. 7 gain and chr. 10 loss are the most frequent aberrations (see Color Plate 23).
In meningiomas, aCGH has shown that all three grades (benign, atypical, and malignant) were genetically divided into two molecular groups: ‘low-proliferative’ and ‘high-proliferative’ (Carvalho et al., 2007). The atypical meningiomas are genetically a mixture of both benign and proliferative tumors. Loss of 6q, 9p, 13, and 14 were found exclusively in the high-proliferative meningiomas. Additional gene expression studies indicated that higher cell proliferation and transforming growth factor-beta pathway were the major molecular mechanisms that distinguish ‘low-proliferative’ and ‘high-proliferative’ groups.

17.6 Array CGH in Cancer Subgroup and Gene Discovery

The power of using aCGH to classify or identify clinically relevant markers comes from the fact that change in DNA copy number is robust when compared to other variables such as expression or methylation. Array CGH has been a powerful tool for discovery when used in conjunction with other assays, such as expression profiling, gene promoter methylation, or miRNA expression. For example, in a small sample of grade 4 astrocytom as, aCGH, and expression array profiling each identified similar subgroups of tumors (Nigro et al., 2005). Genetic signatures in the group that had chr. 10 loss and 7 gain were associated with poor survival. The group that did not have those changes was a mixture of poor and better survivors. These same two groups could also be identified by comparing over expression and under expression of a set of genes. A follow-up larger study confirmed chr. 10 loss and chr. 7 gain as a marker for poor survival (Phillips et al., 2006). This study identified three functional groups: proliferative (Po), mesenchymal (Ms), and proneural (Pn). The Po and Ms groups had chr. 7 gain and 10 loss and poor survival. The Pn group did not have 7 gain and 10 loss and had better survival. This finding has been confirmed by other studies (Maher et al., 2006; Beroukhim et al., 2007; TCGA, 2008).

Another marker and critical gene discovery approach seeks to identify regions of DNA lost by using aCGH first and then identifying which gene located in that region has expression loss of the other copy due to promoter hypermethylation (Zardo et al., 2002; Kim et al., 2006), or degradation mediated by micro RNA, which can bind and degrade mRNA. For this group of tumor suppressors (e.g., CISH1, COE3, RUNX3, TES), typically, the first copy of DNA is lost and the second copy gene is methylated at its promoter. MiRNA copy number loss or gain due to DNA copy number change can lead to up or down regulation of the gene and its associated pathway. Little has been reported about this in astrocytoma. Array CGH chips can also identify the genomic locus targeted by a transcription factor using chip on chip assay.

Array CGH has commonly been used to identify novel candidate tumor suppressor or oncogene loci across tumor types (Table 17.1 and Fig. 17.10). Key roles of a host of oncogenes (e.g., EGFR, PDGFR1A, CDK6) and tumor
Suppressors (e.g., p16, p53, Rb1, NF1) in the genesis of glioma have been known for a long time. But there are likely many more such genes, and their role in astrocytoma are not yet well established, although functional studies in model cell lines and animals have validated the biological significance of some.

Array CGH data, along with follow-up biological experiments, and expression and mutation analysis, have been successfully used to identify key pathways involved in grade 4 astrocytoma. Several studies have reported that important signaling pathways, e.g., IGF2, RAS/RAF, and MAPK, are driven by DNA copy number in high- and low-grade astrocytoma (Soroceanu et al., 2007, Jeuk en et al., 2007, Pfister et al., 2008). These types of pathway profiling studies were further extended by projects that sequenced the human cancer genome. Two such efforts in grade 4 astrocytoma suggest that the RTK/RAS/PI3Kinase, p53 signaling, and p16/INK4 pathways are affected by DNA copy number and/or mutation of their member genes (Fig. 17.11 and Color Plate 24; The Cancer Genome Atlas Network, 2008; Parsons et al., 2008). However, this is just the beginning. It is becoming clear that perhaps 10–15 major signaling pathways act as the ultimate effector routes for all procancerous genes. The future of cancer treatment is to identify the affected
pathways in each case and use personalized intervention. Array CGH will be one of the platforms used for this effort.

In summary, array CGH has been used for a host of purposes, including genome-wide copy number screening, high-resolution analysis of a locus, mapping aberration boundaries or break points, identifying disease-related gene loci (e.g., oncogene and tumor suppressor loci in cancer), classifying tumors, and identifying diagnostic and prognostic markers. Efforts are now underway to use aCGH to predict response to therapy.

17.7 Useful Resources

The following are some of the center and company addresses with accessible useful resources, and freely available programs related to aCGH that are downloadable or available for use over the internet.
UCSF Genome Core: http://cancer.ucsf.edu/array/index.php
The Broad Institute Center for Genotyping and Analysis: http://www.broad.mit.edu/node/306
Affymetrix: http://www.affymetrix.com/products/application/whole_genome.affx
Nimblegen: http://www.nimblegen.com/products/cgh/
SAM analysis: http://www-stat.stanford.edu/~tibs/SAM/
PAM analysis: http://www-stat.stanford.edu/~tibs/PAM/
Cluster analysis: http://genome-www.stanford.edu/clustering/
Treeview: http://taxonomy.zoology.gla.ac.uk/rod/treeview.html
R for statistical computing: http://www.r-project.org/
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Chapter 18
Genomic Identification of Significant Targets in Brain Cancer

Rameen Beroukhim, Gaddy Getz, and Ingo K. Mellinghoff

Abstract Recent advances in technology have empowered the cancer community to collect an almost unlimited amount of molecular data points from even small, routinely collected primary human tumor samples. It is still unclear, however, how to best extract biologically relevant information from such datasets for subsequent validation studies and biomarker development. The need for robust computational tools is particularly pressing in the systematic analysis of the cancer genome which is hampered by the lack of a statistical framework to distinguish between “driver” mutations and “passenger” mutations. In this chapter, we review a new bioinformatic method, called genomic identification of significant targets in cancer (GISTIC), designed for analyzing chromosomal aberrations in cancer under specific consideration for such random events. This chapter describes the original development of this method on primary glioma tumor samples, its subsequent application to other cancer types, and further modifications of algorithm.
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18.1 Introduction

Recent advances in molecular oncology have generated great optimism that the empiric use of anticancer agents will soon be transformed into a practice of “personalized” cancer medicine where the molecular profile of the patient’s tumor, rather than tissue type and population-based trials, will guide the choice of therapeutic interventions (Varmus, 2006). There is compelling evidence that activating mutations in signaling pathways can result in tumor cell “addiction” to this pathway (Weinstein, 2002) and predict clinical responses to pathway inhibition (Sawyers, 2003). This has clearly been shown for chronic myeloid leukemia driven by the protein product of the \textit{BCR-ABL} translocation (Druker et al., 2001), breast cancers harboring \textit{HER2} gene amplifications (Slamon et al., 2001), \textit{EGFR} mutant lung cancers (Paez et al., 2004; Lynch et al., 2004), and selected other human malignancies. The early success and promise of targeted cancer therapy has spurred large-scale efforts to paint a more refined, and perhaps clinically more meaningful, molecular portrait of cancer using new high-resolution tools of mutational profiling (Thomas et al., 2007), gene expression analysis (Chung et al., 2002), and proteomics (Rikova et al., 2007). These advances are slowly making their way into the oncology drug development process as pharmaceutical companies have begun to include gene expression analysis, gene copy-number determinations, and mutational profiling into clinical trial design (Kummar et al., 2007).

While the cancer community is now empowered to collect an almost unlimited amount of molecular data points from even small, routinely collected primary human tumor samples, it is still unclear how to best extract biologically relevant information from such datasets for subsequent validation studies and biomarker development (Sawyers, 2008; Feero et al., 2008). The need for robust computational tools is particularly pressing in the systematic analysis of the cancer genome which is hampered by the lack of a statistical framework to distinguish between “driver” mutations which confer a biological property that allows the tumor to initiate, grow, or persist and “passenger” mutations which represent random somatic events that preceded clonal expansion and are carried along without conferring any fitness advantage (Fig. 18.1 and Color Plate 25).

The distinction between “driver” and “passenger” mutations is critical not only for the interpretation of high-throughput sequencing projects (Wood et al., 2007; Getz et al., 2007; Rubin and Green, 2007; Forrest and Cavet, 2007), but also in the genome-wide analysis of gene copy-number alterations (Pinkel et al., 1998). In the context of chromosomal aberrations such as amplification and deletion, it is common practice to identify and report “regions of interest” as genomic areas that are most frequently affected by gene copy-number alterations within the examined sample set. “Driver” genes are assumed to reside within the chromosomal segment most consistently affected by the gene copy-number alterations, the so-called “minimal common region”. It is easily
apparent how the presence of random “passenger” alterations can skew the identification of these minimal common regions in large sample sets (Fig. 18.2), perhaps explaining the poor overlap in “regions of interest” between different studies of copy-number alterations for the same type of tumor. Two recent lung cancer studies of similar sample size and methodology, for example, described a

```
Fig. 18.1 “Driver” and “passenger” mutations in the cancer genome (see Color Plate 25)
```

Fig. 18.2 Displacement of minimal common regions by passenger mutations. The cartoon illustrates how passenger mutations in one tumor within a larger dataset can result in the displacement of the minimal common region for the complete group of tumors
large number of regions of interest (48 and 93), but less than 5% of these regions overlapped between the two datasets (Tonon et al., 2005; Zhao et al., 2005). While this discordance might be explained by insufficient size of each study to capture all aberrations for this particular cancer type, it is also possible that many of the regions of interest represented random events which are not explicitly accounted for by current analysis methods.

In this chapter, we review a new bioinformatic method, called Genomic Identification of Significant Targets in Cancer (GISTIC), designed for analyzing chromosomal aberrations in cancer under specific consideration for such random events. This method has been developed on a glioma dataset (Beroukhim et al., 2007) and has subsequently been applied to large genomic datasets for other cancer types (Weir et al., 2007; Takeyama et al., 2008; Lin et al., 2008; Haverty et al., 2008; Chiang et al., 2008).

18.2 Key Features of the GISTIC Algorithm

With data describing chromosomal aberrations in large tumor sets, the aberrations that drive tumorigenesis and the oncogenes and TSGs they most likely target can be identified if the following four issues are addressed. (i) The aberrations in each of the tumors must be accurately mapped. (ii) Driver aberrations that rise above the background rate of random passenger aberrations must be identified. (iii) For each driver aberration, the loci most likely to contain the targeted oncogenes or TSGs must be identified. (iv) Tumors must be classified as to whether they are aberrant at the predicted driver loci, so that the effects of those aberrations can be studied. Each of these issues is addressed in a different stage in the GISTIC algorithm (see below).

The core conceptual stage involves the identification of driver events among the total set of aberrations. GISTIC identifies these through a statistical analysis divided into two key steps (Fig. 18.3 and Color Plate 26). First, the method calculates a statistic (G-score) that involves both the frequency of occurrence and “amplitude” of the aberration (i.e., the number of gene copies that are gained or lost). Homozygous deletions and high-level gene copy-number gains are given higher scores because they are less likely to occur by chance. Second, it assesses the statistical significance of each aberration by comparing the observed statistic to the results that would be expected by chance, using a permutation test that is based on the overall pattern of aberrations seen across the genome. The method accounts for multiple hypothesis testing using the false-discovery rate (FDR) framework and assigns a \( q \) value to each result, reflecting the probability that the event is due to chance fluctuation. For each significant region, the method defines a “peak region” with the greatest frequency and amplitude of aberration. Each peak is tested to determine whether the signal is due primarily to broad events, focal events, or overlapping events of both types.
18.3 The Four Stages of the GISTIC: A Detailed View

The goal of stage 1 of the GISTIC algorithm is to determine accurately for each tumor the copy-number changes and, if genotyping data are available, loss-of-heterozygosity events. To accomplish this, the algorithm makes multiple efforts to minimize systematic and random errors and discard poor-quality datasets.

We limit systematic errors in two steps: first, by selecting appropriate controls for each tumor and second, by limiting the effects of the major contributor to systematic error, batch effect. The basis of these steps is the recognition that systematic errors arise when tumor data are generated under slightly different experimental conditions from their normal controls, leading to differences in signal intensities between the tumors and their controls. Examples of such experimental conditions are the day of data generation (batch), day of manufacture of the array, or slight variations in PCR conditions when generating target for the array. Because copy-number changes are called when signal intensities differ between the tumor and its normal controls, such variations in experimental conditions can lead to artifactual copy-number change events. Some array comparative genomic hybridization platforms inherently minimize these types of errors by using two-color systems in which tumor and control DNA are hybridized simultaneously to the same array. Many datasets are produced using single-color systems, however, such as the Affymetrix SNP arrays we used to study
chromosomal aberrations in glioma. Rather than using paired normals from
the same individual (which might differ in the experimental conditions they
have undergone), or using all normal data available, we select for each tumor
the normal controls that are most similar in the signal intensity variations
induced by noise across the genome. We also specifically address batch
effects, in which data generated on different days vary slightly, by identifying
and correcting markers that show consistent signal within batches but large
variations between batches. We have found that these interventions result in as
much as a threefold decrease in noise in our datasets and far fewer artifactual
copy-number events.

We limit random error using previously developed methods. Many such
methods identify regions of copy-number change and determine the level of
change as the average normalized signal intensity for all markers within each
region (Lai et al., 2005). Examples include segmentation algorithms such as
circular binary segmentation (CBS) (Olshen et al., 2004), gain and loss analysis
of DNA (GLAD) (Hupe et al., 2004), hidden Markov model-based approaches
(Zhao et al., 2004), and clustering methods (Wang et al., 2005). Each has
advantages and disadvantages that may vary with the noise characteristics of
the dataset. We used GLAD due to its high sensitivity for identifying copy-
number changes (Lai et al., 2005). However, this high level of sensitivity
occasionally leads GLAD to report non-existent copy-number changes in
very small segments (fewer than four markers), so we filtered those out. In
practice, we find that our results are almost identical when we use other algo-
rithms such as CBS.

We also perform a quality control step to remove datasets in which copy-
number changes are obscured by noise. We have found that when we generate
histograms of signal intensities in each tumor, high-quality datasets exhibit
separate peaks, corresponding to different copy-numbers in the tumor. Poor-
quality samples, particularly those with extensive contamination with normal
DNA, generate insufficient signal to distinguish these separate peaks. We
therefore discard them. In the case of SNP array data, we also take advantage
of the genotyping information to identify and eliminate duplicate samples from
the same individual.

The two core features of GISTIC are contained within stage 2: scoring of
the genome and determination of the significance of each score (Fig. 18.3).
Each genomic marker is given a $G$-score that reflects the level of evidence that
it is in a region affected by driver aberrations. Amplifications, deletions, and
LOH events are treated separately to allow for the possibility that a region
could be significantly amplified and deleted simultaneously, for instance if an
oncogene and TSG neighbor each other. In the cases of amplifications and
deletions, we assume that both the prevalence and average amplitude of these
events independently indicate the likelihood with which a region is affected by
such driver aberrations. Therefore, we use a simple integrated score of the
prevalence of the copy-number change times the average ($\log_2$-transformed)
amplitude. In the case of LOH, amplitudes do not apply and we therefore
score each marker only by the prevalence of events. A separate analysis of LOH reflecting loss of heterozygous genotypes identifies regions of copy-neutral LOH (e.g., “uniparental disomy”) in addition to regions of LOH that result from hemizygous deletion.

To determine the significance of each G-score, we compare it to the distribution of scores expected if only random aberrations were observed. This distribution can be determined by permuting the marker locations within each sample and then rescoring the genome. To save computing time, we derive a semi-exact estimate of this distribution. We can then compare the scores actually obtained to those generated by our null model of random aberrations to calculate the statistical significance of each G-score (represented by false-discovery rate \( q \)-values), representing the likelihood that the observed data could have been generated by chance alone. We then select regions of the genome that are too frequently or highly aberrant to be explained by chance alone as likely to harbor driver aberrations.

The goal of stage 3 is to identify the regions most likely to harbor the oncogene or TSG targets of the driver aberrations identified in stage 2. Because the genes targeted by an aberration are most likely to lie in the region most frequently aberrant to the highest degree, we select the “peak” regions with maximal G-scores and (an equivalent statement) minimal \( q \)-values as most likely to contain the oncogene or TSG targets.

However, these peak regions may be displaced away from the oncogene or TSG targets of an aberration by occasional random passenger events that happen to occur near, but not overlapping, these oncogenes or TSGs (Fig. 18.2). To account for this possibility, we perform a leave-one-out analysis: we leave each sample out in turn and recalculate the boundaries of the peak region. By taking only the widest boundaries so calculated, we select regions that are robust to the presence of these occasional distractive passenger events.

We also allow for the possibility that a single region may contain two or more independent gene targets by applying a “peel-off” method designed to identify aberrations that overlap but are independently statistically significant. Furthermore, we characterize each event as primarily focal or broad. Primarily broad events may exert their effects through broad-based changes across much of their length, rather than solely through effects on a limited number of genes in the peak region.

The goal of stage 4 is to classify tumors on the basis of the driver aberrations they exhibit. Here, we first classify each tumor according to its copy-number status at the peak regions, since these are most likely to contain the gene targets of each aberration. For broad aberrations, which may be specifically disrupting a large region of the genome, we also classify each tumor as to whether it is aberrant across most of the length of the region. This stage allows the user to identify correlations between events or between events and clinical or other parameters.
18.4 Application of GISTIC to Glioma

We developed the GISTIC algorithm on a newly generated, high-resolution dataset of chromosomal aberrations in 141 gliomas (Beroukhim et al., 2007). We chose glioblastoma as our initial application because we were able to benchmark the results of our GISTIC analysis against the substantial number of previous surveys of the glioblastoma genome (Feuerstein and Mohapatra, 1995; Ichimura et al., 2004) and because the biological significance of the most frequently altered genes in such surveys has already been examined in experimental models (Holland, 2001).

Figure 18.4A and Color Plate 27 shows a color representation (also referred to as “heatmap”) of the inferred copy-number values for each of the 100,000 single nucleotide polymorphism (SNP) loci in each tumor sample with red representing copy gain and blue representing copy loss. The overall pattern across the entire sample set (arranged from left to right) is clearly complex with almost every region of the genome being altered in at least one tumor. Figure 18.4B shows the GISTIC output for the 105 primary tumor samples which passed our quality control. The latter group of tumors represents mostly primary glioblastomas (71%), a much smaller fraction of secondary glioblastomas (11%), and lower grade gliomas. Using GISTIC, we identified 32 statistically significant events of genomic amplification or loss. Because of the previously reported differences in gene copy-number alterations between primary and secondary glioblastomas (Maher et al., 2006) and between astrocytic and oligodendroglial tumors (Kraus et al., 1995), we ran a separate GISTIC analysis for our subgroup of primary glioblastomas. This analysis did not uncover any additional statistically significant alterations.

Areas of statistically significant gene copy-number change fell into two major categories: focal events and broad events (near the size of a chromosome arm). In some instances, focal events were superimposed on broad events, including focal events on chromosomes 7, 9, 10, and 13. The 16 broad events in our dataset included six amplifications (chromosomes 7, 8q, 12p, 17q, 19p, and 20), nine deletions (6q, 9p, 10, 11p, 13, 14, 16q, 19q, and 22), and one region of copy-neutral LOH (17p). These events were particularly common (range 10–70%, median 27%). Consistent with previous lower resolution surveys of the glioblastoma genome, copy gain of chr7 and copy loss of chr10 were exceedingly common (>60% of all glioma samples and >80% of our primary GBMs). For broad regions without superimposed focal events, the peak regions were large with a median of 110 genes. Most of the 16 focal events occurred at lower frequencies than the broad aberrations (range 6–49%, median 14%). Among these, amplifications of 4q12 and 7p11.2 and deletions of 1p36.31 and 9p21.3 were the most frequent. Some areas of focal copy gain reached statistical significance based on the high level of copy gain despite their overall rare occurrence (6–7%) across the entire dataset, e.g., regions containing CDK4.
Fig. 18.4 Application of GISTIC to glioma. (A) Amplifications (red) and deletions (blue), determined by segmentation analysis of normalized signal intensities from 100 K SNP arrays are displayed across the genome (chromosome positions indicated along the y-axis) for 141 gliomas (x-axis, diagnosis
and $MDM2$ on chr12. Peak regions for the focal events could generally be localized to small regions of the genome, containing a median of four genes.

One of the most gratifying aspects during the application of GISTIC to our glioma dataset was the frequency with which predicted “driver” mutations in our dataset coincided with genes previously shown to play a role in glioma formation. A recent review of the glioma literature listed 12 such “glioma genes” ($TP53$, $RB1$, $CDKN2A/B$, $PTEN$, $EGFR$, $PDGFRA$, $MET$, $CDK4$, $CDK6$, $MDM2$, $MDM4$, and $MYC$) (Reifenberger and Collins, 2004) and 11/12 genes corresponded with one of the 28 peak regions in our GISTIC analysis. The 12th gene ($CDK6$) did not correspond to a peak region but resided within the broad region of significant amplification on chr7. $TP53$ was not identified as a peak of copy-number change, but resided within the single peak region of LOH and thus appears to be primarily inactivated through copy-neutral LOH (and mutation). The finding that $TP53$ undergoes LOH (determined by genotyping the tumors) but not deletion (determined by local signal intensities) suggests the possibility that deletion of the region including $TP53$ is disadvantageous for the tumor and emphasizes the need to genotype tumors (to identify regions of LOH) in addition to profiling copy-number changes.

Other peak regions in our GISTIC analysis included genes that have not (yet) been implicated in the pathogenesis of glioblastoma, but are believed to play prominent roles in other cancers, such as transcription factor $MYCN$, PI3-kinase subunit $PIK3CA$ (also known as $p110\alpha$), cell cycle regulator $CCND2$, ras family member $KRAS$, and chromatin modulator $CHD5$ (Futreal et al., 2004; Bagechi et al., 2007; Fujita et al., 2008). Twelve other genomic regions of significant copy-number alteration in GISTIC show no association with known cancer genes and are of particular interest for further study, including amplifications of 6p, 12q, 17q, 19p, and 20q, and deletions of 4q, 6q, 11p, 14q, 16q, 19q, and 22q (Beroukhim et al., 2007).

A critical question in any high-resolution survey of the cancer genome is whether the large number of identified alterations adds up to a representative molecular portrait of the examined cancer type. If our GISTIC results were indeed representative for glioblastoma, we expected to find a very similar pattern of gene copy-number alterations if we ran copy-number data from other glioblastoma sample sets through our GISTIC algorithm. We were particularly interested in this question as two previous studies of copy-number alterations in glioma (178 samples on 100 K SNP arrays; 37 samples on a 16 K CGH arrays) (Maher et al., 2006; Kotliarov et al., 2006) reported many

Fig. 18.4 (continued) is displayed on top. (B) GISTIC analysis with statistical significance of the aberrations displayed as FDR $q$-values to account for multiple hypothesis testing. Centromere positions are indicated for each chromosome by a dotted line. The locations of the peak regions and the known cancer-related genes within those peaks are indicated to the right of each panel (see Color Plate 27).
more regions of interest (208 and 97, respectively), identified fewer of the known “glioma genes”, and showed an overall low concordance with one another. When we applied bioinformatic algorithms used in these previous studies to our dataset (i.e., focus on minimal common regions of copy-number change without explicit correction for background noise), we identified a similarly large number of regions (144) and fewer glioma-associated genes. Conversely, we reduced the number of statistically significant copy-number alterations to 24 and 26 regions, respectively, when we applied the raw data from the other two datasets through GISTIC and these regions agreed closely with the regions identified in the initial GISTIC analysis of our dataset. In contrast to the close resemblance of our three glioblastoma datasets, the genome-wide pattern of gene copy-number alterations was distinctly different when we applied GISTIC to a lung cancer dataset (Fig. 18.5 and Color Plate 28).

Collectively, these results demonstrated that GISTIC was able to draw a concordant picture of the glioma genome. After combining both 100K Affymetrix SNP array datasets (total of 319 samples), several regions in our original dataset now exceeded the significance threshold (raising the number of significantly altered regions to a total of 34 regions) and peak regions were further narrowed down from 12 to 5 genes per region (median gene number). Large datasets, as currently being generated in the context of the glioblastoma pilot project of The Cancer Genome Project (TCGA, 2008), may be able to define these regions with even greater precision.

We also examined the question whether overlapping focal and broad events may identify subsets of biologically distinct tumors, using chromosome 7 as an example. Compared with GBMs with broad amplification of chromosome 7 in the absence of focal EGFR amplification (7\textsuperscript{gain}), tumors with focal EGFR amplification (7\textsuperscript{gain\text{EGFRamp}}) in our dataset more frequently overexpressed EGFR, were more frequently associated with EGFR mutations, and were less frequently associated with TP53 mutations, as previously reported (Ekstrand et al., 1992; Galanis et al., 1998; Watanabe et al., 1996; Lee et al., 2006). To identify targets genes that might drive a subset of 7\textsuperscript{gain} tumors, we identified genes on the chromosome that show extreme outliers in expression in at least 10% of tumors with 7\textsuperscript{gain} (compared with 7\textsuperscript{normal}), based on the concept that broad events such as 7\textsuperscript{gain} are likely to have heterogeneous effects across various tumors. Two of the top four genes in this “comparative outlier analysis” encoded the receptor MET and its ligand HGF. Approximately one-third of 7\textsuperscript{gain} events were associated with either MET or HGF overexpression, and tumors that overexpress one were more likely to overexpress both \((P = 0.06)\). A combined analysis of gene expression and copy-number data in glioblastoma cell lines demonstrated increased MET receptor activation in the subset of cell lines with 7\textsuperscript{gain} and overexpression of MET and HGF and these cell lines showed enhanced responsiveness to the MET kinase inhibitor SU11274 (Beroukhim et al., 2007). 7\textsuperscript{gain} with combined overexpression of MET and HGF may thus provide a mechanism for cell-autonomous activation of the MET signaling pathway in glioma. The finding that HGF does not represent a target of focal
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gene amplification illustrates the value of adding orthogonal datasets (such as gene expression profiling) to identify target genes within broad genomic events.

18.5 Application of GISTIC to Other Cancers

The ability of GISTIC to provide a concordant picture of the glioma genome has encouraged its further use in the context of systematic cancer genome discovery projects for other cancer types. The largest such study, led by Matthew Meyerson at the Broad Institute, examined gene copy-number alterations in genomic DNA from 371 lung tumors hybridized to Affymetrix 250 k single nucleotide polymorphism arrays and identified a total of 57 significantly recurrent events, including 26 areas of large-scale copy-number gain or loss and 31 recurrent focal events (Weir et al., 2007). The overall pattern of significant copy-number alterations was consistent with the literature on lung cancer and – similar to our experience in glioma – GISTIC identified many disease-relevant genes in this disease as “driver mutations” in areas of focal amplifications (EGFR, KRAS, and ERBB2) and deletions (e.g., CDKN2A/CDKN2B, PTEN, and RB1). Three additional deletion regions each localized to a single gene (AUTS2, PDE4D, and PTPRD) of which one (PTPRD) harbored somatic mutations in 11/188 samples and likely represents a new tumor suppressor phosphatase. GISTIC was also able to narrow down the critical region on the most common focal amplification (chromosome 14q13.3) to a 480-kb interval containing only two known genes, MBIP (MAP3K12 binding inhibitory protein 1) and NKKX2-1 (NK2 homeobox 1, also called TITF1) which encodes a lineage-specific transcription factor and was functionally validated as a novel candidate proto-oncogene. Of note, when we applied GISTIC to a previously published, lower resolution dataset comprising only 83 lung tumors (Zhao et al., 2005), we found similar peak regions, including the 14q13.3 amplification that contains NKKX2-1 (Fig. 18.5 and Color Plate 28). The use of the smaller dataset resulted in poorer ability to pinpoint target genes. Nevertheless, NKKX2-1 was one of only six genes in its peak region. The finding that GISTIC could pinpoint a novel oncogene in a dataset published 2 years before the discovery of that oncogene suggests the importance of a systematic analytic approach to identifying cancer-related genes.

A second study used GISTIC as part of a systematic genomic analysis of 101 melanoma short-term cultures (Lin et al., 2008) and identified 14 areas of

Fig. 18.5 (continued) GISTIC identifies cancer-specific patterns of gene copy-number alterations. Results of the original GISTIC analysis (displayed as in Fig. 7) are presented alongside similar analyses of 178 tumors on 100 K SNP arrays (Kotliarov et al., 2006) and 37 tumors on 16 K CGH arrays (Maher et al., 2006). A strikingly distinct pattern is seen when the original GISTIC analysis of glioma is compared to a similar analysis of 81 lung cancer samples using 100 K SNP arrays (Zhao et al., 2005) (see Color Plate 28)
significant copy-number gain and 13 regions of significant copy-number loss. One of the most significant regions of copy gain was located on chromosome 7q34 (65% of samples) and this locus harbors the oncogene \textit{BRAF}, a regulator of the MAP kinase signaling pathway previously shown to be mutated in > 50% of cutaneous melanomas (Davies et al., 2002). Other GISTIC peaks localized exquisitely to the microphthalmia-associated transcription factor (\textit{MITF}) gene, a master transcriptional regulator of melanocyte development, and to the cell cycle regulator cyclin D1. The most prominent region of significant copy loss identified cyclin-dependent kinase inhibitor 2A (\textit{CDKN2A}), an established tumor suppressor gene in melanoma. To place their findings into the context of gene copy-number alterations identified in other melanoma studies, the authors compared GISTIC plots generated on 250 K SNP arrays from 70 melanoma short-term cultures, 50 K SNP arrays from 31 additional short-term cultures and cell lines, 33 K tiling arrays from 45 independent cell lines, and BAC array CGH data derived from 70 primary cutaneous melanomas. The resulting GISTIC plots were strikingly similar across all datasets, reminiscent of our experience with different genomic platforms and datasets in glioma.

A third study used GISTIC to examine recurrent gene copy-number alterations collected on 238,000 genomic loci in 103 primary tumor samples from early stage hepatitis C-related hepatocellular carcinomas (Chiang et al., 2008). Focal regions of copy gain or loss were rare events in this group of tumors. Only 15% of tumors harbored at least one high-level gain and GISTIC was able to identify the vascular endothelial growth factor A (\textit{VEGFA}) gene as likely target of the high-level copy gain on 6p21. Additional applications of GISTIC include genomic projects in breast cancer (Haverty et al., 2008) and lymphoma (Takeyama et al., 2008).

\textbf{18.6 Limitations and Future Modifications of the GISTIC Algorithm}

Similar to the experience with other computational algorithms aiming to identify the biologically most meaningful alterations in the cancer genome, such as “Significance Testing for Aberrant Copy number” (\textit{STAC}) (Diskin et al., 2006), “Multiple Sample Analysis” (\textit{MSA}) (Guttman et al., 2007), and the “Genome topography scanning” (\textit{GTS}) (Wiedemeyer et al., 2008), a number of variables limit the identification of “driver events” by GISTIC. The two most obvious confounding factors are germline copy-number polymorphisms, which will score as recurrent events at the same locus, and systematic artifacts during data collection (e.g., batch effects). Special effort has been made in the pre-processing steps of the GISTIC algorithm to correct for both of these variables (Beroukhim et al., 2007).
The relative weighting of copy-number amplitude and frequency in the current GISTIC algorithm represents an estimate that seemed particularly well suited to the glioma dataset on which the algorithm was developed (Beroukhim et al., 2007). In glioma, the frequency with which copy-number changes were seen appeared to correspond to the log of the change in copy-number and we therefore scored copy-number changes by their log₂ ratios rather than the absolute copy-number change. Other tumor types may exhibit a different relationship between amplitude and frequency of key genomic alterations, and a modification of the weighting scheme might generate more accurate estimates of the significance of both rare and common genomic events in such cancers. Also, the overall ploidy of each tumor cannot be determined from array data alone with current copy-number algorithms. Therefore, the amplitude measurements are necessarily relative to the euploid level, rather than measured in absolute number of copies added or deleted. If methods are developed in the future to determine absolute copy-numbers, these data can be easily integrated into the GISTIC algorithm.

The ultimate proof that an event “drives” cancer is functional evidence that it leads to tumor initiation and/or maintenance of the malignant phenotype. By providing a biological advantage to the cancer cell and favoring its clonal expansion, these events should be enriched above the “background” of biologically inert genetic events. An accurate assessment of this background rate of genomic alterations, however, is currently limited by our incomplete understanding of the cancer genome. It is possible and indeed likely, that the frequency and nature of such “background” alterations vary between different cancer types, can be affected by previous exposure to genotoxic agents (e.g., radiation), mutations in the DNA repair machinery which might favor one particular type of genomic change, and/or the genomic context of the mutation itself (i.e., location of the targeted gene relative to the centromere or telomere). All of these factors should ideally be identified and included in determining the G-score in the GISTIC algorithm.

Future modifications to GISTIC will address some of the current limitations of this algorithm. For example, the G-score in the current GISTIC version does not consider the size of copy-number alterations and it is conceivable that focal events are less likely to occur and by chance than broad events. One approach to separate out focal events is by considering only amplifications and deletions that pass a high-amplitude threshold, as was done in the description of the lung cancer genome (Weir et al., 2007). Future versions of the GISTIC algorithm will include the ability to select copy-number events on the basis of their size.

A major goal in identifying driver events is to determine the genes they target. The peak regions, where the most samples are aberrant to the highest degree, are the most likely to contain these genes, but as noted above (Fig. 18.2), the presence of passenger aberrations near the targeted genes may skew the locations of these peaks. GISTIC currently implements on a leave-one-out approach to identify a wider peak region that is robust to the presence of a
single passenger aberration. As datasets get larger, however, the likelihood increases that these peaks will be skewed by more than one nearby passenger event. Future releases of GISTIC will address the more general possibility of any number of nearby passenger events.

**GISTIC** is publicly available through two sources, namely the website of the Broad Institute ([www.broad.mit.edu/cancer/pub/GISTIC](http://www.broad.mit.edu/cancer/pub/GISTIC)) and through Gene-Pattern ([http://genepattern.broad.mit.edu/gp/pages/login.jsf](http://genepattern.broad.mit.edu/gp/pages/login.jsf)).
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Chapter 19
Oncomodulatory Role of the Human Cytomegalovirus in Glioblastoma

Liliana Soroceanu and Charles S. Cobbs

Abstract  The most malignant form of primary CNS tumors, glioblastoma (GBM), is rapidly fatal in most patients despite current therapies. Recently, it has been shown that a “tumor stem cell-like” population (CD133 positive) exists within GBMs, which can drive tumor initiation and may be responsible for tumor recurrence (Singh et al., 2004). Other studies have shown that a platelet-derived growth factor receptor (PDGFR)-alpha positive subset of neural precursor cells (NPCs) in the adult brain may give rise to glioma-like lesions in vivo when PDGFR-alpha (PDGFRα) signaling is activated in these cells and their differentiation is “blocked” (Jackson et al., 2006). These data suggest that a stimulus capable of inducing chronic activation of the PDGFR-α in adult NPCs, blocking their differentiation, and promoting oncogenic signaling would be an ideal candidate for a glioma-inducing agent. Our laboratory was the first to show that human cytomegalovirus (HCMV) nucleic acids and proteins are present in over 90% of human malignant gliomas (Cobbs et al., 2002), and these data were recently confirmed by others (Mitchell et al., 2008). HCMV, a neurotropic beta-herpesvirus, persistently infects over 70% of the adult population worldwide, is the most common cause of congenital CNS disease in humans and can establish a lifelong persistent CNS infection (Britt and Alford, 1996). Mouse models of CMV infection show that the virus can be reactivated from latency specifically in the NPCs of the subventricular zone (SVZ) (Tsutsui et al., 2002). In human embryonic neural precursor stem cells, HCMV gene expression is activated at the onset of differentiation (Odeberg et al., 2006) and can arrest the progression from the NPC state toward terminal neuronal/glial phenotypes. In addition, HCMV gene products (such as the immediate-early-1, IE1, gene) can cause DNA mutations and deregulation of myriad pathways involved in maintaining cell homeostasis (Castillo and Kowalik, 2002). Our unpublished data demonstrate that the HCMV IE1 gene product is
preferentially expressed in the CD133+ stem-like subpopulation of glioblastoma-derived primary neurospheres, suggesting that the virus may be selectively reactivated in and modulate the biology of this tumor cell pool (Fig. 19.1). In addition, we recently discovered that HCMV infection potently and selectively activates the PDGFRα tyrosine kinase signaling pathway in human glioma and fibroblast cells (Fig. 19.2) and that the HCMV IE1 and PDGFRα proteins co-localize in human primary GBM in situ (Fig. 19.3). We showed that HCMV infection causes activation of signaling pathways downstream of PDGFRα that promote glioma cell survival, proliferation, and invasion, such as PI3K-Akt, PLC-gamma, and FAK (Cobbs et al., 2007). Using genetic approaches to knock down the receptor, we determined that PDGFRα is required for cellular infection by HCMV (Soroceanu et al., 2008). We also found that sustained expression of the essential IE1 viral gene augments the proliferation rate and cell cycle progression of glioblastoma cells by sustained activation of Akt, down-regulation of p53, and inactivation of the Rb tumor suppressor protein (Cobbs et al., 2008). Taken together, our data suggest that HCMV infection and gene expression in human NPCs, particularly in the PDGFRα positive subpopulation of NPC, could potentially cause oncogenic transformation by blockade of differentiation, by increased proliferation, and by causing increased self-renewal capacity of neural stem cells and accumulation of genetic alterations. Therefore, HCMV is an important marker of brain tumors and a potential target for novel therapies.
19.1 Human Cytomegalovirus Background

19.1.1 HCMV Is Widely Prevalent and Persistently Infects Adult Human Stem Cells

HCMV, a beta-herpesvirus, persistently infects over 70% of the world’s adult population and is the most common cause of congenital central nervous system (CNS) infection in humans (Britt and Alford, 1996). Most HCMV infections are thought to remain asymptomatic throughout the individual’s life, although recurrent reactivations of virus are known to occur with stress, inflammation, and immunosuppression. Stem cell populations in various organ systems harbor persistent latent HCMV infection (Goodrum et al., 2002). In fetuses or immunosuppressed patients, such as transplant or AIDS patients, HCMV can cause life-threatening infections of multiple organ systems.

19.1.2 HCMV and Human Malignant Gliomas

Association of HCMV with several human malignancies has been reported, including brain, prostate, and colon cancers (Cobbs et al., 2002; Harkins et al., 2002; Samanta et al., 2003; Scheurer et al., 2007). A recent study by Duke University investigators (Mitchell et al., 2008) confirmed our findings (Cobbs
et al., 2002) that HCMV nucleic acids and proteins are detectable in over 90% of malignant gliomas, while not present in the surrounding normal brain tissue. In this study, the majority of GBM patients had detectable HCMV in the peripheral blood, indicating the presence of an active viral infection. Recently, a report has addressed the discrepancies that exist among results reported by different groups in identification of HCMV in human GBMs (Poltermann et al., 2006). The authors conclude that seemingly minor but critical technical deficiencies are the most likely reason for which some studies (Lau et al., 2005; Sabatier et al., 2005) could not confirm the presence of HCMV in human glioma tissues. Most recently, evidence was found that the level of HCMV infection in human GBMs has predictive value for patient survival (Rahbar et al., 2007). These latest studies (conducted at the Karolinska Institute) have prompted initiation of a clinical trial in GBM patients using antiviral drugs, entitled: Efficacy and Safety of Valcyte® as an Add-On Therapy in Patients with Malignant Glioblastoma and CMV Infection. In addition, Duke University researchers have developed a new anti-CMVpp65 autologous dendritic cell vaccine therapy, and a clinical trial using this vaccine has been initiated for patients with malignant gliomas (Mitchell, 2007). Preliminary evidence from this phase II trial indicates that immunotherapy against HCMV is safe and may increase time to progression and survival (Mitchell, 2007). Below, we discuss published and unpublished experimental data that describe how the biological properties of this virus could contribute to glioma pathogenesis.

19.2 Oncomodulatory Properties of HCMV and Their Contribution to Glioma Pathogenesis

19.2.1 The Role of Inflammatory Chemokines and Chemokine Receptors

HCMV infection in the fetus or immunocompromised adult can cause severe and even fatal encephalitis (Britt and Alford, 1996). In vitro, fetal and malignant human astrocytes provide an excellent environment for HCMV replication, and human glioma tumor cells are among the rare cell types that can support persistent and productive HCMV infection without cytopathic effect (Cheeran et al., 2005; Cobbs et al., 2008). HCMV induces an inflammatory response in infected cells, as evidenced by increased production of NO, superoxide, and COX-2 (Suzuki et al., 1998). HCMV encodes four G protein-coupled receptors (GPCR), US27, US28, UL33, and UL78 with high homology to human chemokine receptors (Chee et al., 1990). The viral US28 GPCR is a homolog for the cellular CCR1, binding a variety of chemokines, including CCL2/MCP-1, CCL5/RANTES, and CX3CL1/Fraktalkine, and exhibits constitutive activity (Casarosa et al., 2001), which has been linked to induction of an angiogenic phenotype in glioma cell lines (Maussang et al., 2006). US28
activation in glioma cells results in the induced expression of the chemokines monocyte chemoattractant protein-1 (MCP-1), IL-8, TNF-α, and IFN-gamma-inducible protein-10 (Bezzi et al., 2001; Oh et al., 2001; Pleskoff et al., 1997). The COX-2 pathway is induced strongly at both the transcriptional and post-translational levels after HCMV infection, and this leads to a marked increase in the production of inflammatory prostaglandins, especially prostaglandin E2 (PGE-2). PGE-2 and other inflammatory cytokines, such as IL-1β and TNFα, in turn directly activate the HCMV immediate-early promoter region, which further promotes viral replication (Kline et al., 1998). PGE-2 also increases the production of glutamate in glioma cells (Takano et al., 2001), which further promotes inflammation and tumor growth (Bezzi et al., 2001).

In transgenic mice, the CMV immediate-early (IE) gene promoter activity is upregulated specifically in astrocytes, and especially in response to inflammation (Aiba-Masago et al., 1999; Fritschy et al., 1996). In summary, CMV promotes chronic inflammatory pathways that could support a pro-oncogenic environment.

19.2.2 HCMV Immediate-Early (IE) Gene Products Dysregulate Cell Cycle Controls, Are Mutagenic, Are Anti-Apoptotic, and Promote Oncogenic Transformation

Once activated, the HCMV IE gene products (IE1 and IE2) can dysregulate cell cycle checkpoint controls by interacting with the p53 and Rb tumor suppressor proteins. In some cell types, IE1 and IE2 can mediate a growth arrest in G1 in infected cells to allow viral DNA replication at the expense of host replication. In other cell types, IE1 and IE2 can alter the cell cycle distribution toward S- and G2/M-phases to generate an environment conducive to proliferation (Castillo et al., 2005; Castillo and Kowalik, 2002). IE2, but not IE1, can induce quiescent cells into S-phase and delay cell cycle exit, and in the presence of non-functioning p53 tumor suppressor protein, IE1 induces S-phase and delays cell cycle exit. When combined with other viral oncogenic proteins that inhibit cell cycle checkpoint controls such as adenovirus E1A protein, the IE1 and IE2 gene products are able to induce oncogenic transformation of cells (Shen et al., 1997).

In addition to dysregulating the cell cycle, IE1-72 and IE2-86 gene products block TNF-α-mediated apoptosis and are mutagenic (Shen et al., 1997; Zhu et al., 1995). We have shown that the HCMV IE1 gene product has the potential to promote glioblastoma cell proliferation by dysregulating key tumor pathways. We determined that sustained IE1 expression can suppress p53 and Rb tumor suppressor activity, while simultaneously driving the PI3K/Akt oncogenic signaling pathway in U87MG and U118MG glioblastoma cells. We also found that this effect may depend on the cellular state of differentiation and/or immortalization, such that viral gene expression may play a paradoxical role,
promoting growth in tumor cells while blocking growth in non-transformed astrocytes or fibroblasts (Cobbs et al., 2007, 2008).

Another HCMV protein, UL69, is required for the HCMV-mediated G1 arrest seen in HCMV-infected cells (Hayashi et al., 2000). HCMV deletion mutants lacking UL69 are unable to efficiently induce G1 arrest in infected cells (Hayashi et al., 2000). Thus, it is conceivable that a mutant HCMV virus that expresses IE proteins in the absence of UL69 could promote unabated cell cycle progression and mutagenesis. In addition, HCMV expresses two proteins, pp71 and UL97, that can phosphorylate and inactivate the Rb family of tumor suppressor proteins (Hume et al., 2008; Kalejta et al., 2003). The UL97 protein causes constitutive phosphorylation of Rb, which is not able to be suppressed by normal cellular cyclin-dependent kinase inhibitor proteins such as p21/Waf1. Finally, recent evidence indicates that the HCMV IE1 gene product can cause sustained hTERT telomerase activity in glioblastoma cells and that hTERT expression co-localizes with IE1 detection in human tumors in vivo (C. Soderberg-Naucler, personal communication).

19.2.3 HCMV Infection Modulates Cell Proliferation and Cell Survival Signaling Pathways

HCMV infection activates cellular proto-oncogenes, cyclins, and kinases involved in cell mitogenic and cell survival pathways including c-myc, c-fos, c-jun, cyclin-B, cyclin-E, MAPK, ERK 1/2, and PI3-kinase (Chen et al., 2001; Hagemeier et al., 1992; Jault et al., 1995; Johnson et al., 2000, 2001). HCMV can also induce transcription factors such as NF-κB that activate cell survival pathways (Yurochko et al., 1995) (see also Chapter 42) and provide positive feedback for further HCMV immediate-early gene transcription. In persistently infected neuroblastoma cells, HCMV induces the anti-apoptotic protein Bcl-2 resulting in acquired resistance to cytotoxic drugs such as cisplatin and etoposide, which can be reversed after treating the cells with the antiviral drug ganciclovir (GCV) (Cinatl et al., 1998).

19.2.4 HCMV Infection Modulates Cellular Pathways that Promote Cell Migration and Invasion

Expression of the HCMV homolog (US28) to the human CC chemokine receptor CCR1 promotes cell migration toward chemokines RANTES and MCP-1 (Streblow et al., 1999). In HCMV-infected neuroblastoma cells, cell invasiveness is increased via activation of α5β1 integrin and increased activity of extracellular matrix proteases (Scholz et al., 2000). As stated, HCMV infection activates the COX-2 and prostaglandin synthesis pathway. The downstream products of this pathway are known to promote migration and invasion in
glioma cells. Our published results demonstrate that HCMV infection promotes glioma cell invasion and induces activation of the PIK3-AKT and FAK pathways (Cobbs et al., 2007).

19.2.5 HCMV Promotes Angiogenesis

Human brain capillary endothelial cells are permissive for infection by HCMV, and infection of endothelial cells by HCMV results in cytoplasmic p53 sequestration and escape from apoptosis (Kovacs et al., 1996). The HCMV IE1-72 and IE2-86 proteins increase vascular smooth muscle cell migration, proliferation, and expression of PDGF-β-receptor (Reinhardt et al., 2005) and IE2-86 can promote endothelial proliferation by binding and inactivating p53 in endothelial cells (Kovacs et al., 1996). Expression of thrombospondin-1 (TSP-1), a potent inhibitor of angiogenesis in gliomas, is suppressed after HCMV infection of human fibroblasts and glioma cells. Inhibition of TSP-1 expression in glioma cells promotes glioma angiogenesis in vivo and is associated with a more malignant glioma phenotype (Cinatl et al., 2000, 1999; Kawataki et al., 2000; Margraf et al., 2001; Tenan et al., 2000). HCMV-mediated activation of COX-2 may also promote angiogenesis in tumor cells since COX-2 induces the expression of VEGF, bFGF, PDGF, iNOS, and TGF-α in tumor cells and promotes capillary endothelial cell migration and tube formation (Liu et al., 1998; Zhu et al., 2002). Furthermore, as stated, HCMV US28 constitutive activity induces an angiogenic phenotype in human glioma cell lines (Maussang et al., 2006).

19.2.6 HCMV Strain Variability and Gene Expression Patterns Influence Viral Neurotropism

HCMV strain-to-strain variability affects the tissue tropism and survival of HCMV-infected cells. Some HCMV strains are more tropic for certain cell types than others (e.g., for endothelial cells and monocytes) (Fish et al., 1995). The viral genes responsible for this phenotype have not been identified. Productive HCMV infection typically causes a cytopathic effect, yet some cell types in vivo, including macrophages and endothelial cells, appear to tolerate persistent HCMV infection without obvious cytopathology (Fish et al., 1995). In vitro, neural crest-derived tumor cells (GBM and neuroblastoma cells) are unique in their ability to be persistently infected by HCMV over long periods of time. In the case of GBM cells, prolonged infection with HCMV was associated with mutations in the viral genotype, which was thought to account for the non-cytopathic persistent infection. In neuroblastoma cells, long-term HCMV infection results in induction of Bcl-2, and an anti-apoptotic phenotype, suggesting that alterations in viral gene expression patterns in certain cell
types may allow HCMV to persist in tumor cells and perhaps inhibit cell death (Cinatl et al., 1998, 1996).

Due to the vast heterogeneity found in HCMV clinical isolates, it has been postulated that viral strains with a particular tropism for proliferating astrocytic cells may infect these cells and contribute to the malignant phenotype. Defective virus particles arising spontaneously in an infected individual could express a subset of the viral genes including IE1 and IE2 and contribute to the malignant phenotype without full expression of the viral genome (Bresnahan and Shenk, 2000). Alternatively, the wild-type virus might express only subsets of its genes in certain cell types, as has been suggested for the interaction of HCMV with peripheral blood mononuclear cells (Grefte et al., 1994; Maciejewski et al., 1993). Nonproductive infections could induce the accumulation of mutations in cellular growth regulatory genes, ultimately leading to cell transformation.

19.3 HCMV Reactivation in Patients with Malignant Gliomas: The Role of the Immune System and Lessons from Animal Models

19.3.1 The Impact of the Immunosuppressed Status of GBM Patients on HCMV Reactivation

A significant body of evidence indicates that HCMV is reactivated in the host by inflammation or immunosuppression (Soderberg-Naucler, 2006). This would be potentially very important in the setting of malignant glioma since most patients with the diagnosis of GBM are profoundly immunosuppressed (Gomez and Kruse, 2006). Markers for cell-mediated immunity in glioma patients suggest that these patients have helper and cytotoxic T cell anergy. This fact, in combination with a high percentage of immunosuppressive regulatory T cells and inflammatory microglial cells, would support an environment conducive to HCMV reactivation and persistent infection. Indeed, a recent report suggests that patients with glioblastomas may harbor HCMV infection in their tumors, although their immunological response to HCMV is compromised (Prins et al., 2008). Nevertheless, it appears that the potential exists for artificially reactivating the immune response against HCMV, and this may be associated with a dramatic reactivation of specific T cell effector response to HCMV antigen. Such a response was demonstrated by Prins et al. in a patient with an aggressive glioblastoma, who had a potent anti-HCMV immune response after his tumor lysate was pulsed into autologous dendritic cells and then re-administered as an immunotherapy. This patient has had a complete response without evidence of tumor recurrence in over 5 years (Prins et al., 2008). Below, we are discussing experimental evidence from mouse models of CMV reactivation within the stem cell pool of the CNS, which may suggest potential mechanisms for virus reactivation during gliomagenesis.
19.3.2 Reactivation of CMV During Neural Precursor Differentiation: Evidence from Mouse Models

Studies of both human and murine CMV (MCMV) indicate that although embryonic stem cells (ES cells) are not permissive to viral infection, at the onset of differentiation of these stem cells into neural precursor stem cells (NPCs) and immature glial cells, an induction of the viral immediate-early (IE) genes occurs and subsequent viral gene expression is activated (Odeberg et al., 2006). In studies of adult mice infected in utero with MCMV, IE gene expression could be detected in nestin+/GFAP+ cells in the SVZ later in life, suggesting that viral gene products are expressed in these neuro-glial stem cells throughout adult life (Tsutsui et al., 2002). These studies in mouse models may, in fact, reflect the course of human CNS disease. These data therefore suggest that HCMV is likely to persistently infect the neural precursor stem cell population in the adult human brain.

19.3.3 HCMV Infection Can Arrest Differentiation of Stem Cells

Experiments using human embryonic neural stem cells (NSCs) indicate that these cells are permissive for HCMV infection at the onset of differentiation along neuronal and glial lineages, and that HCMV infection causes a dramatic decrease in the number of differentiated neurons (Odeberg et al., 2006). Subsequent studies demonstrated that HCMV late-gene products inhibit embryonic NPC differentiation into astrocytes (Odeberg et al., 2007).

19.4 The Glioma Cell of Origin: The Role of Glioma Stem-Like Cells

19.4.1 Glioma Stem Cells

In the past decade, self-renewing NSCs have been identified in the adult mammalian brain, supporting the hypothesis that neurogenesis can occur throughout adult life (Hemmati et al., 2003; Holland, 2001b). The cell surface protein CD133 (Prominin 1) has been proven useful in the enrichment of NSC (Pfenninger et al., 2007). The concept of glioma stem cells is based on the striking similarities observed between the self-renewal capacity of stem cells and that of a CD133 positive subpopulation of cancer cells, freshly isolated from GBM patient tissue (see also Chapters 29 and 44). The ability of CD133 positive glioma-derived cells to form tumors in nude mice (Singh et al., 2003) further supports the hypothesis that this cell subpopulation may indeed comprise the “tumor-propagating cells.” Recent studies show that the CD133 positive fraction of tumor cells contribute to glioma radio-resistance.
through preferential activation of the DNA damage checkpoint response and an increase in DNA repair capacity (Bao et al., 2006). Our unpublished data (Fig. 19.1 and Color Plate 29) demonstrate that HCMV IE1 and CD133 co-localize in human GBM in situ.

Fig. 19.1 Primary GBM cells endogenously expressed HCMV IE1. Primary glioma-derived cultures were processed for IE1 immunofluorescence using MAB810 (Chemicon) and Alexa 488-labeled secondary antibody. Nuclei were counterstained using DAPI. Panel A shows nuclear localization of endogenous IE1 in one GBM culture; panels C and D illustrate IE1 perinuclear staining in a different GBM primary culture. Panel B and the inset in panel D
19.4.2 Evidence for a Role of HCMV IE1 Expression in Glioma Stem-Like Cells

We have performed studies to characterize HCMV protein IE1 expression in primary GBM cells. We screened ten acutely dissociated primary GBM cultures maintained in neurosphere growth media within 48 h from initial culturing, using immunofluorescence and western blotting. Figure 19.1 shows an example of such analyses. Two of three cultures shown below are IE1 positive by western blot (panel E). Immunofluorescence detection of IE1 in two of the same samples is shown in panels A–D. In one case, we have found nuclear localization of IE1 (GBM 535, panel A). Most samples displayed a perinuclear, cytoplasmic IE1 localization (panels C,D GBM 074), as it has been recently described for HCMV “microinfections” associated with human malignancies, including gliomas (Soderberg-Naucler, 2008). These data unequivocally demonstrate the presence of endogenous IE1 in human GBM primary cultures grown in conditions that prevent differentiation and promote stem cell maintenance.

Since HCMV latently resides in stem cells of the bone marrow (Goodrum et al., 2002), we investigated whether HCMV gene products are present within the “stem-like,” CD133+, glioma-derived cultures. Primary GBM tissue obtained from patients undergoing surgical resection was subjected to enzymatic digest, and cells were further sorted for CD133 using the Mylytenyi CD133-coated magnetic beads in conjunction with the Automacs sorter, according to the manufacturer’s instructions. CD133+ GBM primary cells and control U87MG/Mock and U87MG/HCMV cells were cultured in chamber slides for 48 h, fixed with cold methanol and processed for IE1 immunocytochemistry (Fig. 19.1F). These data demonstrate that the HCMV IE1 gene product is preferentially expressed in the stem-like cell pool within human GBM cells over-expressing IE1. Retrovirally mediated HCMV IE1 over-expression in primary human GBM cultures increased the number of cells in S and G2M in both GBMs (G–left panels). H Representative fields of L-IE1 and control GBM cells “pulsed” with BrdU are shown in the right panels. Double immunofluorescence for BrdU and IE1 demonstrates that IE1-transduced primary glioma cells actively incorporate BrdU as a measure of increased DNA synthesis (see Color Plate 29).
GBMs, suggesting that HCMV may be selectively reactivated in, and may modulate the oncogenic phenotype of this tumor cell subpopulation.

In situ double immunofluorescence detection of CD133 and IE1 in GBM frozen tissue sections showed that CD133+ glioma cells express HCMV IE1 in a majority of the gliomas we have sampled to date, with HCMV (IE1) expression occurring in about 40–60% of the CD133 positive cells (not shown). Identification of the essential HCMV gene product IE1 in glioma “stem-like” cells in situ constitutes evidence that CD133+ positive cells may be persistently infected with HCMV in glioma patients.

Our published data show that over-expression of HCMV IE1 in primary GBM-derived cells promotes cell cycle progression and BrdU incorporation (Fig. 19.1G, H), indicating that upon reactivation, HCMV IE1 could modulate critical oncogenic features of glioma cells, including cell proliferation and survival. We have previously shown that sustained IE1 expression in glioma cell lines can profoundly alter their cell cycle progression and growth rates by inducing Akt phosphorylation, inhibition of p53, and Rb phosphorylation. Figure 19.1G and H illustrates examples of two primary GBM cultures transduced with IE1 (L-IE1) which incorporate BrdU and progress through the cell cycle at significantly higher rates as compared to the control cultures (L-XSN).

In addition to acute HCMV treatment, we wished to determine whether chronic expression of a critical HCMV gene (such as IE1) could modulate key signaling pathways controlling glioma progression. Therefore, we expressed the IE1 gene (and the control vector) using a retroviral construct, in three different cell types, including the glioblastoma U87 cell line. We found that IE1 stable expression led to increased cell proliferation in the U87 GBM cell line (40% increase over control transfected cells (Cobbs et al., 2008)). We subsequently investigated the pathways controlling cell proliferation, survival, and cell cycle progression. We found that IE1 stable expression in the U87 glioma cells induces p-Akt, inhibits Rb by promoting phosphorylation of Rb, and decreases the expression levels of p53 family proteins (Cobbs et al., 2008). Taken together, these data indicate that HCMV IE1 gene product can act as a viral oncogene and modulate proliferation, survival, and cell cycle progression of human glioblastoma.

19.5 The Role of PDGF/PDGFRα Signaling in Gliomagenesis

19.5.1 The PDGF/PDGFR System Is Genetically Altered in GBMs

The PDGFα-receptor gene is amplified in a subset (13%) of human glioblastoma (2008) suggesting that activation of PDGF receptor signaling confers a selective growth advantage in tumor growth. Evidence from mouse models of gliomas suggests that genetic alterations such as loss of Ink4Arf locus in cooperation with exacerbated growth factor/growth factor receptor signaling
in neural precursor cells can drive gliomagenesis (Holland, 2001a) (see also Chapter 2). In vivo gene transfer of PDGF to neural precursor cells and astrocytes induces the formation of high-grade gliomas in a dose-dependent manner (Shih and Holland, 2006), suggesting that chronic activation of the PDGF receptors can promote proliferation of glial precursors and furthermore activate downstream signaling pathways (such as the PI3K-Akt) sufficient to drive tumorigenesis. Recent experimental evidence revealed that adult neural precursors driven to express high levels of PDGF had the capacity to give rise to gliomas and recruit resident progenitor cells in the mitogenic environment of the tumor (Assanah et al., 2006). Recently, a subpopulation of the neural progenitor cells located in the subventricular zone and positive for PDGFRα has been shown to have neural stem cell characteristics and respond to increased PDGF signaling by generating “glioma-like” lesions in the adult brain (Erlandsson et al., 2006) (see also Chapter 1). Chronic activation of the receptor in the SVZ B cells resulted in blocked differentiation, increased proliferation, and generation of hyperplastic lesions, thus supporting the notion that this subpopulation of cells may serve the role of tumor-initiating stem cell (Jackson et al., 2006).

19.5.2 PDGFRα Is a Required Cellular Receptor for HCMV

To directly examine the possibility that HCMV can initiate oncogenic signaling, we conducted experiments to determine whether HCMV infection and gene expression could modulate key signaling pathways in human cells, including immortalized astrocytes and glioblastoma cells. Using whole virus, we found that short-term stimulation with HCMV activates Akt, PLCγ, and FAK signaling in human glioma cells (Cobbs et al., 2007). Since we detected phosphorylation of a likely receptor tyrosine kinase (RTK), distinct from EGFR (Cobbs et al., 2007) and engaging Akt, PLCγ, and FAK, we explored the possibility that another RTK might be activated by HCMV. We utilized a human phospho-RTK array as a screening tool to detect the relative phosphorylation of 42 different human RTKs. We discovered that PDGFRα phosphorylation is significantly induced in response to short-term HCMV infection (Fig. 19.2A (Soroceanu et al., 2008)). This finding was confirmed by western blot analysis, indicating that only PDGFRα is activated by HCMV, while the related PDGFRβ receptor is not phosphorylated (Soroceanu et al., 2008) (Fig. 19.2). These data suggest that HCMV may initiate oncogenic signaling in these tumors by engaging this tyrosine kinase receptor. To identify whether HCMV-infected cells also harbor active PDGFRα, we performed immunocytochemical analyses of short-term-stimulated U87MG glioma cells. Double immunofluorescence labeling of U87MG human GBM cells (Fig. 19.2D) demonstrated that HCMV short-term treatment induces phosphorylation of PDGFRα in infected cells, similar
19.2 HCMV induces selective PDGFRα phosphorylation. A–C Short-term stimulation with HCMV induces tyrosine phosphorylation of the human PDGFRα. Lysates of HEL cells, mock
to the stimulation using the genuine ligand, PDGF-AA. To ascertain specificity of the HCMV-induced PDGFRz phosphorylation, we used siRNA technology to knock down the PDGFRz in human fibroblast cells and tested whether they are susceptible to HCMV infection. We determined that in the absence of a functional PDGFRz, we could not detect IE1 immediate-early gene product 12 h following HCMV infection of PDGFR KD cells, while the control siRNA treated cells were readily infected (Fig. 19.2E). This suggests that PDGFRz is a necessary cellular receptor for HCMV infection and IE1 gene expression. We next tested the ability of currently available PDGFRz blocking reagents to inhibit HCMV entry, gene expression, and virus production. Our data show that using either the IMC-3G3 PDGFRz blocking antibody (a gift from Nick Loizos, Imclone, Inc.) or the small molecule Gleevec (STI-571, which inhibits receptor tyrosine kinase function) could inhibit HCMV gene expression (Fig. 19.2F) and downstream HCMV-induced oncogenic signaling, such as the PI3K-Akt pathway (Fig. 19.2G).

Fig 19.2 (continued) infected or treated with HCMV for 10 min, were hybridized to a human phosphor-RTK array which contains 42 different human RTKs (R&D systems). The membranes were further incubated with HRP-linked secondary antibody and visualized using chemiluminescence reagents (Pierce). HCMV-treated HEL cells (but not mock infected) clearly display tyrosine phosphorylation of the PDGFRz (A, right panel). To validate these findings, we stimulated HEL cells with PDGF (5 ng/ml, 10 min), mock, or HCMV (~ 1 MOI, 10 min) and subjected the cell lysates to western blot analysis. Panel B shows that PDGFRz becomes phosphorylated in response to both growth factor and HCMV treatment (upper panel), while the levels of total PDGFRz are similar across all samples (lower panel). C By contrast, hPDGFRβ is not tyrosine phosphorylated by HCMV, as shown by western blot analysis using a PDGFRβ phospho-specific antibody. D U87MG human GBM cells infected with HCMV show phosphorylation of PDGFRz. HCMV pp65 and p-PDGFRz are detected in the same cells infected by HCMV (left panel, arrows); p-PDGFRz pattern induced by HCMV infection is comparable to that induced by PDGF-AA treatment (D, middle panel). Mock-treated cells were negative for both pp65CMV and p-PDGFRz, as shown in panel 5C. E–G PDGFRα is required for cellular infection by HCMV. E 1 – Mock, 2 – HCMV. HEL cells were transfected with siRNA targeting the human PDGFRz and control siRNA, following manufacturer’s (Dharmacon) protocol. Sixty hours following transfection, cells were either mock infected or HCMV infected and cultured for an additional 12 h. Western blot analysis showed that IE1 and pp65 viral gene products are only detected in the control siRNA/HCMV treated cells (middle panels, lane 2 in the siRNA-treated cells); knocking down PDGFRz renders the cells complete resistant to HCMV infection (lane 2 in PDGFRz siRNA-treated samples). The extent of PDGFRz knockdown was significant (upper panel). The actin blots demonstrate equivalent loading of the samples. F IE1 expression is not detectable in U87 and HEL cells in the presence of PDGFRz–blocking antibodies (lane 3, IMC-3G3) or kinase inhibitors (lane 4, Gleevec). G. Pre-treatment with IMC-3G3 or Gleevec inhibits HCMV-induced phosphorylation of Akt, as shown by the upper panel which is a western blot for phosphor-Akt. PDGF-induced Akt phosphorylation is also inhibited by IMC-3G3 and Gleevec, as previously reported. Total Akt levels are not affected, as shown in the lower panel. IMC-3G3 was used at 10 μg/ml, 6 h pre-treatment. Gleevec was used at 40 μM, 30 min pre-treatment.
19.6 Evidence in Support of a Role for HCMV-Induced Oncogenesis by Activation of Human PDGFRα

19.6.1 PDGFRα and HMCV IE1 Co-localize in Primary Human GBM Tissues and Cells

Given our hypothesis that HCMV reactivation in a PDGFRα positive neural stem cell subpopulation may lead to sustained PDGFRα activation, we investigated the degree of co-localization between HCMV IE1 product and

![Fig. 19.3 Co-localization of PDGFRα and IE1 in primary human GBM samples. GBM primary cultures and tissues were examined for the presence of IE1 and PDGFRα using](image-url)
PDGFRα in GBM-primary-derived cultures and GBM tissues using double immunofluorescence. Figure 19.3A, B, C, D, E, F, G, H, I and Color Plate 30 illustrates representative cases of IE1 and PDGFRα co-localization in GBM tissues and cells.

19.6.2 HCMV Promotes Glioma Cell Invasiveness by Engaging PDGFRα and the αvβ3 Integrin

We have previously demonstrated that HCMV can promote glioma cell invasiveness (Cobbs et al., 2007). Given the documented role of integrins and the PDGFRs in mediating glioma cell motility (Ding et al., 2003), we have performed experiments to investigate the role of integrins and PDGFRα in HCMV-induced cell motility. Scrape-wound assays showed that both αvβ3 and PDGFRα blocking antibodies inhibited HCMV-induced cell migration (not shown). Double immunofluorescence analyses showed that HCMV can induce αvβ3 recruitment to the focal adhesions to the same extent as PDGF-AA, and that PDGFRα blocking antibodies can reverse this effect (Fig. 19.3 J, K, L), suggesting that HCMV may act through αvβ3 integrin/PDGFRα to promote glioma cell invasiveness.

19.6.3 Mechanisms of HCMV-Induced Oncogenesis in Human Adult Neural Precursor Cells

We next investigated possible mechanisms of HCMV-induced oncogenesis using adult human neural precursor cells (NPC) obtained by culturing surgically removed tissue from a patient with intractable epilepsy. Figure 19.4A, B, C, D, E, F, G, H and Color Plate 31) illustrates the growth of NPC as
neurospheres, which can be induced to differentiate along neuronal, astrocytic, and oligodendrocytic lineages upon stimulation with specific growth factors or serum.

NPCs obtained from acutely dissociated adult SVZ brain tissue were grown as neurospheres and mock treated or infected with HCMV 3 days following culturing on an adhesive substrate. Twelve hours following infection, cells were stained for HMCV IE1. Immunofluorescence was used to visualize detection of IE1 which displays characteristic nuclear and perinuclear localization in infected
NPC (right panel, arrows; red-IE1, blue-DAPI). Furthermore, immunofluorescence analyses demonstrate that HCMV induces PDGFR\(\alpha\) phosphorylation in adult human NPCs, as shown in Fig. 19.4. Our published data demonstrate that HCMV glycoprotein B (gB) directly binds to and activates human PDGFR\(\alpha\) (Soroceanu et al., 2008). Furthermore, gB-neutralizing antibodies could prevent HCMV-induced PDGFR\(\alpha\) phosphorylation (Soroceanu et al., 2008), suggesting that gB may be the viral moiety that initiates oncogenic signaling in the PDGFR\(\alpha\) positive subpopulation of neural stem-like cells. On-going experiments in our laboratory are testing this hypothesis.

We have also performed preliminary experiments in which we retrovirally expressed IE1 in human NPC. Three to five days following IE1 retroviral transduction, pooled NPC clones were subjected to cell cycle analysis. As shown in Fig. 19.4, IE1 expression induced cell cycle progression in NPC (Fig. 19.4I compares L-IE1 with LXSN controls). BrdU incorporation was also enhanced by 10–20% in the IE1 compared to control-transduced cultures (Fig. 19.4I, J).

19.7 HCMV Association with Glioblastoma: Implications for Cancer Prevention, Detection, and Therapy

19.7.1 HCMV Association with Glioblastoma: Cause or Consequence?

The fact that HCMV infection is highly associated with malignant glioma might either represent a “passenger” phenomenon or conversely, this virus may play a causal role in the etiology and pathogenesis of this cancer. While more than 70% of adults carry persistent HCMV infection, it is known that malignant glioma patients have profound defects in their cell-mediated immunity, putting them at high risk for reactivation of an opportunistic pathogen such as HCMV. Indeed, it appears that glioma patients may develop a “specific HCMV immunocompromise” (John Sampson, personal communication). In such circumstances, it would be conceivable that reactivation of HCMV could occur in persistently infected neuronal precursor stem cells within the brain, as has been reported in the mouse model of CMV brain infection (Li et al., 2001; Tsutsui et al., 2002). Alternatively, glioma precursor lesions in the brain may become infiltrated with bone marrow-derived stem cells, which are known to both harbor persistent HCMV infection and have a strong affinity for infiltration of gliomas (Nakamizo et al., 2005). During differentiation of bone marrow-derived monocytic cells, HCMV would likely become reactivated (Smith, 2004). Once activated, this glioma-tropic virus could easily establish a low level of non-cytopathic infection with expression of only a subset of viral genes that allow the virus to coexist with the infected tumor cells, and perhaps mutate into defective viral strains that have altered
growth-promoting properties as has been described (Luo and Fortunato, 2007) (Ogura et al., 1986). Persistent expression of HCMV genes such as IE1, UL97, and US28 could promote growth and invasion of the infected tumor. Thus, while HCMV may be a mere passenger of malignant glioma, the well-established biological properties of this pathogen suggests that it could play a profound role in oncogenesis and tumor promotion.

19.7.2 Clinical Impact of HCMV Association with Glioblastoma: Implications for Cancer Prevention, Detection, Screening, and Treatment

Should additional investigations reveal that HCMV is involved in the oncogenesis and pathogenesis of malignant glioma, this could open the door to several novel avenues of screening, prevention, and treatment. As in the case of Helicobacter pylori and human papillomavirus (HPV) infections, which are causally implicated in human gastric carcinoma and cervical cancer respectively, a causal association of HCMV and glioma could lead to early detection, early intervention, and potentially even tumor prevention. Ongoing clinical trials are aimed at determining whether the antiviral drug valganciclovir (Valcyte™) can inhibit glioblastoma progression after surgical removal of the primary tumor and recurrence (Rahbar et al., 2007). If these clinical trials document an antitumor effect of valganciclovir, it would immediately raise the possibility that antiviral therapy of HCMV-infected grade II and grade III astrocytomas may prevent progression to glioblastoma. Unpublished findings by investigators at Karolinska Institute have already suggested that the degree of HCMV viral expression found in tumors is inversely correlated with survival in these patients (Cecilia Soderberg-Naucler, personal communication). Hence, detection of HCMV could serve as a biomarker for tumor aggressiveness and a target for tumor therapy. Furthermore, given our data showing that HCMV engages the PDGFRα tyrosine kinase and activates downstream oncogenic signaling in glioma cells, receptor blocking reagents (i.e., IMC-3G3 or Gleevec) may prove useful in combination with antiviral therapies to target both HCMV and HCMV-induced oncogenic signaling.

19.8 Summary

In summary, HCMV is a ubiquitous human herpesvirus that demonstrates a specific tropism to brain and is the most common cause of fetal brain infection in humans. Substantial evidence exists to suggest that HCMV might persistently infect the human brain and that persistent infection in neural precursor stem cells in the subventricular zone may occur. In the setting of inflammation
or immunocompromised host, reactivation of virus is likely to occur. Should a persistent viral expression occur in a SVZ NPC, this could lead to further downstream oncogenic features since HCMV encodes for multiple gene products that can dysregulate the cell cycle and promote important tumor signaling pathways. Our data indicate that the PDGFRα receptor may be a target of HCMV-mediated signal transduction, which could potentially promote gliomagenesis. In addition we have shown that persistent expression of the HCMV IE1 gene could lead to sustained expression of Akt and inactivation of Rb and P53 tumor suppressor pathway. We have demonstrated that HCMV IE1 expression occurs in the CD133 + stem-like pool of glioblastoma cells in vivo, and it is possible that viral expression in these tumor stem cells may enhance the malignant features of these cells. Recent clinical trials by our colleagues suggest that therapeutic strategies for glioblastoma patients with a HCMV vaccine/immunotherapy approach or antiviral drug approach may hold promise for treating this malignancy. A better understanding of the involvement of HCMV in glioma biology will no doubt lead to an improvement in our understanding of these tumors and potential novel therapeutics.
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Table 19.1 HCMV expresses several gene products that are known to modulate key oncogenic and apoptotic signaling pathways (Castillo and Kowalik, 2004)

<table>
<thead>
<tr>
<th>HCMV gene product</th>
<th>Mechanism of action</th>
</tr>
</thead>
<tbody>
<tr>
<td>pp71</td>
<td>Promotes early S-phase, binds all three Rb family members, transactivates major immediate-early promoter (MIEP)</td>
</tr>
<tr>
<td>UL97</td>
<td>Constitutively phosphorylates Rb</td>
</tr>
<tr>
<td>IE1</td>
<td>Promotes S-phase entry, binds Rb family members, induces E2F activity, can decrease p53 family member expression, can activate PI3-K/Akt, can inhibit apoptosis by activating NF-κB</td>
</tr>
<tr>
<td>IE2</td>
<td>Essential for HCMV infection; induces cells to enter S-phase; specifically interacts with Rb; induces c-myc, cyclin E, cdk-2, E2F1; can inhibit apoptosis by activating NF-κB</td>
</tr>
<tr>
<td>pUL69</td>
<td>Inhibits cell cycle progression to early S-phase-like state</td>
</tr>
<tr>
<td>US28</td>
<td>Viral chemokine receptor promotes angiogenesis and migration</td>
</tr>
<tr>
<td>pUL36, pUL37</td>
<td>Block caspase-8 apoptotic pathways</td>
</tr>
<tr>
<td>gB</td>
<td>Viral glycoprotein, phosphorylates PDGFRα</td>
</tr>
</tbody>
</table>
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Chapter 20
Aberrant EGFR Signaling in Glioma

YeoHyeon Hwang, Khatri Latha, Anupama Gururaj, Marta Rojas, and Oliver Bogler

Abstract Dysregulation of receptor tyrosine kinase (RTK) signaling is a major contributor to cancer, including glioma (Pawson and Hunter 1994). In glioma, epidermal growth factor receptor (EGFR) is frequently amplified at the genomic level and mutated, and this is associated with poorer survival (Libermann et al., 1985; Wong et al., 1987; Ekstrand et al., 1992; Hurtt et al., 1992; Jaros et al., 1992; Schlegel et al., 1994). Here we review what is known about abnormal EGFR signaling in glioma, focusing on recent advances made with proteomics approaches, and discuss two new areas just being investigated: localization of EGFR in new cellular compartments and point mutations in its extracellular domain.
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20.1 ΔEGFR

The most common of the rearrangements of the EGFR gene in glioma leads to the deletion of exons 2–7, causing an in-frame deletion of 801 bp in the extracellular domain (Sugawa et al., 1990; Ekstrand et al., 1992; Wong et al., 1992; Frederick et al., 2000a) (Fig. 20.1). The resulting protein, deleted-(2–7) EGFR
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(also known as EGFRvIII, EGFR* and ΔEGFR – referred to as ΔEGFR here), can be detected on the basis of a neo-epitope created by the in-frame fusion of exons 1 and 8 (LEEKKGNYVTDHC where G is a new amino acid not found in wild-type EGFR). ΔEGFR can also be detected by antibodies that recognize an activation state common to ΔEGFR and EGFR when expressed at high levels (Humphrey et al., 1990; Johns et al., 2002). There is consensus that ΔEGFR is expressed in high-grade gliomas, and higher in glioblastoma/astrocytoma grade IV (Humphrey et al., 1990; Johns et al., 2002). ΔEGFR is only rarely found in pediatric high-grade astrocytomas (Liang et al., 2008).

Detection of ΔEGFR in other cancers has also been reported, but the evidence is not always incontrovertible. In breast cancer the existence of ΔEGFR alongside EGFR is supported by several studies. In a small series of infiltrating ductal breast carcinomas close to 80% were suspected of expressing ΔEGFR by western blot, and in two instances this was supported by RT-PCR data across the deletion junction (Moscatello et al., 1995). A more recent analysis found a similar frequency of around 70% in another small series of invasive breast carcinoma, again using RT-PCR and western blot, this time based on laser capture microdissected material (Ge et al., 2002). The altered subcellular location of ΔEGFR in breast cancer found in these studies suggests that its trafficking may somehow differ from wild type, and that this may lead to sustained tyrosine kinase activity, and a more potent, aggressive and oncogenic effect. Interestingly, ΔEGFR mRNA could also be detected in the blood of breast cancer patients, and the prevalence correlated with the aggressiveness of the disease, suggesting that it could be used as a biomarker (Silva et al., 2006).

Analyses of non-small cell lung cancer by RT-PCR suggest a low incidence of 2–8% for ΔEGFR, which is almost entirely restricted to squamous cell carcinoma; when present, levels of the transcript appear comparable to those found in glioblastoma and increased copy number of the EGFR gene was also observed more commonly in tumors with the ΔEGFR mutation (Ji et al., 2006; Sasaki et al., 2007). Higher rates of ΔEGFR expression have been
found in lung cancer by immunohistochemistry only (Okamoto et al., 2003; Sonnweber et al., 2006), but this may reflect non-specific cross-reaction with amplified EGFR or other antigens.

A similar series of observations were made in bladder cancer, where an initially positive result on the basis of staining of tissue arrays suggested that about half of tumors had a signal, but when this was followed up by RT-PCR no positive tumors could be identified (Blehm et al., 2006). The authors conclude that the immunohistochemistry signal may not be reliable. Studies in several other tumor types rely either exclusively on staining of sections, such as reports on ovarian (Moscatello et al., 1995), prostate (Olopade et al., 1992) or colorectal cancer (Cunningham et al., 2005), or use RT-PCR only on a few samples for confirmation, such as in head and neck cancer (Sok et al., 2006). The findings in these studies, at least of a high level of prevalence of the $\Delta$EGFR mutation, have to be treated with skepticism until broad confirmation at the RT-PCR level (Yoshimoto et al., 2008) is reported.

The oncogenic impact of $\Delta$EGFR on cells is significant, as has been established in a variety of models. $\Delta$EGFR can transform NIH3T3 cells like wild-type EGFR (Batra et al., 1995; Moscatello et al., 1996). More significantly, it confers enhanced tumorigenicity on human glioma cells in vivo, lending greater take and growth rates (Nishikawa et al., 1994), and does so by reducing apoptosis and increasing proliferation (Nagane et al., 1996; Narita et al., 2002). When glioma cells expressing $\Delta$EGFR are mixed with parental cells, the enhanced growth rate conferred by the mutant receptor drives clonal selection in implanted tumor models, and glioma cells expressing $\Delta$EGFR rapidly outgrow their parental cells (Nagane et al., 1996). In the RCAS/tv-a mouse model $\Delta$EGFR can cooperate with loss of cell cycle control, either by the co-expression of cdk4 or by use of mice bearing a disrupted INK4A-ARF locus, to cause gliomas (Holland et al., 1998). Similarly, glial or neural stem cells from INK4A knockout mice can be transformed by $\Delta$EGFR and form high-grade gliomas when implanted (Bachoo et al., 2002). Therefore, $\Delta$EGFR is a potent glioma oncogene, and understanding its signal in order to target it therapeutically is an important goal.

$\Delta$EGFR is phosphorylated in a ligand-independent fashion and signals constitutively in the absence of significant internalization and downregulation (Nishikawa et al., 1994; Chu et al., 1997; Huang et al., 1997). $\Delta$EGFR autophosphorylation occurs primarily at tyrosines 1068, 1148 and 1173, with 1173 alone accounting for about half (Huang et al., 1997). This is also the preferred phosphorylation site of wild-type EGFR (Downward et al., 1984), suggesting that the pattern of modification of the active $\Delta$EGFR and wild-type EGFR C-terminus may not be qualitatively very different. However, $\Delta$EGFR shows almost 10-fold lower levels of autophosphorylation than ligand-stimulated EGFR (Huang et al., 1997), implying that persistence rather than intensity of signal may be a major contributor to $\Delta$EGFR tumorigenicity. One consequence of this low level of signaling is that mutation of even a single tyrosine autophosphorylation site in $\Delta$EGFR is sufficient to ablate its promotion of glioma growth (Huang et al., 1997), in contrast to the wild-type receptor where multiple tyrosines need to be eliminated to significantly reduce signaling (Helin et al., 1991).
The lack of interaction with ligand and low level of signaling suggest that ΔEGFR may not dimerize efficiently, and the balance of published evidence supports this interpretation. Therefore, although a band of approximately twice the molecular weight of the ΔEGFR monomer had been observed in ΔEGFR-transfected NIH3T3 fibroblasts, following cross-linking and immunoprecipitation (Moscatello et al., 1996) subsequent analysis failed to confirm this, using the same cell lines and a more specific antibody against ΔEGFR (Chu et al., 1997). In a third study, very low levels of dimerization were detected for ΔEGFR in glioma cells (Huang et al., 1997).

Similarly, the cellular localization of ΔEGFR has been reported variously as predominantly at the surface or approximately evenly split between the outside and inside of the cell. For example, transfection of ΔEGFR into CHO (Ekstrand et al., 1995) or NIH3T3 (Moscatello et al., 1996) cells results in a significant portion localizing intracellularly in the endoplasmic reticulum or the Golgi. In contrast, in glioma cells ΔEGFR localized predominantly and consistently to the cell surface; indeed this is an important prerequisite for efforts to use immunological approaches against ΔEGFR (Huang et al., 1997; Wikstrand et al., 1997; Heimberger et al., 2003). It is likely that the reported variation in distribution of ΔEGFR represents differences in cell type, and perhaps reagents. The consistent observation that antibodies can cause internalization of ΔEGFR (Humphrey et al., 1990; Johns et al., 2002) demonstrates that a significant amount is exposed on the cell surface.

Direct analysis of whether ΔEGFR interacts with the molecular complexes that regulate the internalization of the activated wild-type EGFR suggested that such interactions do not occur. Members of the Cbl E3 ubiquitin ligases are thought to mediate ubiquitination of active receptor tyrosine kinases, and are essential for receptor degradation and cessation of receptor-induced signal transduction (Thien and Langdon, 2001). The Cbls work together with other adaptor proteins, including CIN85/SETA (Cbl-interacting protein of 85 K/SH3 containing expressed in tumorigenic astrocytes) and endophilins to form a complex with activated EGF receptors, thus controlling receptor internalization (Soubeyran et al., 2002). Analysis of ΔEGFR complexes failed to show Cbls, CIN85/SETA, or endophilins, and no ubiquitination of the ΔEGFR could be observed (Schmidt et al., 2003). This lack of interaction appears to be because of the lower level of activity of ΔEGFR (Schmidt et al., 2003) and may be specifically related to hypophosphorylation on Y1045 (Han et al., 2006). Interestingly, ΔEGFR is not immune to other modes of negative regulation, such as that mediated extracellularly by LR1G1 (Stutz et al., 2008).

Whether the differences in the behavior of the ΔEGFR outlined above result in a qualitatively different signal from that of the wild-type receptor has been a long-standing question. As already noted the pattern of tyrosine phosphorylation of ΔEGFR does not differ markedly from EGFR (Huang et al., 1997). Analysis of downstream targets has suggested that certain elements in the EGFR pathway are activated to a greater degree, or in a more sustained fashion by ΔEGFR. Starting proximally to the receptor, ΔEGFR binds to the adaptor proteins Grb2 and Shc constitutively, while overall reducing their levels, and
also induces higher levels of Shc phosphorylation (Moscatello et al., 1996; Chu et al., 1997). An approximately two-fold elevation of activated ras is induced by ΔEGFR in glioma cells and microinjection of anti-Ras antibodies inhibits the ΔEGFR signal to the MAPK pathway (Prigent et al., 1996). In turn a two-fold increase in the phosphorylation of p42/p44 MAPK1/3 (also known as Erk2 and Erk1, respectively) is observed (Montgomery et al., 1995), and inhibition of Erk2 suppresses proliferation of glioma cells expressing ΔEGFR (Klingler-Hoffmann et al., 2001). Interestingly, the level of JNK is significantly upregulated by ΔEGFR, and this is mediated by PI3K (Antonyak et al., 2002) and so does not occur via the more commonly encountered ras pathway. Furthermore, the induction of apoptosis that often accompanies the elevation of JNK is not engendered by ΔEGFR, suggesting that the nature of this JNK activation is different from that normally encountered in stress responses, and so is able to promote cellular transformation (Antonyak et al., 2002). The PI3K dependence is in agreement with reports that the activity of PI3K is elevated in cells expressing ΔEGFR, and furthermore that this elevation is necessary for the transformation of fibroblasts (Moscatello et al., 1998) and for the enhanced proliferation of U87MG glioma cells (Klingler-Hoffmann et al., 2003) induced by ΔEGFR. ΔEGFR interacts with PI3K directly, but also via the docking protein Gab1, to induce a sustained elevation in its activity (Holgado-Madruga et al., 1996; Antonyak et al., 1998; Moscatello et al., 1998). ΔEGFR-induced elevated PI3K activity results in sustained activation of Akt, reduction of levels of the cyclin-dependent kinase inhibitor p27 and elevation of CDK2-CyclinA activity in U87MG glioma cells (Narita et al., 2002). It is possible that this occurs via Akt-mediated inhibition of the Forkhead transcription factors that stimulate p27 expression. These reduced levels of p27 may be directly responsible for the elevated CDK2-CyclinA activity, which in turn hyperphosphorylates Rb, promotes cell division, and helps to overcome the G1 cell cycle arrest that normally occurs when serum is withdrawn from cultured cells (Nagane et al., 1996; Narita et al., 2002).

The first open-ended analysis of ΔEGFR signaling, using shotgun phosphoproteomics delineated quantitative differences between downstream signaling in cells expressing different levels of ΔEGFR (Huang et al., 2007). The overall finding was that ΔEGFR signaled predominantly via the PI3K kinase pathway and demonstrated that the c-Met receptor could be activated by and was responsive to ΔEGFR in glioma cells, and this suggested that c-Met inhibitors could be used to circumvent resistance to therapy (Huang et al., 2007).

### 20.2 Other Glioma-Associated Mutations of the EGFR

In addition to ΔEGFR, other EGFR mutants are found in glioma. Two other deletion mutants that have been described are ΔjmEGFR and C-958EGFR, which have an in-frame deletion extracellularly at the juxtamembrane region and a truncation in the C-terminus, respectively (Frederick et al., 2000b). ΔjmEGFR results in an in-frame deletion of 83 amino acids in domain IV of
the extracellular domain of the EGFR, and while it shows intrinsic kinase activity, retains the ability to bind ligand at high affinity and is activated by this (Humphrey et al., 1991). C-958EGFR, in contrast to ΔjmEGFR or ΔEGFR, has an intact ligand-binding domain, but lacks both the internalization domain and the tyrosine residues which interact with the Cbl proteins when they become phosphorylated (Chen et al., 1989; Lipkowitz, 2002), suggesting that a lack of ubiquitin-mediated endosomal attenuation contributes to its tumorigenic signal (Peschar and Park, 2003).

More recently point mutations in the extracellular, ligand-binding domain of EGFR have been identified in glioma (Fig. 20.1). One publication reported missense mutations in around 15% of tumors from a cohort of more than 100 glioblastoma, and these mutants were demonstrated to be constitutively active and to promote tumorigenic behavior in cells (Lee et al., 2006). This study suggests that these missense mutations could be a novel mechanism of oncogenic EGFR signaling in glioblastoma, and interestingly while these mutants were capable of ligand-independent signaling, they could still be further activated by ligand (Lee et al., 2006). Additional mutations in that class are now being identified in gliomas by The Cancer Genome Atlas (TCGA), a pilot project of the National Cancer Institute and the National Human Genome Research Institute that allows the integration of clinical genomic characterization, large-scale genome sequencing data from different cancer types (http://cancergeome.nih.gov). The role of these novel EGFR mutants in this disease remains to be explored more thoroughly.

20.3 Clinical Significance of EGFR Abnormalities: Biomarker and Target

The utility of ΔEGFR expression for identifying or confirming the identity of malignant astrocytomas whose clinical behavior is consistent with that of glioblastoma was demonstrated in a series of astrocytic tumors analyzed by immunohistochemistry, after confirmation of agreement between staining and RT-PCR in a smaller series of glioblastoma (Aldape et al., 2004). Among the glioblastomas, ΔEGFR expression was found in 19 of 46 cases (41.3%) with EGFR amplification, and in only 3 of 59 tumors lacking amplified EGFR (5.1%) but had no prognostic significance. Among the grade III astrocytomas, ΔEGFR expression was observed in 3 of 14 cases with amplified EGFR (21.4%) and in 6 of 49 cases without EGFR amplification (12.2%), but was highly associated with reduced survival (Aldape et al., 2004). A similar study found the ΔEGFR rearrangement in 54% of glioblastomas and 75% of grade III astrocytomas with amplification, as well as in 8% of glioblastomas and 5% of grade III astrocytomas without amplification (Liu et al., 2005). Again no significant association between EGFR amplification or rearrangement, and age or survival was found in the glioblastoma patients, while there was a tendency toward decreased survival with any EGFR abnormality in the 41 patients with grade III astrocytoma (Liu et al.,
2005). Hence neither EGFR amplification nor the presence of the ΔEGFR transcript can predict patient outcome in conventionally treated glioblastoma. However, in grade III astrocytoma, although uncommon, EGFR aberrations appear to be associated with shorter survival. Interestingly, the newly described ectodomain mutants of EGFR may be indicative of sensitivity to erlotinib treatment (Lee et al., 2006).

EGFR abnormalities do not exist in isolation but in the context of other mutations, and the elevated signal they generate at the membrane is dependent on internal signaling molecules for propagation. In this context the function of the PTEN tumor suppressor, which is an enzyme that removes the third phosphate from the key downstream second messenger, phosphatidylinositol-3 (PIP3) and so antagonizes PI3K, is particularly important (see Chapter 15). If PTEN is non-functional, then PIP3 levels can more easily accumulate and stimulate downstream processes such as cell division and survival. This suggests that the PTEN status could well be a key determinant of whether blockade of

<table>
<thead>
<tr>
<th>Study focus</th>
<th>Analyses included</th>
<th>Findings</th>
<th>Reference</th>
</tr>
</thead>
</table>
| Response to erlotinib | EGFR expression IHC  
ΔEGFR IHC  
phospho Akt IHC  
EGFR gene amplification FISH  
PTEN mutation PCR SEQ  
EGFR mutation PCR SEQ | 8/42 patients responded overall  
Response assoc. w/EGFR ampl.  
No association with ΔEGFR found  
8/18 with low pAkt responded  
0/22 with high pAkt responded | Haas-Kogan et al. (2005) |
| Response to erlotinib and gefitinib | ΔEGFR RT-PCR  
EGFR gene amplification FISH  
PTEN mutation PCR SEQ  
EGFR mutation PCR SEQ | 9/49 patients responded overall  
13/15 responders ΔEGFR+  
17/44 non-responders ΔEGFR+  
12/15 responders PTEN+  
10/44 non-responders PTEN+  
11/15 responders ΔEGFR/PTEN+  
3/44 non-responders ΔEGFR/PTEN+ | Mellinghoff et al. (2005) |
| Response to erlotinib and gefitinib | EGFR mutation PCR SEQ  
aCGH  
pEGFR, pERK, pAkt WB | No correlation between EGFR amplification and response  
No consistent impact on pEGFR of either agent | Lassman et al. (2005) |

IHC: immunohistochemistry; PCR: polymerase chain reaction; SEQ: sequencing; FISH: fluorescence in situ hybridization; aCGH: array-based comparative genome hybridization; WB: western blot; pEGFR: phosphorylated EGFR; pERK: phosphorylated ERK; pAkt: phosphorylated Akt.
the EGFR signal is therapeutically effective, if its inactivation allows sufficient signaling regardless of the upstream status of EGFR. This hypothesis is supported by preclinical data from mouse xenografts showing that the co-expression of ΔEGFR and wild-type PTEN is significantly associated with response to EGFR tyrosine kinase inhibitors, such as erlotinib or gefinitib (Mellinghoff et al., 2005). In a similar study using serially propagated glioblastoma xenografts, which have been shown to maintain corresponding patient morphologic and molecular characteristics including EGFR amplification, sensitivity to erlotinib was also restricted to tumors with EGFR abnormalities and intact PTEN (Sarkaria et al., 2007). Consistent with these laboratory studies are retrospective analyses of GBM patients that investigated EGFR and PTEN status and response to EGFR inhibitors. Patients with co-expression of ΔEGFR and wild-type PTEN had the highest rate of response (Mellinghoff et al., 2005) and in another study lower levels of phospho-Akt pre-treatment were associated with response (Haas-Kogan et al., 2005); for details see Table 20.1. However, analysis of the phosphorylation status of EGFR in post-treatment glioma samples showed that neither erlotinib or gefitinib were able to reduce the activity of their target, suggesting a more complicated biological mechanism at play (Lassman et al., 2005). Therefore, the possibility remains that the “beautiful hypothesis” that an oncogene addiction to EGFR,

Fig. 20.2 A model of EGFRvIII and PTEN interaction. The interaction of EGFR activation and PTEN loss determine the activity of Akt in glioblastoma cells. In normal cells activation of EGFR leads to a controlled signal due to the negative regulation by PTEN; Akt receives signals from other pathways as well. In glioma cells that have an activated EGFR signal, e.g., downstream of ΔEGFR, and have lost PTEN the Akt signal is elevated, and inhibition of EGFR is ineffective because PI3K remains overactive; whether Akt receives signals from other pathways does not matter. In the third panel, glioma cells are both addicted to abnormal EGFR signaling, as Akt does not receive other signals, and PTEN remains intact. In such cells inhibition of EGFR can effectively reduce the Akt signal. However, as the fourth panel shows, it is possible that other signals exist that can activate Akt when EGFR is shut down; such cells would not be considered to be addicted to abnormal EGFR signals.
due to EGFR amplification or mutation, combined with a PI3K pathway that can be switched off at the receptor tyrosine kinase level, due to intact PTEN, is necessary and sufficient for response to EGFR inhibitors “will be slain” by the accumulation of additional observations (Lassman et al., 2006) (see Fig. 20.2 for a possible model). What seems clear is that EGFR inhibitors alone are not going to provide the clinical breakthrough in glioblastoma, and this will hopefully usher in combination therapies targeting other nodes in connected pathways, for example, mTOR (Doherty et al., 2006; Wang et al., 2006a) or PI3K (Ihle et al., 2005).

20.4 EGFR Localization Beyond the Plasma Membrane

EGFR signaling is traditionally viewed as being primarily at the level of the plasma membrane, where the receptor encounters ligand, dimerizes and causes the formation of signaling complex on the inner surface. From there, the receptor is typically internalized and its signal attenuated, by the endosomal pathway, where additional signaling has been recognized to take place (Stasyk et al., 2007). More recently, new aspects of EGFR biology, involving the regulation of nuclear and mitochondrial functions through translocation to these organelles, are being demonstrated (summarized in Fig. 20.3).

Mitochondrial translocation of EGFR was observed in breast cancer cells, following EGF stimulation, and this was dependent on interaction of the

![Fig. 20.3 Cartoon of different mechanisms of EGFR aberrant signaling. Abnormal EGFR signals can arise from a variety of mechanisms, illustrated here. These include, clockwise from top, overexpression due to genomic amplification, autocrine stimulation, inefficient downregulation, deletion and point mutations. More recently the importance of signaling by EGFR in the nucleus and mitochondria has been demonstrated, and these may represent new venues for abnormal EGFR signals](image-url)
receptor with cytochrome c oxidase subunit II (CoxII), and protected the cells from serum deprivation- and adriamycin-induced apoptosis (Boerner et al., 2004). A recent report also demonstrated that EGFR translocates to the mitochondrial during autophagy where it again promoted cell survival (Yue et al., 2008), implying that mitochondrial localization of EGFR could potentially be an important survival strategy for cells.

Nuclear EGFR has been more broadly detected than mitochondrial, particularly in rapidly proliferating tissues such as regenerating liver (Marti et al., 1991), sweat glands (Saga and Jimbow 2001), placenta (Cao et al., 1995), and in tumors of the thyroid (Marti et al., 2001), breast (Lo et al., 2005b), esophagus (Hoshino et al., 2007), head and neck (Psyrri et al., 2008), bladder (Lipponen and Eskelinen, 1994) and adrenal gland (Kamio et al., 1990). These studies suggest that nuclear localization of EGFR is a context-specific physiological event that is amplified in pathological situations such as cancer. Interestingly, in addition to cancers, nuclear EGFR has also been implicated in glaucoma and neuropathy of the optic nerve (Liu and Neufeld, 2003). This allows that a similar role for nuclear EGFR may be found in gliomas.

The presence of nuclear EGFR in tumors has been associated with tumor stage, metastasis, patient survival and response to therapy, including radiation (for a summary, see Table 20.2). In breast carcinoma the presence of EGFR in the nucleus correlated with proliferation markers such as cyclin D1 and Ki-67,

<table>
<thead>
<tr>
<th>Cancer type</th>
<th>% Nuclear EGFR</th>
<th>Sample size</th>
<th>Positive correlates</th>
<th>Negative correlates</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thyroid</td>
<td>100</td>
<td>10</td>
<td>Proliferation</td>
<td>–</td>
<td>Marti et al. (2001)</td>
</tr>
<tr>
<td>Breast</td>
<td>38</td>
<td>130</td>
<td>Cyclin D1, Ki-67</td>
<td>Survival</td>
<td>Lo et al. (2005b)</td>
</tr>
<tr>
<td>Esophagus</td>
<td>37 (pEGFR)</td>
<td>52</td>
<td>Stage, lymph node metastasis</td>
<td>Survival</td>
<td>Hoshino et al. (2007)</td>
</tr>
<tr>
<td>Head and neck</td>
<td>24</td>
<td>37</td>
<td>–</td>
<td>Survival</td>
<td>Lo et al. (2005b)</td>
</tr>
<tr>
<td></td>
<td>58</td>
<td>72</td>
<td>Cytoplasmic EGFR, nuclear ERK2, nuclear PCNA</td>
<td>–</td>
<td>Psyrri et al. (2008)</td>
</tr>
<tr>
<td>Bladder</td>
<td>31</td>
<td>234</td>
<td>–</td>
<td>–</td>
<td>Lipponen and Eskelinen (1994)</td>
</tr>
<tr>
<td>Adrenal gland</td>
<td>80</td>
<td>94</td>
<td>–</td>
<td>–</td>
<td>Kamio et al. (1990)</td>
</tr>
</tbody>
</table>

The prevalence of nuclear EGFR has been found to correlate with other histological characteristics and survival, in several cancers.
and inversely correlated with survival (Lo et al., 2005b). A study in esophageal squamous cell carcinoma using antibodies specific for phosphorylated EGFR showed that pEGFR not only localized to the nucleus but also correlated with disease stage, lymph node positivity and poor outcome (Hoshino et al., 2007). The presence of nuclear EGFR and its association with increased local recurrence rate and inferior overall survival was shown in oropharyngeal cancer, using an automated quantitative protein analysis with subcellular localization on a tissue microarray (Psyrri et al., 2005). Tumors bearing high nuclear EGFR levels had a significantly decreased likelihood of attaining a complete response to treatment. In a more comprehensive follow-up analysis this group found that nuclear EGFR correlated with non-nuclear EGFR, nuclear ERK2 and very strongly with PCNA (Psyrri et al., 2008) corroborating the previous finding that PCNA is a substrate for EGFR in the nucleus.

Translocation of EGFR to the nucleus occurs in response to ligand stimulation (both EGF and TGF-alpha), and nuclear EGFR is highly tyrosine phosphorylated (Holt et al., 1994; Lin et al., 2001). Although an EGFR mutant which lacked the transmembrane domain could also translocate to the nucleus, this movement required active ligand signaling (Marti and Wells, 2000). Both the intracellular and extracellular domains of EGFR appear to move to the nucleus in a ligand-bound form. While the mechanism of nuclear translocation of the full-length protein is intricate and incompletely understood, recent studies have shed light on some aspects of the process. It has been shown that the juxtamembrane region of EGFR harbors a tripartite nuclear localization sequence that mediates the nuclear translocation (Hsu and Hung, 2007). EGFR has also been demonstrated to interact with importins α1/β1 for which the NLS appears to be indispensable (Lo et al., 2006). The same study also showed that the endosomal machinery and CRM1 exportin were involved in nuclear–cytoplasmic shuttling of EGFR. In human bladder cells, HB-EGF and urothelial cell growth factor stimulated nuclear translocation of EGFR. For this nuclear trafficking, PIKfyve, a phosphoinositide kinase was an essential component (Kim et al., 2007). Stimuli other than ligand can also promote nuclear EGFR, by allowing it to escape receptor internalization and degradation and translocate to the nucleus, including ionizing radiation, heat shock, H$_2$O$_2$, and cisplatin (Khan et al., 2006). Radiation-induced nuclear translocation of EGFR seems to require the binding of importins, α and β, which interact with the EGFR nuclear localization signal and mediate its nuclear import (Dittmann et al., 2005; Lo et al., 2006) through the EGFR-dependent activation of the PI3K/AKT signaling pathway (Toulany et al., 2005).

The functions of nuclear EGFR are also beginning to be defined (see Fig. 20.4 for a summary). EGFR lacks a DNA-binding domain; however, nuclear EGFR can physically interact with transcription factors containing DNA-binding domains such as STAT3 and E2F1 (Lo et al., 2005a); it can thereby upregulate the expression of target genes, including cyclin D1, iNOS, and B-myb (Lin et al., 2001). Interestingly, iNOS was also induced by EGFR in reactive astrocytes of human glaucomatous optic nerve (Liu and Neufeld,
In addition, nuclear EGFR phosphorylates and stabilizes proliferating cell nuclear antigen (PCNA) in its chromatin-bound form and phosphorylates it on Tyr211, and this phosphorylation is required for maintaining PCNA function on chromatin, and was associated with a pronounced increase in cell proliferation and reduced survival of breast cancer patients (Wang et al., 2006b). How EGFR affects gene transcription is not entirely clear yet, but a strong proline-rich nuclear transactivation domain, similar to those found in transcription factors, has been identified in its carboxy terminus, and this is capable of mediating nuclear transactivation functions (Lin et al., 2001). EGFR also influences DNA repair, which was first suggested by the physical interaction between EGFR and the DNA-PKs (Bandyopadhyay et al., 1998). More recent studies show that EGFR is normally present in the perinuclear space of unirradiated cells and that radiation induces the ligand-independent translocation of the EGFR into the nucleoplasm in a process that involves free radicals (Harari and Huang, 2000; Huang and Harari, 2000; Dittmann et al., 2005). Moreover, nuclear EGFR binds to the catalytic subunit DNA-PKs, and the regulatory subunit Ku70 of DNA-PK.

Whether mutants of the EGFR go to the nucleus in the same manner as the wild type is under active investigation. A recent study has identified ΔEGFR as an interacting partner with STAT3 in the nucleus of gliomas (de la Iglesia et al., 2008), and demonstrated a critical role for STAT3 in ΔEGFR-induced tumorigenesis. Further, they also showed a physical interaction between STAT3 and ΔEGFR in primary tumors, suggesting a potentially important role for this interaction in the human disease.
In summary, while it is clear that abnormalities in EGFR status, including expression level and mutations, make an important contribution to malignancy of glioblastoma, the question of whether there are distinguishing characteristics to the signals emanating from abnormal EGFRs remains unanswered. With new mutations and new arenas of signaling in the nucleus and mitochondria being discovered, this question has increased in scope, and hopefully also in translational potential. Whether the interruption of the EGFR signal can be clinically exploited ultimately awaits the results from a new generation of combination therapy trials.
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Chapter 21
Mechanisms of Brain Tumor Angiogenesis

Bo Hu and Shi-Yuan Cheng

Abstract The growth of brain tumors is dependent on the development of new vessels, a process called angiogenesis. In the clinic, neovascularization has been used as an independent prognostic marker, and is also a promising therapeutic target for treatments of patients with brain tumors. A large body of evidence demonstrates that brain tumor angiogenesis is an orchestrated process modulated by an array of factors, both pro-angiogenic and anti-angiogenic, in tumors and their microenvironment. Of great interest, vascular endothelial growth factors (VEGF), angiopoietins (Ang), platelet-derived growth factors (PDGF) and their respective receptors as well as hypoxia (low oxygen tensions) and hypoxia-inducible factor-1 (HIF-1) are considered the most critical molecules and agents in modulation of brain tumor angiogenesis. Additional factors such as hepatocyte growth factor (HGF) and its receptor, c-Met, transforming growth factor β (TGF-β), interleukin-8 (IL-8), integrins, and nitric oxide (NO) are also important in brain tumor angiogenesis. This chapter summarizes data from glioma angiogenesis studies, as malignant gliomas count for nearly 40% incidence of brain tumors in humans, and results of these studies should apply to angiogenesis occurring in other types of brain tumors. A better understanding of the complex process of brain tumor angiogenesis will lead to further advances in development of new and more effective drugs and treatment for patients with malignant brain tumors.
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21.1 Angiogenesis in Brain Tumors

Angiogenesis generally refers to a process of the growth of vessel sprouts from capillary blood vessels, including endothelial cell (EC) migration toward the stimuli in microenvironment, EC proliferation, tube formation, and intussusceptions followed by recruitment of peri-EC and synthesis of extracellular matrix (ECM) (Carmeliet and Jain, 2000). It has been established that the growth and progression of human solid tumors including brain tumors is dependent on pathological growth of new blood vessels (neovascularization) (Carmeliet and Jain, 2000; Jain et al., 2007). This chapter will primarily focus on findings in glioma angiogenesis that may be generally applied to neovascularization in other types of tumors in the central nervous system (CNS), as gliomas account for approximately 40% of cancerous malignancies in the CNS (Kleihues and Cavenee, 2000), and most of the available data of the mechanisms of brain tumor angiogenesis are derived from studies using glioma as a model system.
21.1.1 Neovascularization as an Independent Prognostic Marker for Brain Tumors

Glioma angiogenesis is characterized by endothelial hyperplasia, microvascular proliferation, high blood vessel density, and glomeruloid formation (Fig. 21.1, thin arrow). In low-grade gliomas (WHO grade II), although glia cells are actively proliferating, expression of angiogenic factors such as vascular endothelial growth factor (VEGF) and hepatocyte growth factor (HGF) is not upregulated and density of neo-vessels is low. When low-grade gliomas progress to WHO grade III tumors, significant upregulation of angiogenic factors such as VEGF is observed, resulting in marked increases in blood vessel growth in these tumors (Fig. 21.1). In WHO grade IV gliomas (glioblastoma...
multiforme, GBM), high expression of VEGF is detected with a further increase in neovascularization compared to WHO grade III gliomas. Based on the studies of glioma angiogenesis using different cohorts of primary human glioma specimens (Abdulrauf et al., 1998; Burger et al., 1985; Daumas-Dupont et al., 1997; Jain et al., 2007; Nishikawa et al., 1998; Straume et al., 2002), the WHO classification distinguishes low-grade diffuse astrocytomas (WHO grade II tumors) from high-grade gliomas (WHO grade III tumors and grade IV GBM) by the presence of hyperproliferation of EC and peri-EC as a diagnostic criterion and an independent prognostic marker (Kleihues and Cavenee, 2000). It is established that increased neovascularization in gliomas directly associates with aggressive pathological phenotype, degrees of malignancy, and frequency of tumor recurrence and directly correlates with high morbidity of patients with gliomas (Fischer et al., 2005).

21.1.2 How Angiogenesis Occurs in Brain Tumors

The process of angiogenesis is orchestrated by an array of angiogenic stimulators and inhibitors (Carmeliet and Jain, 2000). Within the tumor microenvironment, tumor cells and tumor-associated stromal cells such as macrophages and other immune cells produce angiogenic factors such as VEGF, HGF, and fibroblast growth factor (FGF) as well as endogenous inhibitors such as angiostatin and thrombospondin-1. A balance between expressions of angiogenic factors and inhibitors determines whether angiogenesis proceeds or halts during progression of malignant gliomas. Currently, there are two accepted hypotheses supported with experimental evidence that describe how angiogenesis occurs during glioma progression (Bergers and Benjamin, 2003; Bergers and Hanahan, 2008). One is a classical view of neovascularization. During active glioma growth, tumor cells activate cellular programs resulting in increased expression of angiogenic factors such as VEGF. One mechanism by which this occurs results from the hypoxic regions generated in the center of gliomas or the far distance of single infiltrating glioma cells from blood vessels. A second theory describes a co-option between tumor cells and host blood vessels. According to this model, glioma cells actively proliferate around existing viable blood vessels or single invading glioma cells migrate along the white matter tracks and the vasculature in the brain. The host vascular EC becomes apoptotic, resulting in degradation of host blood vessels. Disappearance of viable capillaries causes necrosis and hypoxia within the tumors and near single infiltrating glioma cells. Hypoxia induces angiogenic factors through the activation of hypoxia-induced factor-1 (HIF-1) (Semenza, 2004). Upregulated angiogenic factors in glioma cells stimulate EC migration and proliferation in nearby capillaries, leading to an increase in vessel sprouting toward the hypoxic region of gliomas or hypoxic individual invading glioma cells. Additionally, in both models, de novo growth of tumor vessels (vasculogenesis) and active recruitment of
circulating endothelial progenitor cells (EPS) originating from the bone marrow, stromal cells including glial cells, astrocytes, and various immune cells also occur in the fast-growing gliomas, thus contributing to the exuberant angiogenesis in gliomas (please see Chapter 31 for more detailed information). In general, both modes of tumor angiogenesis can occur in the same glioma, either in different regions of the tumor or during different stages of tumor progression (Bergers and Benjamin, 2003; Bergers and Hanahan, 2008; Carmeliet and Jain, 2000).

### 21.1.3 Morphology of Neo-Vessels and Blood–Brain Barrier (BBB) in Gliomas

Neovasculatures in gliomas are abnormal in their structure and functions. Studies in patients with gliomas, clinical glioma specimens, and preclinical glioma xenografts in animals have revealed that rapid grown neovasculatures in gliomas lack typical morphologies in normal brain vessels. Neo-vessels are tortuous, disorganized, highly permeable, and characterized by abnormalities and holes in their endothelial wall covered with few pericytes and astrocytes. These abnormal vessels have larger diameters and thicker basement membranes than those in the normal brain vasculature. A common feature of aberrant neovasculature in gliomas is the formation of glomeruloids in the tumor mass, consisting of multilayered, mitotically active EC and peri-EC (Fig. 21.1, indicated by a thin arrow) (Kleihues and Cavenee, 2000).

In contrast, normal blood vessels in the brain are well organized with distinct functions. EC and peri-EC, including pericytes and astrocytes, form and maintain the blood–brain barrier (BBB) that restricts the exchange of molecules between the intracerebral and extracerebral circulatory systems and also functions as a major barrier for drug delivery (Neuwelt, 2004). During glioma growth, when tumors expand beyond $2.0 \, \text{mm}^3$ in volume, the BBB is destroyed, losing control of the traffic of molecules between the intracerebral and extracerebral blood vessel systems. Loss of BBB and aberrant morphologies in glioma blood vessels results in a significant increase in permeability in tumor vasculature. Abnormal blood flow and uneven distribution of oxygen caused by the leakiness in these vessels leads to lower red blood cell velocity than that in normal brain vessels. Additionally, upregulation of VEGF in glioma tissues further increases the permeability of these vessels (Batchelor et al., 2007; Fukumura et al., 2001; Wolf et al., 2005; Yuan et al., 1994), leading to increases in interstitial fluid pressure and edema within the brain parenchyma which are major causes of patient symptoms.

### 21.2 Regulation in Brain Tumor Angiogenesis

Figure 21.2 depicts functions of several most of the important growth factors and their receptors that modulate glioma angiogenesis. These factors are vascular endothelial growth factor (VEGF), angiopoietins (Ang), platelet-derived
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growth factors (PDGF), hepatocyte growth factor (HGF), transforming growth factor beta (TGF-β), and interleukin-8 (IL-8). Among them, VEGF, Ang, and PDGF are considered to be the most critical factors in glioma angiogenesis. Additionally, hypoxic conditions (hypoxia) and nitric oxide (NO) are also crucial in glioma angiogenesis.

21.2.1 VEGF-A and Its Isoforms

The VEGF (referred to as VEGF-A thereafter) gene was cloned in 1989 from a pituitary tumor cell line and two other tumor cell lines (Connolly et al., 1989; Keck et al., 1989; Leung et al., 1989; Senger et al., 1990). In vivo and in vitro, VEGF-A functions as a stimulus and pro-survival factor for EC. Remarkably, deletion of a single VEGF allele in mice resulted in embryonic lethality between days 11 and 12. VEGF-A+/- embryos die from widespread defects in their developmental abnormalities in organ formation and in the vasculature (Carmeliet et al., 1996; Ferrara et al., 1996). Modulation of VEGF-A by various genetic approaches in early postnatal mice resulted in increased mortality, impaired development and growth of multiple organs in these animals (Carmeliet and Storkebaum, 2002; Compernolle et al., 2002; Dor et al., 2001, 2002; Eremina et al., 2003; Gerber et al., 1999a; Haigh et al., 2000; Kitamoto et al., 1997; Ryan et al., 1999; Stalmans et al., 2003). These studies support a notion that there is a threshold level of VEGF-A expression critical for angiogenesis during development. In gliomas, VEGF-A mRNA and proteins were highly expressed in clinical glioma specimens (Fischer et al., 2005; Jain et al., 2007; Plate et al., 1992). Inhibition of VEGF-A expression by an antisense DNA construct in a highly tumorigenic human glioma cell line led to significant suppression of tumor growth and angiogenesis in the brain of mice (Cheng et al., 1996).

Fig. 21.2 (continued) Roles of angiogenic growth factors and their receptors in angiogenesis. Ligands are shown at the top of their cognate receptors. The receptors are transmembrane tyrosine kinases. Integrins and neuropilins (NRP-1 and NRP-2) function as co-receptors by interacting with VEGFRs enhancing their functions. Angiogenic factors, various isoforms of vascular endothelial growth factor (VEGF), placenta growth factor (PIGF), angiopoietins (Ang), and platelet-derived growth factor (PDGF) bind to their receptors, leading to receptor dimerization and activation of receptor tyrosine kinase phosphorylation. This leads to activation of various downstream signal cascades, resulting in various biological effects on endothelial cells and lymphatic endothelial cells and their precursors in vitro and in vivo. Biological functions of angiogenesis receptor signaling during development and in cellular functions are described below each receptor. Functional or structural domains are indicated as symbols at the bottom of the figure.
Human VEGF-A has four major protein isoforms generated by alternative splicing having 121, 165, 189, and 206 amino acids (VEGF$_{121}$, VEGF$_{165}$, VEGF$_{189}$, and VEGF$_{206}$), respectively. Less frequent splicing variants have also been reported such as VEGF$_{145}$ and VEGF$_{183}$. Due to the lack of its heparin-binding domains, VEGF$_{121}$ is a freely diffused protein, while VEGF$_{189}$ and VEGF$_{206}$ are almost completely associated with ECM in cells. VEGF$_{165}$ has an intermediate capacity of heparin binding and can be secreted out and associated with glioma cells (Cheng et al., 1997; Ferrara et al., 2003). In the brain of mice, expression of VEGF$_{121}$ and VEGF$_{165}$ in U87MG intracranial gliomas induced formation of dilated and leaky blood vessels, leading to tumor-associated intracerebral hemorrhages, whereas expression of VEGF$_{189}$ promoted glioma angiogenesis similar to that by VEGF$_{121}$ and VEGF$_{165}$ without causing vessel disruption (Cheng et al., 1997). At subcutaneous sites of mice with inoculation of the same set of U87MG glioma cell lines that separately overexpressed VEGF-A isoforms, expression of VEGF$_{165}$ and VEGF$_{189}$ significantly promoted tumor growth while VEGF$_{121}$ had minimal impact on tumor formation in mice (Guo et al., 2001). However, overexpression of VEGF$_{121}$ and VEGF$_{165}$ in U251MG, but not NG-1 glioma cells, promoted tumor angiogenesis and growth in the brain and VEGF$_{165}$ appears to be more potent than VEGF$_{121}$ in stimulating tumor angiogenesis (Ke et al., 2002). These results suggest that different isoforms of VEGF-A have different functions in angiogenesis in different biological contexts.

This hypothesis was soon corroborated by studies in transgenic mice demonstrating that VEGF$_{188}$ (VEGF-A variants in mice are one amino acid less than in humans) decreases luminal diameter, whereas VEGF$_{120}$ and VEGF$_{164}$ increase lumen formation as well as vessel length (Carmeliet and Collen, 1999; Carmeliet and Storkebaum, 2002; Dor et al., 2002; Mattot et al., 2002; Stalmans et al., 2002). Mice that expressed exclusively VEGF$_{120}$ displayed deficiencies in the distribution of EC and impaired filopodia extension, leading to impaired myocardial angiogenesis and ischemic cardiomyopathy (Carmeliet and Collen, 1999; Carmeliet et al., 1999). Mice with VEGF$_{188}$ expression only had impaired arterial development (Stalmans et al., 2002), whereas mice with VEGF$_{164}$ expression showed no abnormality or deficiency in development and angiogenesis (Carmeliet and Collen, 1999; Stalmans et al., 2002). Nonetheless, the molecular mechanisms by which different VEGF-A isoforms exert distinct functions remain to be elucidated.

### 21.2.2 Other VEGF Family Members

The VEGF superfamily comprises seven members encoded by separate genes: VEGF-A, -B, -C, -D, -E, -F, and placenta growth factor (PlGF). VEGFs and PlGF separately bind to VEGFR-1, -2, and -3 with different affinities
VEGF-B has two splicing variants, VEGF-B_{167} and VEGF-B_{186}, that differ in the sequence and length of the C-terminal portion of the molecule (Grimmond et al., 1996). VEGF-B binds to VEGFR-1 but not to VEGFR-2 or -3, causing weak signaling in promoting EC proliferation (Nash et al., 2006). Mice deficient in VEGF-B had smaller hearts and impaired recovery after experimentally induced myocardial infarctions, suggesting a role of VEGF-B in arteriogenesis during heart development (Bellomo et al., 2000).

VEGF-C is produced as a precursor protein and processed by proteolysis into mature forms (Joukov et al., 1997; Siegfried et al., 2003). VEGF-C and VEGFR-3 are co-expressed in developing lymph vessels during development (Karkkainen et al., 2004; Kukk et al., 1996). VEGF-C binds to VEGFR-2 and -3 with high affinities, inducing mitogenesis, migration, and survival of lymph EC and EC (Saharinen et al., 2004). VEGF-C activation of VEGFR-3 induces selective lymphangiogenesis in animals. Transgenic mice overexpressing VEGF-C had increases in lymph vessels (Alitalo and Carmeliet, 2002; Enholm et al., 2001; Jeltsch et al., 1997). VEGF-C null mice failed to develop lymphatic vessels and died due to edema (Karkkainen et al., 2004). VEGF-C also stimulates the migration of macrophages, and its receptor, VEGFR-3, is found in a fraction of peripheral blood monocytes and macrophages in activated tissues (Schoppmann et al., 2002; Skobe et al., 2001).

VEGF-D is processed by proteolyses at its N-terminal and C-terminal. VEGF-D stimulates growth of vascular EC and lymphatic EC through VEGFR-2- and -3-mediated signal pathways (Fig. 21.2) (Akahane et al., 2006; Saharinen et al., 2004). Overexpression of VEGF-D in tumor cells promoted lymphangiogenesis and lymphatic metastasis in mice (Stacker et al., 2001). VEGF-E is encoded by the Orf virus genome and specifically activates VEGFR-2, promoting angiogenesis (Lyttle et al., 1994; Meyer et al., 1999; Ogawa et al., 1998). VEGF-E has three isoforms: VEGF-E_{NZ-7}, VEGF-E_{NZ-2}, and VEGF-E_{D1701} (Meyer et al., 1999; Wise et al., 1999). VEGF-F was identified from viper venom with two related proteins, vammim (110 amino acid residues) and VR-1 (109 residues). It has 50% homology with VEGF-A_{165} and activates VEGFR-2-mediated signaling (Suto et al., 2005).

PIGF was originally identified in the placenta and has four isoforms, PIGF-1, -2, -3, and -4, which are different in size and affinities for receptor bindings (Nagy et al., 2003). PIGF binds to VEGFR-1 and NRP-1, but not to VEGFR-2 and -3, inducing VEGFR-1-mediated gene expression (Fig. 21.2) (Autiero et al., 2003; Nagy et al., 2003; Park et al., 1994). Mice deficient in PIGF had impaired angiogenesis, collateral growth during ischemia, wound healing, inflammation, and cancer (Carmeliet et al., 2001). PIGF gene transduction in the skin of mice induced dermal vessel growth with enlarged sizes and increased vascular permeability (Odorisio et al., 2002; Oura et al., 2003). PIGF null mice were deficient in the inflammatory response, and had reduced angiogenesis and developed edema (Oura et al., 2003).

Studies of the roles of these VEGF family members in brain tumor angiogenesis so far are descriptive, mainly reporting levels of their mRNA or proteins.
in primary brain tumor specimens (Donnini et al., 1999; Gollmer et al., 2000; Grau et al., 2007; Jenny et al., 2006; Moffat et al., 2006; Takeuchi et al., 2007). The precise roles of these VEGF family members in modulation of brain tumor angiogenesis are still to be elucidated.

21.2.3 VEGF Receptors (VEGFR)

As shown in Fig. 21.2, there are two tyrosine kinase receptors for VEGF-A: VEGFR-1 (fms like tyrosine-1, Flt-1); VEGFR-2 (fetal liver kinase-1/kinase insert domain-containing receptor, flk-1/KDR); and two VEGF co-receptors, neuropilin (NRP)-1 and -2 that are non-tyrosine kinase receptors. VEGFR-1 and -2 are expressed primarily in vascular EC, whereas NRP-1 and -2 are found in various types of cells including endothelial, glial, neuronal, and brain tumor cells (Klagsbrun et al., 2002; Soker, 2001). VEGFR-2 appears to be the principal signal receptor that mediates the pro-angiogenic activity of VEGF in differentiated EC and endothelial precursor cells (Ferrara et al., 2003; Olsson et al., 2006). Mice deficient in VEGFR-2 die in utero between embryonic days 8.5 and 9.5, due to the lack of vasculogenesis and failure to develop blood islands and organized blood vessels (Shalaby et al., 1995).

VEGFR-1 was the first-identified VEGFR and has higher affinity with VEGF-A compared to that with VEGFR-2 (Barleon et al., 1997; de Vries et al., 1992). Mice deficient in VEGFR-1 die in utero between days 8.5 and 9.5 not due to the lack of differentiation of EC but to excess proliferation of angioblasts, resulting in failure to organize vascular channels (Fong et al., 1995, 1999). Transgenic mice that expressed a mutant VEGFR-1 lacking its signaling module, the intracellular tyrosine kinase domain developed normally, suggesting that VEGFR-1 is a negative regulator of VEGF-A action (Hiratsuka et al., 1998). It is generally agreed that VEGFR-1 may function as a “decoy” receptor that sequestrates VEGF-A and prevents its binding to VEGFR-2, thus negatively regulating angiogenesis (Ferrara et al., 2003; Gille et al., 2000). Moreover, since PlGF specifically binds to VEGFR-1 (Fig. 21.2) and PlGF\(^{-/-}\) mice displayed impaired tumorigenicity and vascular leakage, VEGFR-1 could modulate a synergism between VEGF-A and PlGF in vivo, especially during tumorigenesis (Carmeliet et al., 2001).

NRP-1 was identified as a VEGF-A co-receptor in breast cancer cells (Soker et al., 1998). Moreover, NRP-1 was initially studied as a repelling receptor to semaphorins during neuronal development (Kolodkin et al., 1997; Takahashi et al., 1999). Mice deficient in NRP-1 or overexpressing NRP-1 not only had abnormalities in the nervous system but also in their vasculature accompanied with hemorrhages in several organs (Kitsukawa et al., 1995; Takahashi et al., 1999). Neuropilin-1 is required for development of the yolk sac in embryonic vessel formation and endothelial tip cell guidance in the developing central nervous system (Gerhardt et al., 2004; Kawasaki et al., 1999; Takashima
Interaction of NRP-1 with VEGF$_{165}$ and VEGF$_{189}$, but not VEGF$_{121}$, did not stimulate EC proliferation and migration but potentiated angiogenic activities when co-expressed with VEGFR-2 in EC (Soker et al., 1998). Since NRP-1 does not possess a signal domain in its cytoplasmic segment, it has been proposed that NRP-1 presents VEGF$_{165}$ to VEGFR-2 to enhance the binding of VEGF$_{165}$ to VEGFR-2 and VEGFR-2-mediated signaling in EC (Klagsbrun et al., 2002; Soker, 2001). NRP-2 is expressed in venous and lymphatic vessels, and mice deficient in NRP-2 had abnormal lymphatic vessels (Herzog et al., 2001; Yuan et al., 2002). NRP-2 binds to VEGF$_{145}$ and VEGF$_{164}$ and interacts with VEGFR-2 and -3, promoting EC survival and migration (Favier et al., 2006; Gluzman-Poltorak et al., 2000; Shraga-Heled et al., 2007).

Multiple lines of evidence indicate the critical roles of VEGFRs in glioma angiogenesis. Early work in human glioma tissue demonstrated that VEGFR-1 and -2 were expressed at high levels in neovasculature in primary glioma specimens (Plate et al., 1994, 1992). Gene transfer of a truncated (soluble) flk-1 lacking its signaling domain into intracranial gliomas inhibited glioma growth and angiogenesis in the brain of mice (Millauer et al., 1994). Soluble VEGFR-1 comprising the first 1–3 or 1–5 extracellular EGF-like segments was also capable of sequestrating VEGF-A from angiogenesis, inhibiting angiogenesis in animal models (Barleon et al., 1997; Gerber et al., 1999b). VEGFR-1 is expressed in macrophages that infiltrate into malignant gliomas. Recruitment of macrophages into rapidly growing tumors is mediated in part by VEGF–VEGFR-1 paracrine signaling between glioma cells and macrophages (Barleon et al., 1996; Murdoch et al., 2008). High levels of expression of NRP-1 were also found in clinical glioma specimens (Ding et al., 2000). Overexpression of NRP-1 in glioma cells led to a significant increase in tumor vasculatures in gliomas in the brain (Hu et al., 2007). Additionally, therapeutic blockage of NRP-2 inhibited VEGF-C-induced lymphatic EC migration, tumor growth, and metastasis in animals (Caunt et al., 2008; Gray et al., 2008).

### 21.2.4 VEGFR-Mediated Signaling

VEGFR-2 is the principal receptor that mediates signal transduction stimulated by VEGF-A and other family members (Ferrara et al., 2003; Olsson et al., 2006). The VEGF–VEGFR-2-signal cascades in angiogenesis depicted in Fig. 21.3 are well documented by a large number of investigations and have recently been summarized in two excellent reviews (Ferrara et al., 2003; Olsson et al., 2006). Briefly, upon the binding of VEGF to VEGFR-2, VEGFR-2 dimerizes and becomes phosphorylated at tyrosine residues in its cytoplasmic domain. Src homology 2 (SH2) domain-containing proteins such as PLC-γ, Shb, Shc, Grb2, SHP-1, and -2 bind to phosphorylated tyrosine residues, activating downstream pathways. VEGF-stimulated EC proliferation and survival involve activation of
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the Ras-Raf-MEK-MAPK-JUNKs, the PLC-γ-PKC-MEK-MAPK, and the Shb-Sck-PI3K-Akt/PKB pathways. VEGF-induced EC migration activates the TSAd-Src, the Shb-Sck-PI3K-Rac-IQGAP1, the p38/MAPK-HSP27, and the FAK-paxillin pathways. VEGF-induced vascular permeability is mediated by the TSAd-Src, the PLC-γ-PKC-eNOS, the p38/MAPK-HSP27, and the Shb-Sck-PI3K-Akt/PKB-eNOS pathways.

In contrast, VEGFR-1-mediated signal cascades remain unclear (Fig. 21.4). The “decoy” role of VEGFR-1 was initially supported by identification of an inhibitory segment for VEGF-A stimulation at the cytoplasmic region near the transmembrane domain (Gille et al., 2000). Subsequently, PlGF was shown to stimulate angiogenesis through VEGFR-1 in vivo and EC migration and proliferation in vitro (Ziche et al., 1997a). VEGFR-1 was also found to mediate the response of cell migration and tissue factor expression in monocytes and EC (Barleon et al., 1996; Clauss et al., 1996), and modulate MMP expression and production in smooth muscle cells (Wang and Keiser, 1998). Stimulation of VEGFR-1 by VEGF-A and PlGF induced tyrosine phosphorylation at its C-terminal that recruits SH3-domain-containing proteins such as PLC-γ and Grb2, leading to the enhancement of vessel permeability, monocyte migration, recruitment of EC progenitors from bone marrow, and regulation of EC pool during development (Fig. 21.4). It is still unclear how signal transduction is mediated by VEGF-A activation of VEGFR-1 in primary cells such as EC and monocytes (Ferrara et al., 2003; Olsson et al., 2006).

VEGF-C and -D activate VEGFR-3 (Flt-4) inducing phosphorylation at tyrosine residues at the C-terminal of VEGFR-3 (Fig. 21.4). Phosphorylated VEGFR-3 binds to Shc-Grb2 and activates the PI3K-Akt and the PKC-ERK1/2 pathways as well as PLC-γ, SHIP2, and Stat3, stimulating lymphatic EC migration, survival, and capillary sprouting (Fournier et al., 1995; Makinen

---

**Fig. 21.3 (continued)** **VEGFR-2-signal cascades and their biological functions in angiogenesis.**

The schematic illustrates the VEGF-2-signal pathways in angiogenesis. Integrins and neuropilins (NRP-1 and NRP-2) function as co-receptors by interacting with VEGF-2 enhancing its functions. Various signal molecules are depicted as ovals. Circle R indicates the use of phosphorylation sites at various signal molecules that is activated by VEGF binding to VEGFR-2. Upon VEGF (see Fig. 21.2) binding, VEGFR-2 are dimerized and auto-phosphorylated at various tyrosine residues (indicated as Y951, etc.) at its tyrosine kinase-insertion domain (TK), resulting in recruitment of various signal molecules that contain Src homologous domains (SH) or other protein–protein interaction modules and activating downstream signal cascades. These lead to specific biological responses and functions described after the arrows. FAK, focal adhesion kinase; TSAd, T-cell-specific adaptor; mTOR, mammalian target of rapamycin; PI3K, phosphatidylinositol 3-kinase; Hsp27, heat-shock protein-27; MAPK, mitogen-activated protein kinase; MEK, MAPK and ERK kinase; PKC, protein kinase C; PLC-γ, phospholipase C gamma; Shb, SH2 and β-cells; eNOS, endothelial nitric oxide synthase; JUNK, c-Jun N-terminal kinase; DAG, diacylglycerol; Shb, src homology 2 domain-containing transforming protein B; Sck, src-family tyrosine kinase; IQGAP1, IQ-domain GTPase-activating protein 1
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et al., 2001; Saharine et al., 2004; Wang et al., 2004). Additionally, VEGFR-3 forms heterodimers with VEGFR-2 in both EC and lymphatic EC in response to mature VEGF-C activation (Saharine et al., 2004).

### 21.2.5 Angiopoietins

The angiopoietin (Ang) family has four members: Ang1, Ang2, Ang3, and Ang4; and two related tyrosine kinase receptors, Tie2 and Tie1 (Shim et al., 2007). Ang3 and Ang4 have not been well studied and thus will not be discussed. In vivo, Ang1 and Ang2 have complementary functions in maintaining vascular functions and integrity. Ang1 maintains the integrity of vasculature through recruiting peri-EC into blood vessels (Carmeliet and Jain, 2000). Transgenic mice deficient in Ang1 or overexpressing Ang2 have disrupted interactions between EC and peri-EC cells that severely impaired vascular function, leading to embryonic death of mice (Davis et al., 1996; Maisonpierre et al., 1997). Transgenic mice overexpressing VEGF-A in the skin induced hyperpermeable vessels. Moreover, vessels in Ang1-overexpressing mice were not leaky and resistant to leaks caused by inflammatory agents (Suri et al., 1998). Co-expression of Ang1 and VEGF-A had an additive effect on angiogenesis and resulted in leakage-resistant vessels typical of Ang1-expressing vessels (Thurston et al., 1999). Ang2 was initially thought of as an antagonist of Ang1 in vascular development and angiogenesis (Davis et al., 1996; Maisonpierre et al., 1997). Unexpectedly, mice lacking Ang2 exhibit major lymphatic vessel defects without affecting vascular development. At birth, vasculature in newborn Ang2 null pulps was indistinguishable from wild-type pulps. However, postnatal Ang2−/− mice had dramatic defects in subsequent vascular remodeling. In the eye,
the hyaloid vasculature normally had largely regressed in wild-type and heterozygous mice by postnatal day 10. In contrast, the hyaloid vasculature was aberrantly maintained in Ang2-deficient mice at this age. This and other postnatal defects in vasculatures of Ang2 null mice revealed that Ang2 is absolutely required for the coupled vascular regression and sprouting events that comprise normal angiogenic remodeling of the ocular vasculature. Genetic rescue with Ang1 corrected the lymphatic, but not the postnatal angiogenesis defects, suggesting that Ang2 acts as a Tie2 agonist in the former setting, but as an antagonist in the latter setting (Gale et al., 2002).

The role of Ang1 in tumor angiogenesis and growth has been controversial (Shim et al., 2007). Clinical studies in primary glioma specimens as well as samples of other types of human cancers showed a strong association of upregulated Ang1 expression with tumor malignancy (Ding et al., 2001; Martoglio et al., 2000; Nakayama et al., 2004a; Shirakawa et al., 2001; Stratmann et al., 1998; Takahama et al., 1999; Tangkeangisrisin et al., 2004; Wang et al., 2005). Overexpression of Ang1 in several glioma cell lines increased tumor angiogenesis and growth in mice (Machein et al., 2004; Zadeh et al., 2004). Ang1 dose-dependently induced the proliferation and increased the labeling index of a murine brain capillary EC, IBE, and human umbilical vein EC (HUVEC) (Kanda et al., 2005). A potent Ang1 variant, COMP-Ang1 long-term administered by an adeno-viral vector induced long-lasting vascular enlargement and increased tracheal blood flow. In contrast, short-term administration of COMP-Ang1 induced transient vascular enlargement that spontaneously reversed within a month. In both cases, the vascular enlargement observed in COMP-Ang1-treated animals resulted from endothelial proliferation in the pre-existing blood vessels (Cho et al., 2005). Additionally, Ang1 enhanced brain tumor angiogenesis through mobilization of bone marrow-derived endothelial progenitor cells in animals (Udani et al., 2005). Moreover, in cell lines of colon cancer, breast cancer, squamous cell carcinomas, and Lewis lung carcinomas, overexpression of Ang1 inhibited tumor angiogenesis and growth due to its capacity of recruiting peri-EC that prevented further growth of neo-veins (Ahmad et al., 2001; Hawighorst et al., 2002; Hayes et al., 2000; Yu and Stamenkovic, 2001).

The role of Ang2 in tumor angiogenesis has also been similarly arguable (Shim et al., 2007). Upregulation of Ang2 correlates with tumor malignancy in gliomas and other types of human cancers (Caine et al., 2003; Ding et al., 2001; Hatanaka et al., 2001; Nakayama et al., 2004b; Osada et al., 2001; Tanaka et al., 2002; Torimura et al., 2004). Overexpression of Ang2 in glioma cells and other cancer cell lines augmented tumor angiogenesis and growth in mice (Ahmad et al., 2001; Etoh et al., 2001; Tanaka et al., 1999). However, other reports demonstrated that specific induction of Ang2 in gliomas, mammary carcinomas, and lung carcinomas inhibits tumor growth and metastasis (Machein et al., 2004; Yu and Stamenkovic, 2001). Systemic overexpression of Ang2 leads to unexpected massive tumor vessel regression within 24 h, even without concomitant inhibition of VEGF. By impairing pericyte coverage of the tumor vasculature, Ang2 induced massive tumor vascular regression while
improving perfusion in surviving tumor vessels and transiently exacerbates tumor hypoxia without affecting ATP levels. This significantly inhibits tumor angiogenesis, promotes tumor apoptosis, and suppresses tumor growth (Cao et al., 2007).

In addition to its role in tumor angiogenesis, expression of Ang2 by tumor cells has been linked with invasive and metastatic phenotypes of gliomas, gastric, colon, brain, prostate, and breast cancers (Etoh et al., 2001; Koga et al., 2001; Lind et al., 2005; Ochiumi et al., 2004; Ogawa et al., 2004; Sfiligoi et al., 2003; Tanaka et al., 2002). We recently reported that Ang2 is co-upregulated with matrix metalloprotease (MMP)-2, membrane type-1 (MT1)-MMP, and laminin γ2 in invasive areas, but not in the central regions of clinical primary glioma specimens. Statistical analyses revealed a significant link between the preferential expression of these molecules and invasiveness (Guo et al., 2005). Consonant with these features, intracranial xenografts of U87MG glioma cells engineered to express Ang2 were highly invasive into adjacent brain parenchyma compared to isogenic control tumors. In regions of the Ang2-expressing tumors that were actively invading the brain, high levels of expression of MMP-2 and increased angiogenesis were also evident. A link between these two features was apparent as stable expression of Ang2 by U87MG cells or treatment of several glioma cell lines with recombinant Ang2 in vitro caused activation of MMP-2 and acquisition of increased invasiveness. Conversely, MMP inhibitors suppressed Ang2-stimulated activation of MMP-2 and Ang2-induced cell invasion (Hu et al., 2003). Our observations of Ang2 promotion of glioma cell invasion were supported by other studies in gliomas, gastric cancers, and our own results in breast cancers using various tumor xenograft models in animals (Etoh et al., 2001; Imanishi et al., 2007; Koga et al., 2001; Machein et al., 2004).

21.2.6 Tie2-Mediated Signaling

As shown in Fig. 21.4, Ang1 and Ang2 interact with their cognate receptor Tie2 that is most frequently expressed in EC. Upon binding to Angs, the Tie2 receptor dimerizes and becomes phosphorylated in tyrosine residues at its C-terminal (Eklund and Olsen, 2006). Activated Tie2 stimulates PI3K-dependent activation of Akt that leads to increase in cell survival, suppression of caspases-3, -7, and -9 activities as well as attenuation of mitochondrial-derived activator of caspase (smac) release (Dimmeler and Zeiher, 2000; Harfouche et al., 2002; Papapetropoulos et al., 1999). Ang1 also stimulates Tie2 activating the Dok-R-Pak, Nck, and Grb14 pathways, inhibiting EC proliferation, displaying an anti-angiogenic property (Huang et al., 1995; Jones and Dumont, 1999; Jones et al., 2001; Jones et al., 1999). On the contrary, Ang1 was shown to upregulate the expression of cyclin D1 and activate MAPK and phosphatidylinositol 3-kinase (PI3K) in murine IBE cells and HUVECs (Kanda et al., 2005). In addition, the COMP-Ang1-induced vascular enlargement and blood flow
are mediated mainly through Tie2 activation, and sustained overexpression of Tie2 could participate in the maintenance of vascular changes (Cho et al., 2005). The protective role of EC from apoptosis by Ang1 or in synergy with VEGF-A has been widely observed in vitro and in vivo (Baffert et al., 2004; Hayes et al., 1999; Kwak et al., 1999; Papapetropoulos et al., 1999; Peirce et al., 2004) and under various stress conditions (Kim et al., 2001; Kwak et al., 1999; Lund et al., 2000).

Ang2 was initially found as an antagonist for Ang1 by inhibiting Ang1 activation of Tie2 activities (Maisonpierre et al., 1997; Suri et al., 1996). However, it has been reported that Ang2 is also an agonist for Tie2-mediated signaling enhancing EC survival and angiogenesis (Kim et al., 2000; Teichert-Kuliszew ska et al., 2001; Witzenbichler et al., 1998). Moreover, it has been proposed that the major role of Ang2 in angiogenesis is in cooperation with VEGF-A function. In the presence of VEGF-A, Ang2 promotes vascular sprouting and destabilizes blood vessels through disruption of interactions between EC and peri-EC, thus enhancing VEGF-A stimulation. In the absence of VEGF-A, however, Ang2 acts as a suppressor that accelerates vessel regression (Benjamin et al., 1998; Grosskreutz et al., 1999; Holash et al., 1999; Zagzag et al., 2000a). This hypothesis has been validated by studies of neovascularization in rat cornea (Lobov et al., 2002). Additionally, in a panel of glioma cell lines, Ang2 inhibited VEGF-A expression at both mRNA and protein levels in Tie2-expressing glioma cells, but not in Tie2-negative tumor cells. Ang2 regulated VEGF expression at the transcriptional level in relation to a decrease in HIF-1α expression and HIF-DNA-binding activity. Tie2 silencing by siRNA rescued the Ang2-mediated downmodulation of VEGF, suggesting an essential role for Tie2 in this regulatory loop (Lee et al., 2008).

### 21.2.7 Interaction Between Angiopoietins and Integrins

Although Ang2 modulates angiogenesis through interaction with the Tie2 receptor (Yancopoulos et al., 2000), it contains a highly conserved C-terminal fibrinogen-like receptor-binding domain which may form a functional association with certain integrin receptors (Davis et al., 2003; Weber et al., 2005). Ang1 and Ang2 were shown to stimulate Tie2-independent cell adhesion of endothelial cells and fibroblasts to Ang1- or Ang2-coated surfaces through α5β1 and αvβ3 integrin-mediated activation of ERK and focal adhesion kinase (FAK) signaling (Carlson et al., 2001). Skeletal myocytes lacking Tie2 adhere to Ang1- and Ang2-coated surfaces in a similar manner as to laminin, fibronectin, and vitronectin. The Ang-stimulated skeletal myocyte adhesion is mediated by integrin receptors such as α5β1, activating ERK, FAK signaling, and promoting cell survival (Dallabr1da et al., 2005). It has been postulated that the interaction of Ang with integrins is likely through the fibrinogen-like receptor-binding domain present in the Ang protein structure (Davis et al., 2003).
has been recently examined showing that a monomeric Ang1 variant (ΔAng), comprised only of the fibrinogen-like receptor-binding domain, ligates Tie2 without activating the receptor. Moreover, ΔAng binds to α5β1 integrin with similar affinity compared to Tie2. When EC were plated on ΔAng-coated surfaces, ΔAng displays similar biological effects as the full-length Ang1 stimulating cell adhesion, ERK signaling, and vascular maturation (Weber et al., 2005).

Modulation of EC function and angiogenesis by Ang1 through direct interaction with integrins was also demonstrated in EC that expresses the Tie2 receptor. Immobilized Ang1 was shown to selectively mediate α5β1 integrin outside-in signaling leading to a cross talk between Tie2 and α5β1 and promotion of angiogenesis (Cascone et al., 2005). In tumor cells that lack Tie2 expression, we showed that Ang2 induces glioma cell invasion by stimulating MMP-2 expression through the αvβ1 integrin and FAK pathways (Hu et al., 2006). We also reported that Ang2 associates with α5β1 integrin in Tie2-deficient breast cancer cells. Ang2 activates an integrin-mediated signaling pathway leading to breast cancer cell invasion and metastasis. Inhibition of β1 or α5, but not other integrins, attenuates Ang2 modulation of integrin-linked kinase (ILK), Akt, glucose synthase kinase (GSK)-3β, Snail, E-cadherin and vimentin, and Ang2-stimulated breast cancer cell motility (Imanishi et al., 2007). Furthermore, similar to the association of Ang2 with integrins in skeletal myocytes (Dallabrida et al., 2005) and PG-MV-vesican with integrin in glioma cells (Wu et al., 2002), the association of Ang2 with integrins was highly calcium and manganese-dependent in our system. These studies establish a critical role of Ang2 in promoting tumor cell invasion and metastasis through stimulation of cell motility and invasion mediated by the αvβ1 integrin/FAK pathway in glioma cells and the α5β1 integrin/ILK pathway in breast cancer cells independent of Tie2.

21.2.8 PDGF and Their Receptors

Platelet-derived growth factors (PDGF) belong to a superfamily including VEGF family members. There are four PDGF isoforms, PDGF-A, -B, -C, and -D encoded by different genes. PDGF-A and -B form homodimers and heterodimers, while -C and -D only form homodimers (Heldin et al., 2002; Shih and Holland, 2006; Tallquist and Kazlauskas, 2004). There are two protein tyrosine kinase PDGF receptors, PDGFR-α and -β. PDGF-AA, -AB, -BB, and -CC bind to the -α receptor, -AB and -BB bind to the -αβ dimer, and -BB and -DD interact with the -β receptor (Fig. 21.2) (Fredriksson et al., 2004; Heldin and Westermark, 1999). Mice deficient in PDGF-B or the -β receptor have dilated aorta, heart and capillaries, frequent microaneurysms and hemorrhages due to marked reduction of peri-EC (vascular smooth muscle cells and pericytes) in the vessels, resulting in death at birth (Lindahl et al., 1998, 1997a). In contrast, PDGF-A null mice displayed defective myelination and lung emphysema (Betscholtz et al., 2001; Heldin et al., 2002; Lindahl et al., 1997b). During
glioma progression, PDGF-A, -B and PDGFR-α, -β are overexpressed in early stages of glioma formation (Furnari et al., 2007; Wiedemeyer et al., 2008). Upregulation of PDGFR-α is localized in tumor cells, whereas high levels of expression of PDGFR-β were found in the endothelial compartment (Herman-son et al., 1992, 1995). In vitro, PDGF-B induces angiogenesis in chick chorioallantonic membrane assays and rat aorta ring assays (Battegay et al., 1994; Nicosia et al., 1994; Risau et al., 1992). We reported that overexpression of PDGF-B in U87MG glioma cells markedly promoted glioma angiogenesis and growth in the brain of mice while co-expression of PDGF-B with VEGF-A in gliomas inhibited VEGF-A-induced intratumoral hemorrhage through recruitment of peri-EC (Guo et al., 2003). Expression of PDGF-C and -D are very low or absent in normal adult and fetal brains. However, both PDGF-C and -D were found in brain tumor cells and clinical brain tumors such as medulloblastomas and activating PDGFR-α through autocrine pathways (Andrae et al., 2002; Lokker et al., 2002).

PDGFR-mediated signaling has been investigated in fibroblasts, smooth muscle cells, and EC in detail (Heldin and Westermark, 1999; Tallquist and Kazlauskas, 2004). As shown in Figs. 21.2 and 21.4, PDGF-B and other PDGF isoforms bind to PDGFR-β activating Stat1 and Stat3, the PI3K-CrK-Grbs pathway, PLCγ, and the Akt-CKII-GSK3β pathway, resulting in recruitment of peri-EC into growing vessels (Heldin and Westermark, 1999; Tallquist and Kazlauskas, 2004). Additionally, PDGF-B was shown to stimulate VEGF expression in endothelial cells through the PDGFR-β-PI3K-mediated pathway (Wang et al., 1999).

### 21.2.9 Other Growth Factors and Their Receptors: HGF/c-Met

HGF/c-Met are expressed at high levels in primary glioma specimens (Furnari et al., 2007; Wiedemeyer et al., 2008). In vitro, HGF stimulates EC proliferation, migration, invasion and tube-like structure formation and VEGF-A expression in a hindlimb ischemia model (Rosen et al., 1991; Van Belle et al., 1998). In glioma cells, overexpression of HGF promoted tumor growth and angiogenesis, while inhibition of the HGF decreased vascular density and tumor growth in mice (Abounader et al., 2002, 1999; Laterra et al., 1997). The roles and molecular signaling of HGF/c-Met pathway in angiogenesis, tumor growth, and progression of brain tumors including gliomas are discussed in detail in Chapter 39.

### 21.2.10 FGF/FGFR

Fibroblast growth factor (FGF) and its receptor (FGFR) are a family that has 23 FGF and 4 FGFR members. FGF-1 and FGF-2 have been shown to be potent angiogenic factors (Powers et al., 2000). FGF-2 was the first pro-
angiogenic molecule identified and is a strong promoter for angiogenesis in vitro and in vivo. In gliomas, several studies provide evidence for an involvement in glioma angiogenesis (Auguste et al., 2001; Stan et al., 1995). Moreover, due to the fact that FGFs are secreted out of cells through an unclear mechanism and targeting a wide range of cells including EC, peri-EC, and tumor cells, studies of the role of FGF–FGFR signaling in glioma angiogenesis have not been very active in the past decade.

### 21.2.11 TGF-β

The role of TGF-β in angiogenesis is debatable since TGF-β has been described as both an angiogenic and anti-angiogenic factor toward EC depending on the assay systems used. In gliomas, TGF-β and its receptors were found in tumor cells and their expressions correlate with tumor malignancy and neovascularization (Horst et al., 1992; Stiles et al., 1997; Yamada et al., 1995). TGF-β1 and TGF-β2 stimulate VEGF-A production in glioma cells (Koochekpour et al., 1996) and induce expression of PDGF-A, -B, and PDGFR-β in EC (Kavanaugh et al., 1988). Although overexpression of TGF-β1 was shown to promote tumor growth of subcutaneous tumors, no enhanced angiogenesis was found, suggesting that TGF-β1-stimulated tumor growth was independent of the status of neovascularization (Ashley et al., 1998).

### 21.2.12 Integrins

Integrins belong to a family of heterodimeric transmembrane receptors comprised of at least 16 α and 8 β subunits. They are the primary receptors that mediate cell adhesion to the ECM and play an important role in angiogenesis. Involvement of integrin receptors in angiogenesis is mostly attributed to EC-expressed integrins that activate an array of signal pathways regulating EC functions and angiogenesis. In particular, endothelial integrins α1β1, α5β1, α4β1, α5β1, αvβ1, and αvβ4 as well as αv integrins have been shown to be important in angiogenesis. Recently, the involvement of αvβ1, α1β1, α2β1, and α4β1 integrins in lymphangiogenesis has also been reported (Avraamides et al., 2008). In addition to interactions with molecules in the ECM and the tumor microenvironment, integrins also interact with growth factors and VEGFRs to modulate angiogenesis. For example, angiogenesis induced by FGF or TNF-α was shown to be dependent on αvβ3 integrin-mediated signaling whereas in vivo vessel growth stimulated by VEGF was found to be dependent on αvβ3-mediated signaling (Friedlander et al., 1995). Integrin αvβ3 was also shown to interact with FGF-2 promoting angiogenesis (Elicheiri, 2001) and mediate VEGF-enhanced EC adhesion and migration (Byzova et al., 2000). In the latter study, involvement of αvβ3 as well as αvβ5, αvβ1, α2β1 integrins in VEGF-stimulated angiogenesis was shown...
via interactions with the VEGFR-2 receptor, which activates the PI3K-Akt-PTEN signaling axis (Byzova et al., 2000). Based on the critical roles of integrins in tumor angiogenesis, cyclic RGD-containing peptides and their derivates such as cilengitide or EMD 121974 that inhibit binding of the substrate to integrins in tumor-associated EC, have been developed as therapeutic drugs and used in clinical trials for glioma treatment (MacDonald et al., 2008; Nabors et al., 2007). An excellent review by Avraamides et al. (2008) discussed the roles of integrins in angiogenesis and lymphatic angiogenesis in detail.

21.2.13 Interleukin-8 (IL-8)

IL-8 is a known angiogenic factor, and expression of IL-8 correlates with glioma progression and angiogenesis. High levels of IL-8 were found in pseudopalisading around areas of necrosis (Desbaillets et al., 1999, 1997; Van Meir et al., 1992). Stimulation of IL-8 expression in gliomas was attributed to hypoxia, Fas ligation, death receptor activation, cytosolic Ca$^{2+}$, TNF-$\alpha$, IL-1, and other cytokines and various cellular stresses (Brat et al., 2005). A potential tumor suppressor ING4 was identified in glioma cells as a mediator for NF-$\kappa$B-stimulated IL-8 transcription. Knockdown of ING4 accelerated angiogenesis compared with control in gliomas, suggesting an indirect role of IL-8 in promoting NF-$\kappa$B-mediated angiogenesis (Garkavtsev et al., 2004). IL-8 was also shown to induce CXCR1 and CXCR2 expression, promoting angiogenesis and tumor growth. However, the specific mechanisms by which IL-8 exerts its pro-angiogenic functions are not well studied (Brat et al., 2005).

21.2.14 Nitric Oxide (NO)

NO is an important signaling molecule that regulates a variety of physiological and pathological processes (Moncada and Higgs, 1993). NO is produced by three NO synthases (NOS): neuronal NOS (nNOS), endothelial NO (eNOS), and inducible NOS (iNOS) (Kerwin et al., 1995). In vitro and in vivo administrations of NO donors to EC led to increased mitogenesis of vascular EC and potentiation of neovascularization (Ziche et al., 1994, 1993). NO is involved in VEGF-stimulated angiogenesis through cGMP-MAPK signaling. Thus inhibition of NO signaling attenuates the response to VEGF in endothelium (Ziche et al., 1997b). NO has been shown to play an important role in tumor angiogenesis. Increased levels of NO and NOS are found in brain tumors and other types of human cancers (Cobbs et al., 1995; Feng et al., 2002; Kashiwagi et al., 2008; Klotz et al., 1998; Kong et al., 2001a, b; Thomsen et al., 1994; Yin et al., 2008; Zheng et al., 2007). nNOS, eNOS, and iNOS are upregulated in brain tumor tissues and cell lines (Bakshi et al., 1998; Broholm et al., 2001; Cobbs et al., 1998;
1995; Ellie et al., 1995; Fujisawa et al., 1995; Hara et al., 1996). NO production modulates aspects of tumor angiogenesis such as tonic vasodilatation of tumor vessels, vessel permeability, edema formation, and neovascularization (Bian et al., 2001; Garbossa et al., 2001). Modulation of NO production through NOS expression in glioma cells affects tumor growth, angiogenesis, tumor blood flow, and delivery of anti-cancer drugs to tumor tissue (Fukumura et al., 1997; Shinoda and Whittle, 2001; Tozer et al., 1997). Moreover, whether NO enhances or attenuates chemotherapeutic efficacy in malignant gliomas has not been determined (Lam-Himlin et al., 2006).

21.2.15 Hypoxia in Brain Tumor Angiogenesis

Like normal eukaryotic cells, glioma cells need oxygen for their metabolism and survival. However, due to the fast growth of gliomas, supplies of nutrients and oxygen are often insufficient, resulting in low oxygen tension (hypoxia) in regions throughout the tumor mass. To adapt to hypoxic conditions, glioma cells respond by activating an array of gene expression. These hypoxia-inducible genes have functions in cell proliferation, survival, apoptosis, angiogenesis, gene transcription, metabolism of energy and iron, pH regulation, and ECM molecules. As a result, malignant gliomas maintain their fast growth with increases in cell proliferation, invasion, and neovascularization (Fischer et al., 2005; Kaur et al., 2005b). Importantly, recent studies suggest that hypoxia induces appearance of necrosis associated with the pseudopalisading seen in malignant glioblastoma multiforme (Brat et al., 2004; Brat and Van Meir, 2004).

21.2.16 Hypoxia-Inducible Factor-1 (HIF-1)

Among the large group of hypoxia-inducible genes, hypoxia-inducible factor-1 (HIF-1) has been considered as a master regulator of hypoxic responses in cells (Semenza, 2004). HIF-1 is transcription factor with two basic helix loop helix (bHLH)-PAS subunits, HIF-1α and HIF-1β (also called aryl hydrocarbon nuclear translocator, ARNT). HIF-2α and HIF-3α are two other HIF proteins with several splice variants of HIF-3α (Kaur et al., 2005b). Mice deficient in HIF-1α, HIF-1β, and HIF-2α displayed different defects in vascular development as well as in different organs, suggesting distinct functions of specific HIF proteins in vasculogenesis and angiogenesis (Semenza, 2004). In cells, HIF-1β is constitutively expressed while HIF-1α and -2α are hypoxia stabilized. Under normoxic conditions, HIF-1α is hydroxylated at its prolyl residues by prolyl hydroxylase (PHD) enzymes, resulting in rapid ubiquitination of HIF-1α and subsequent proteasomal degradation (Semenza, 2002).
Under hypoxic conditions, lack of oxygen leads to inactivation of PHD enzymes, and HIF-1α accumulates and translocates into the nucleus where it dimerizes with HIF-1β and binds to hypoxia response elements (HRE) in its target (hypoxia-inducible) genes, thus promoting cell growth and survival (Semenza, 2004). HIF-1α is also regulated by hydroxylation at its asparagine residues, acetylation, phosphorylation, and SUMOylation (Brahimi-Horn et al., 2005; Jeong et al., 2002; Semenza, 2004; Shao et al., 2004). In addition, a number of growth factors such as EGF, TGF-α, PDGF-A, IGF-1, and -2, insulin, angiotensin, and thrombin also modulate expression of HIF-1α at the transcriptional level via the PI3K and MAPK pathways (Acker and Plate, 2002; Hu et al., 1992; Richard et al., 2000; Zelzer et al., 1998). In glioma cells, expression of EGFRvIII, a common mutation of EGFR in gliomas, induces expression of HIF-1α. PTEN loss further potentiated the stimulation of HIF-1α through the EGFRvIII-activated PI3K/Akt/FRAP/mTOR pathway (Clarke et al., 2001; Haas-Kogan and Stokoe, 2008).

HIF-1α is considered as an activator for glioma angiogenesis, primarily through control of the most important angiogenic factors, VEGF-A. In response to hypoxia, HIF-1α binds to the HRE element in the VEGF-A gene promoter to increase VEGF expression. HIF-1α can also stabilize mRNA of VEGF-A by directly interacting with the 3’-untranslated region of the VEGF-A transcript (Claffey et al., 1992; Shih and Claffey, 1999). Additionally, HIF-1α stimulates expression of other angiogenic factors aforementioned such as PlGF, PDGF-B, Ang1, and Ang2 as well as molecules that are implicated in angiogenesis and EC functions such as cathepsin D, MMP-2, urokinase plasminogen activator receptor (uPRA), endothelin-1, iNOS, adrenomedullin, erythropoietin, fibronectin, TGF-α, and TGF-β (Kaur et al., 2005b; Semenza, 2004). Expression of HIF-1α in glioma cells induced expressions of SDF receptor CXCR4 and VEGF-A. Since VEGF-A stimulates CXCR4 in EC, VEGF-mediated CXCR4 expression in EC contributed to an increase in glioma angiogenesis (Zagzag et al., 2006). A recent study showed that in an intracranial glioma model, HIF-1α induced recruitment of bone marrow-derived CD45+ myeloid cells containing Tie2+, VEGFR-1+, CD11b+, and F4/80+ subpopulations as well as endothelial and pericyte progenitor cells to promote neovascularization in gliomas (Du et al., 2008). In primary gliomas, HIF-1α is expressed in pseudopalisading cells around necrotic foci, co-localizing with upregulated VEGF-A in clinical tumor specimens (Plate et al., 1992; Shweiki et al., 1992; Zagzag et al., 2000b). This unique expression pattern has been utilized for developing anti-brain tumor therapies to deliver an oncolytic virus into the hypoxic regions of fast-growing gliomas, thus inhibiting glioma growth and angiogenesis in vivo (Post et al., 2007; Post and Van Meir, 2001, 2003).
21.2.17 Induction of Angiogenic Inhibitors by Tumor Suppressor Genes

During glioma progression, three tumor suppressor genes are commonly lost or mutated: p53, PTEN, and RB (Furnari et al., 2007; Wen and Kesari, 2008). These tumor suppressor genes were shown to modulate tumor angiogenesis by upregulation of angiogenic inhibitors and downregulation of angiogenic promoters. p53 controls glioma angiogenesis by upregulating thrombospondin-1 (TSP-1) (Dameron et al., 1994; Good et al., 1990; Lawler et al., 2001) which inhibits angiogenesis through multiple mechanisms (Ren et al., 2006). p53 was also shown to induce a brain-specific angiogenesis inhibitor 1 (BAI-1) (Nishimori et al., 1997) which is processed by proteolytic degradation to generate an anti-angiogenic peptide called vasculostatin, inhibiting glioma angiogenesis in mice (Kaur et al., 2005a). Additionally, p53 was also shown to induce a not yet identified anti-angiogenic peptide named glioma-derived angiogenesis inhibitory factor (GD-AIF) that inhibits EC migration in vitro and angiogenesis in vivo (Van Meir et al., 1994). In contrast to p53, tumor suppressors PTEN and RB negatively regulate glioma angiogenesis indirectly. PTEN inhibits angiogenesis primarily through inhibiting VEGF expression by downregulating PI3K-Akt-HIF-1 activities (Gomez-Manzano et al., 2003; Zhong et al., 2000), while loss of PTEN results in upregulation of HIF-1-mediated expression of VEGF and other angiogenic factors, thus facilitating angiogenesis (Zundel et al., 2000). RB and its family members, pRb2/p130, were shown to downregulate angiogenic factors VEGF, FGFR-1, and IL-8 directly or indirectly, thereby attenuating glioma angiogenesis (Claudio et al., 2001; Lasorella et al., 2005; Tashiro et al., 2003; Wiegel et al., 2005; Zhang et al., 1999).

21.2.18 Contribution of Tumor Angiogenesis by Stem Cell-Like Glioma Cells

Stem cell-like glioma cells (SCLGC) are a subpopulation of tumor cells within gliomas that share characteristics with neural stem cells. SCLGC isolated from human glioblastoma biopsy specimens and xenografts potently generated tumors with widespread tumor angiogenesis, necrosis, and hemorrhage (Bao et al., 2006a; Galli et al., 2004; Singh et al., 2003, 2004). In comparison with matched non-SCLGC populations, SCLGC consistently secret markedly elevated levels of VEGF-A, which were further induced by hypoxia. The pro-angiogenic effects of SCLGC on EC were specifically abolished by an anti-VEGF neutralizing antibody, bevacizumab. Furthermore, bevacizumab displayed potent anti-angiogenic efficacy in vivo and suppressed growth of xenografts derived from SCLGC. This data indicates that stem cell-like tumor cells can be a crucial source of key angiogenic factors in gliomas and that targeting
pro-angiogenic factors from stem cell-like tumor populations may be critical for patient therapy (Bao et al., 2006b). The roles of SCLGC in glioma tumorigenesis, progression, and angiogenesis as well as their use as diagnostic markers and therapeutic targets for brain tumors are discussed in detail in Chapters 29 and 44.

21.2.19 Anti-angiogenic Therapy of Brain Tumors: Clinical Applications and Challenges

The balance of orchestrated angiogenesis constitutes an attractive target for anti-angiogenic therapy of brain tumors. Extensive studies in orthotopic brain tumors in animals and increasing numbers of clinical trials for various types of human cancer therapies using angiogenic inhibitors have been well documented (Jain et al., 2007). Most, if not all, anti-angiogenic inhibitors are designed to target the signal pathways depicted in Figs. 21.3 and 21.4, with a focus on inhibiting the VEGF–VEGFR-2-signal pathway. In addition to slowing glioma growth, anti-angiogenic therapies normalize tumor vasculature to create a therapeutic window for other means of anti-cancer treatment, such as radiation or chemotherapy, has emerged as a promising approach. In a preclinical study, VEGFR-2 blockade by a neutralizing anti-VEGFR-2 antibody, DC101, creates a “normalization window,” a period during which combined radiation therapy gives the best outcome. This window is characterized by an increase in tumor oxygenation, which is known to enhance radiation response. During the normalization window, but not before or after it, the VEGFR-2 blockade increases pericyte coverage of brain tumor vessels via upregulation of Ang1 and degrades their pathologically thick basement membrane via MMP activation (Winkler et al., 2004).

A follow-up study using contrast-enhanced magnetic resonance imaging (MRI) further supports this theory. Cediranib (AZD2171, an oral, pan anti-VEGFR tyrosine kinase inhibitor with activity toward PDGFR-α and β, and c-Kit) temporarily induced a “normalization time window” in tumor vessels in recurrent glioblastoma patients by daily administration. Such a window is prolonged but reversible, and has the significant clinical benefit of reduced tumor-associated vasogenic edema. Basic FGF, SDF1-α, and viable circulating endothelial cells (CECs) increased when tumors escaped treatment, and circulating progenitor cells (CPCs) increased when tumors progressed after drug interruption (Batchelor et al., 2007).

Anti-angiogenic therapies in combination with other regimens have been developed to treat patients with malignant gliomas (Jain et al., 2007). Several recent Phase II trials using bevacizumab and irinotecan (a telomerase inhibitor) also showed initial effects on reducing tumor volume and enhanced contrast areas in MRI imaging (Bokstein et al., 2008; Pope et al., 2006; Sathornsumetee et al., 2008; Vredenburgh et al., 2007a, b). Simultaneous targeting of tumor
vessels and cancer cells provides an excellent opportunity to obtain a better outcome in therapy of brain tumors. In this book, Chapters 31, 32, and 33 have been devoted to “targeting tumor vasculature” and describe in further detail the current status and progress of anti-angiogenic therapy for brain tumors.

21.3 Summary

In conclusion, a large number of studies on angiogenesis from animal development, cell culture models, and tumor xenografts in animals as well as clinical investigations have considerably advanced our knowledge of the mechanisms of brain tumor angiogenesis. However, the challenge of studying brain tumor angiogenesis is to understand the underlying mechanisms of the angiogenic process within a proper biological context. As described in this chapter, the complexity of brain tumor angiogenesis and its regulation involve orchestrated interactions among various growth factors, their receptors, molecules, and stress from the tumor microenvironment and tumor stromal compartment, areas that will be further discussed in Chapter 31. Although multiple clinical trials have shown promise for brain tumor treatment by targeting angiogenesis or tumor vasculature, the reality of limited effectiveness for prolonging the survival of patients with gliomas in the clinic presents an urgent need to further understand the mechanisms of brain tumor angiogenesis and the interplays by each of the critical molecules and their signaling. As discussed in Chapters 30, 31, 32, and 33 as well as in several recent reviews (Ellis and Hicklin, 2008; Folkman, 2007; Kiselyov et al., 2007), a better understanding of the biology of brain tumors will lead to future advances in developing effective anti-angiogenic and anti-brain tumor therapies.
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Chapter 22
Vaso-occlusive Mechanisms that Intiate Hypoxia and Necrosis in Glioblastoma: The Role of Thrombosis and Tissue Factor

Yuan Rong and Daniel J. Brat

Abstract Glioblastoma (GBM) is a highly malignant, rapidly progressive astrocytoma that is distinguished from lower grade tumors by necrosis, severe hypoxia and microvascular hyperplasia. While the development of hypoxia and necrosis are known to be ominous prognostic features, precise mechanisms that underlie their development have not been elucidated. Pathologic observations and experimental evidence now suggest that vaso-occlusion and intravascular thrombosis may initiate or propagate hypoxia and necrosis. This emerging model suggests that thrombosis arises within the vasculature of high grade gliomas secondary to the overexpression of the highly pro-thrombotic protein tissue factor. This protein is dramatically upregulated in response to EGFR activation, PTEN loss and hypoxia, which occur at the transition from grade III to grade IV astrocytoma. A pro-thrombotic enviroment also activates the family of protease-activated receptors (PARs) on tumor cells, which are G-protein coupled and enhance invasive and pro-angiogenic properties. Vaso-occlusive and pro-thrombotic mechanisms in GBM could readily explain the rapid peripheral expansion seen on neuroimaging and the dramatic shift to an acceleration in clinical progression due to hypoxia-induced angiogenesis.
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22.1 Introduction

Most clinicians and investigators in neuro-oncology are well aware of the features of glioblastoma (GBM), as it remains the most predictably devastating disease in the field. This tumor is the highest grade astrocytoma (WHO grade IV), characterized by widespread infiltration, necrosis, angiogenesis, rapid growth, and a dismal prognosis (CBTRUS 2002, Kleihues et al. 2000, Ohgaki and Kleihues 2005). Following the most advanced treatment, including neurosurgery, radiotherapy, and chemotherapy, mean survival of patients with GBM is only 60 weeks (Stupp et al. 2005). When patients receive only surgical resection but are not treated with adjuvant therapy, mean survival is a mere 14 weeks, underscoring the tremendous natural growth properties of these tumors (Shapiro and Young 1976). Lower grade infiltrative astrocytomas (i.e., WHO grade II and III astrocytomas) are also fatal tumors but are characterized by much slower growth rates and longer survivals (3–8 years) (Brat et al. 2002, Gupta et al. 2005). Only once these lower grade tumors have progressed to GBM do they demonstrate accelerated growth and rapid progression to death. This review explores potential mechanisms that might account for the rapid clinical progression associated with the GBM histology, emphasizing mechanisms that initiate the hypoxia and necrosis that are the hallmarks of this tumor.

22.2 Distinctive Features of Glioblastoma

GBMs (grade IV) are sufficiently distinct from the lower grade astrocytomas (grade II and III) in their clinical behavior and biologic potential that they can be thought of as a quantum leap in malignancy rather than a small step along a disease spectrum. The unique neuroimaging and pathologic features that emerge during the transition to GBM provide the best insight into the mechanisms that might account for these enhanced growth properties. Grade II and III astrocytomas show hyperintense T2-weighted (or FLAIR) signal abnormalities on magnetic resonance imaging (MRI), reflecting vasogenic edema generated in response to diffuse infiltration by individual tumor cells. These lower grade tumors expand the involved brain and distort its architecture to the point of producing clinical symptoms, but tissue destruction and necrosis are not observed. There is only mild or no contrast-enhancement, suggesting a relatively intact blood–brain barrier (Henson et al. 2005, Zhu et al. 2000). Radial growth rates of these tumors are modest, with annual increases in diameter of 2–4 mm/yr (Mandonnet et al. 2003, Swanson et al. 2003). Histologic sections of
grade II–III tumors reflect the imaging properties: neoplastic cells are seen diffusely infiltrating between neuronal and glial processes, leading to architectural disruption and edema (Bellail et al. 2004, Gupta et al. 2005). As astrocytomas advance through the pathologic spectrum from the lower end of grade II to the upper end of grade III, the degree of nuclear anaplasia increases and the proliferative capacity edges upward, resulting in a more densely cellular tumor with greater malignant potential (Brat et al. 2002). Thus, grade II–III astrocytomas can be conceptualized as a continuum of gradually increasing tumor grade and growth, with clinical properties generally correlating with the density and malignancy of tumor cells.

Tumor imaging, histology, and dynamics change dramatically during the transition to GBM, suggesting that a fundamentally altered neoplasm has emerged. Radial growth rates can accelerate to values nearly 10 times greater than those in grade II astrocytomas (Mandonnet et al. 2003, Swanson et al. 2003). MRI typically reveals a central, contrast-enhancing component (“ring-enhancing mass”) that arises from within the infiltrative astrocytoma and rapidly expands outward, causing a much larger T2-weighted signal abnormality in the tumor’s periphery (Fig. 22.1) (Henson et al. 2005, Zhu et al. 2000). The histopathologic features that distinguish GBM from lower grade astrocytomas are found near this contrast-enhancing rim and include (1) foci of necrosis, usually with evidence of surrounding cellular pseudopalisades (“pseudopalisading necrosis”) and (2) microvascular hyperplasia, a form of angiogenesis morphologically recognized as endothelial proliferation within newly sprouted vessels (Fig. 22.2 and Color Plate 32) (Brat et al. 2002, Brat and Van Meir 2001, Burger and Green 1987, Kleihues et al. 2000). These two diagnostic findings of GBM are independent of tumor

Fig. 22.1 Glioblastoma (WHO grade IV) has a distinct growth pattern on magnetic resonance imaging (MRI). (A) Axial post-contrast MRI of GBM shows a ring-like pattern of contrast-enhancement (arrow) surrounding a central zone of necrosis. (B) Axial T2-weighted MRI demonstrates a hyperintense region (arrow) peripheral to the central necrotic zone, which represents diffusely infiltrating tumor cells and the accompanying vasogenic edema.
cell characteristics, yet carry an inordinant degree of prognostic power (Nelson et al. 1983, Raza et al. 2002). Given their remarkable prognostic significance, it is almost certain that these structures are mechanistically linked to the accelerated growth properties that characterize the grade III–IV transition.

An emerging model of tumor progression may explain the development of necrosis, the relationship between necrosis and angiogenesis, and the strong association between necrosis and aggressive clinical behavior (Figs. 22.2, 22.3 and Color Plate 33) (Brat et al. 2002, Brat and Van Meir 2001, Holash et al. 1999, Zagzag et al. 2000). This model hypothesizes a sequence that begins with an infiltrating astocyteoma of moderate to high cellularity (i.e., grade III astrocytoma) and continues with (see Fig. 22.3): (1) vascular occlusion within the tumor that is often associated with intravascular thrombosis; (2) hypoxia in regions surrounding vascular pathology; (3) outward migration
of tumor cells away from hypoxia, creating a peripherally moving wave (pseudopalisade) and central necrosis; (4) secretion of hypoxia-inducible, pro-angiogenic factors (VEGF, IL-8) by pseudopalisading cells; (5) an exuberant angiogenic response creating microvascular proliferation in regions adjacent to central hypoxia; (6) accelerated outward expansion of tumor cells toward a new vasculature. The global growth properties of GBM within the brain reflect a coalescence of these microscopic processes and result in a peripherally expanding tumor with a large degree of central necrosis.
22.3 The Significance of Pseudopalisades, Necrosis, and Hypoxia

It is widely agreed that pseudopalisades represent hypercellular zones that surround necrotic foci in GBM (Fig. 22.2) (Burger and Green 1987, Kleihues et al. 2000). Pseudopalisading of cells around central degeneration has been recognized for nearly a century as both a defining feature of GBM and a morphologic finding that predicts aggressive behavior (Bailey and Cushing 1926). In light of this, it is curious that there is only scattered data on their nature or their role in tumor progression. Analysis of the shapes and sizes of pseudopalisades suggests that these structures evolve and enlarge over time, giving rise to wider and wider expanses of coagulative necrosis (Brat et al. 2004).

A commonly held belief has been that pseudopalisades represent a rim of residual tumor cells around a centrally degenerating clone of highly proliferative cells. The term “pseudopalisade” itself implies that cells have not truly aggregated around necrosis, but only give this impression due to the absence of a central hypercellular zone.

Recent studies have attempted to more precisely define underlying mechanisms of necrosis and pseudopalisading in GBM (Brat et al. 2004). These began by considering that this hypercellular population around central necrosis could represent (1) a clone of rapid proliferating neoplastic cells that “outgrew its blood supply” and underwent central necrosis (clonal expansion theory); (2) a population of neoplastic cells that was resistant to apoptosis and accumulated due to increased cell survival; (3) a mixed population of neoplastic and inflammatory cells adjacent to necrosis; or (4) a population of rapidly moving tumor cells that superimposed themselves on a more stationary population, causing increased cell density. Perhaps surprisingly, these investigations determined that pseudopalisading cells were less proliferative than adjacent tumor, indicating they do not likely accumulate due to clonal expansion (Brat et al. 2004, Schiffer et al. 1995). Second, pseudopalisades are composed almost entirely of tumor cells and do not include a significant population of non-neoplastic cells (e.g., inflammatory cells). Third, pseudopalisades show increased levels of apoptosis compared to adjacent tumor, indicating they do not accumulate due to a survival advantage (Brat et al. 2004, Tachibana et al. 1996).

These investigations instead supported a model in which pseudopalisades represent a wave of actively migrating tumor cells that are moving away from an area of central hypoxia. Pseudopalisading cells are known to be hypoxic, as demonstrated by their dramatic upregulation of hypoxia-inducible factor-1 (HIF-1), a nuclear transcription factor that orchestrates the cell’s adaptive response to low oxygen (Fig. 22.2) (Brat et al. 2004, Brat and Mapstone 2003, Semenza 2001, Zagzag et al. 2000). Gene expression studies performed on microdissected pseudopalisading cells from human GBMs have also supported that pseudopalisading cells have a hypoxic gene signature (Dong et al. 2005). In one study, a total of 314 up- and 385 downregulated genes were identified in pseudopalisading cells as compared to adjacent brain tumor cells. Pathway
analysis of specific gene families revealed a pattern indicating a hypoxic environment, high levels of glycolysis, and cell cycle regulation. Aldolase A, pyruvate kinase, phosphoglycerate kinase and glyceraldehyde-3-phosphate dehydrogenase, and GLUT1, a glucose transporter, were glycolytic genes that were all upregulated in pseudopalisades.

Also supporting the contention that pseudopalisades represent a highly migratory population is the demonstration that hypoxic GBM cells in culture are more motile and that HIF-1 itself can regulate critical pro-migratory mechanisms (Brat et al. 2004, Graham et al. 1999, Krishnamachary et al. 2003, Pennacchietti et al. 2003). Hypoxic upregulation of c-Met, a tyrosine kinase receptor, as well as the potentiation of hepatocyte growth factor (HGF) signaling through c-Met, could account for at least some of the pro-migratory effects of HIF-1 activation (Abounader and Laterra 2005, Pennacchietti et al. 2003). Moreover, hypoxic pseudopalisades express increased levels of extracellular matrix proteases associated with invasion, including MMP-2 and uPAR (Bellail et al. 2004, Brat et al. 2004, Graham et al. 1999, Mori et al. 2000, Pennacchietti et al. 2003, Yamamoto et al. 1996). Thus, the combined evidence suggests that the pseudopalisades in GBM are formed by a population of hypoxic, actively migrating neoplastic cells that create a hypercellular zone around an evolving area of central necrosis.

22.4 Vascular Pathology Underlies Hypoxia, Necrosis, and Pseudopalisades

The hypoxia that leads to increased tumor cell migration to form pseudopalisades could result from limitations in vascular perfusion within the tumor (i.e., disruption of the blood supply) or from reduced oxygen diffusion within the growing neoplasm, in part due to increased metabolic demands (Brat and Van Meir 2001). A growing body of experimental and observational evidence favors the hypothesis that pseudopalisades represent tumor cells migrating away from a dysfunctional vasculature (Brat et al. 2004, Holash et al. 1999, Zagzag et al. 2000). The majority of pseudopalisades are ring-like or ovoid, but others have a long, narrow and winding (i.e., serpiginous) pattern when viewed in longitudinal tissue sections – a pattern that suggests an underlying vascular substrate (Kleihues et al. 2000). Perhaps less appreciated, abnormal vessels can often be noted within the lumina of at least a subset of pseudopalisades. A comprehensive survey of human GBM specimens found that over 50% of pseudopalisades had evidence of a central vascular lumen that was either degenerating or thrombosed (Fig. 22.2) (Brat et al. 2004). Twenty percent contained a vessel with complete luminal occlusion caused by intravascular thrombosis (Fig. 22.2). Analysis of pseudopalisade sizes and shapes led to the conclusion that tissue sampling and tangential sections result in an underestimation of the true frequency of vascular pathology and intravascular thrombosis within
pseudopalisades, which has led to an under-appreciation of their relevance to necrosis in GBM. Moreover, it is worth considering that the vasculature upstream and downstream of intravascular thrombosis will not adequately perfuse the tumor in its distribution, which will ultimately lead to hypoxia and necrosis without histologic evidence of thrombus.

### 22.5 Initiators of Vascular Pathology

Experimental evidence indicates that vaso-occlusion within gliomas occurs before the development of hypoxia-induced angiogenesis. Infiltrating tumor cells of low-grade tumors, such as those in grade II astrocytoma, gain access to oxygen and nutrients through a vascular supply by “co-opting” the host’s blood vessels (Holas et al. 1999, Zagzag et al. 2000). In response, vascular endothelial cells eventually undergo a number of changes that include hypertrophy, dis-cohesion, and even apoptosis. One suggestion is that endothelial damage is first initiated by the effects of Angiopoietin-2 (Ang-2) on endothelial cell. Ang-2 is thought to act in an autocrine fashion on tumoral blood vessels as a Tie-2 receptor antagonist. In the absence of VEGF, Tie-2 blockage leads to vascular destabilization, endothelial cell apoptosis, and vascular regression (Holas et al. 1999, Maisonpierre et al. 1997). In human specimens, Ang-2 is expressed by endothelial cells of high-grade gliomas but not low-grade gliomas or normal brain, and its upregulation precedes endothelial apoptosis, suggesting that it could cause vascular injury (Stratmann et al. 1998, Zagzag et al. 2000, 1999). Other arguments hold that Ang-2 causes structural changes of vessels that are required for angiogenesis but does not induce apoptosis (Vajkoczy et al. 2002, Zhang et al. 2003). Factors released from glioma cells following genetic alteration (EGFR amplification or PTEN loss), such as VEGF and TNF-α, could also precipitate vascular injury and thrombosis (Shen et al. 2001). VEGF induces changes in vascular permeability, while both VEGF and TNF-α have been demonstrated to induce endothelial tissue factor expression through activation of the transcription factor Egr-1 (Mechtcheriakova et al. 2001).

### 22.6 Intravascular Thrombosis Accentuates and Propagates Tumor Hypoxia

While precise initiators of vascular pathology in GBM continue to be studied, it is becoming clear that intravascular thrombosis within these neoplasms can accentuate and propagate tumoral hypoxia and necrosis. A strong relationship between abnormal blood clotting and human malignancy is well established in gliomas and other forms of cancer (Rickles and Falanga 2001). Patients with GBM are at high risk for developing systemic disorders of coagulation, with nearly 30% suffering from deep vein thrombosis or
pulmonary thrombo-embolism (Walsh and Kakkar 2001). Intravascular thrombosis within the tumoral tissue of GBM is a frequent finding at the time of operation. Even more impressively, thrombosed vessels within resected GBM specimens can almost always be identified under the microscope (Brat et al. 2004). Both the frequencies of associated systemic coagulopathy and the finding of intravascular thrombosis within neoplastic tissue are much higher in GBMs (grade IV) than AAs (grade III), indicating that critical pro-thrombotic events must occur in this transition (Brat et al. 2004, Sawaya et al. 1995, Walsh and Kakkar 2001).

In order to determine whether intravascular thrombosis was a specific finding associated with the GBM histology, Tehrani et al. investigated the histologic presence of thrombosis in a representative cross section of 297 adult CNS malignancies, including 103 GBMs (Tehrani et al. 2008). Among newly diagnosed (i.e., untreated) tumors, thrombosis was present in 92% of GBM resections, significantly greater than any of the other types of CNS neoplasm. The sensitivity of thrombosis for the diagnosis of GBM in this set of tumors was 92% and the specificity was 91%. Thus, intravascular thrombosis seemed to be a near constant feature of GBM, but not other tumor types. Interestingly, intravascular thrombosis was an uncommon finding in AAs and was only noted in a small number of stereotactic biopsies. This subset of AA patients had significantly shorter survivals than those AAs without thrombosis. This could imply that stereotactic biopsies were actually undersampled GBMs or that these AAs with thrombosis represented an aggressive subset whose progression to the GBM phenotype was imminent. The development of intravascular thrombosis within GBM and the emergence of hypoxia and necrosis are too interrelated, both spatially and temporally, to be coincidental. It is highly probable that intravascular thrombosis initiates or propagates hypoxia and necrosis in GBM (Brat and Van Meir 2004).

22.7 Tissue Factor, a Potent Pro-Coagulant, Is Upregulated in GBM

Multiple factors likely contribute to intravascular thrombosis in GBM, including abnormal blood flow within a distorted vasculature, increased interstitial edema and pressure resulting in vascular collapse, dysregulation of pro- and anti-coagulant factors, and access of plasma clotting factors to tumoral tissue. Normal CNS blood vessels allow only limited diffusion through their walls due to a highly restrictive blood–brain barrier, which is formed primarily by endothelial tight junctions, but also has contributions from astrocytic foot plates, extracellular matrix, and endothelial-pericytic interactions (Dinda et al. 1993). This barrier becomes breached in GBM and can be visualized radiologically by the presence of contrast-enhancement due to increased vascular permeability to contrast agents (e.g., Gadolinium) and to proteins that bind them, such as albumin (Fig. 22.1) (Henson et al. 2005, Zhu et al. 2000).
Damaged vessels appear fenestrated, show detachment of pericytes, and exhibit extracellular matrix alterations (Dinda et al. 1993). All the factors that contribute to increased permeability have not been defined, but VEGF secretion by neoplastic cells is known to cause vascular leakage (Fischer et al. 1999, Senger et al. 1983). One result is the leakage of plasma coagulation factors such as Factor VII into the tissue spaces where they are activated and result in thrombosis.

A large number of plasma clotting factors are dysregulated in GBM and favor thrombosis. For example, the pro-coagulant plasminogen activator inhibitor 1 (PAI-1) is markedly elevated in GBMs, while the expression of anticoagulants, such as the fibrinolytic tissue type plasminogen activator (tPA), is decreased (Sawaya et al. 1991, 1995). One of the most highly upregulated prothrombotic factors in GBM is tissue factor (TF), a 47 kDa transmembrane glycoprotein receptor that is a critical regulator of tissue hemostasis and one of the body’s most potent stimulants of thrombosis (Versteeg et al. 2003). In normal tissue, TF is expressed almost exclusively by stromal cells and a disruption of vascular integrity is required to bring TF into contact with its activating ligand from the plasma, Factor VII/VIIa (Morrisey 2001). In turn, TF/Factor VIIa activation promotes the generation of thrombin from prothrombin, ultimately leading to platelet aggregation, fibrin deposition, and local hemostasis. The normally tight regulation of TF is lost in a variety of pathologic conditions including neoplasia and numerous cancers show increased expression by tumor cells, stroma, and endothelium (Rickles et al. 2003). A direct correlation between TF levels and tumor grade has been noted for multiple tumor types (Contrino et al. 1996, Seto et al. 2000), including gliomas (Guan et al. 2002, Hamada et al. 1996). Indeed, TF is highly expressed by over 90% of malignant astrocytomas, but only 10% of grade I and II astrocytomas (Guan et al. 2002). The pro-thrombotic effects of TF at the cell surface are largely mediated through downstream activation of coagulation proteases Factor VII (VIIa), Factor X (Xa), and thrombin.

22.8 PTEN, EGFR, and Hypoxia Regulate Tissue Factor Expression in GBM

Recent investigations have attempted to define the genetic and physiologic triggers that might cause increased TF expression and thrombosis in human malignancy (Boccaccio et al. 2005, Rak et al. 2006, Rong et al. 2005, Yu et al. 2005). Genetic events that arise during astrocytoma progression have been well characterized and include PTEN and TP53 mutations, pl6(CDKN2A) and p14ARF deletions, EGFR and MDM2 amplifications (Hunter et al. 2003). Among these, EGFR amplification and PTEN mutations are prime candidates to explore for regulation of pro-thrombotic factors since they occur precisely during the transition from AA to GBM, when thrombosis and pseudopalisades
emerge (Rak et al. 2006, Yu et al. 2004). *PTEN* is a tumor suppressor located at 10q23.3 (Li et al. 1997). Inactivating mutations of *PTEN* occur in 30–40% of GBMs and gene inactivation through promoter methylation leads to lost expression of PTEN in over 70% (Duerr et al. 1998, Rasheed et al. 1997, Wang et al. 1997). The effects of PTEN on TF expression and pro-coagulant properties by malignant gliomas were recently studied by introducing a wild-type *PTEN* gene into a *PTEN* null glioma cell line (U87MG). The expression TF protein at the cell surface of glioma cells was dramatically suppressed by PTEN, which in turn led to prolonged plasma clotting times using in vitro measures of coagulation. Although many of PTEN’s biologic effects depend on its lipid phosphatase activity and ability to antagonize PI-3 kinase, these studies indicated that regulation of TF depended at least in part on PTEN’s protein phosphatase activity. Potential downstream signaling mechanisms relevant to the control of TF by PTEN were investigated using a series of human astrocytes that were sequentially transformed with E6/E7/hTERT, Ras, and Akt expression vectors, which have been used to recapitulate astrocytoma progression both in vitro and in vivo (Sonoda et al. 2001a, b). Cells transfected with either Akt or Ras showed upregulation of TF, while those transformed with combined Ras and Akt showed the highest TF expression, suggesting that both signaling pathways may participate as downstream regulators of PTEN (Rong et al. 2005, Yu et al. 2005). Other investigations have emphasized that activated forms of Ras are critical for the expression of TF and its tumorigenic effects (Yu et al. 2005). Thus, PTEN loss during astrocytoma progression likely leads to increased TF expression and plasma coagulation, both through Akt/Ras-dependent and protein phosphatase-dependent mechanisms.

*EGFR* amplification is a second genetic alteration present in a subset of GBMs (40–50%) that could be responsible for TF upregulation. The most frequent *EGFR* mutation in GBM involves deletion of exon 2–7 resulting in the constitutively active form EGFRvIII. It has recently been shown that overexpression of either EGFR or EGFRvIII in human glioma cells in vitro consistently leads to increased basal expression of TF. When EGFR overexpressing gliomas are stimulated with EGF, there is a striking upregulation of TF that occurs within 6 hours (Fig. 22.4). In all cases, increased TF expression by GBM leads to accelerated plasma coagulation in vitro. The EGFR-mediated increases in TF expression depended most strongly on AP-1 transcriptional activity and were associated with c-Jun N-terminal kinase (JNK) and JunD activation. Interestingly, the restoration of PTEN expression in *PTEN*-deficient GBM cells diminished EGFR-induced TF expression by inhibiting this same JunD/AP-1 transcriptional activity. PTEN mediated this effect by antagonizing PI-3 K activity, which in turn attenuated both Akt and JNK activities. It was also suggested that these mechanisms are likely at work in vivo, since amplification of *EGFR* and expression of EGFR protein were associated with the expression of TF and the presence of thrombosis in human high-grade astrocytoma specimens (Fig. 22.5 and Color Plate 34).
Fig. 22.4 EGFR upregulates TF in human GBM cells and accelerates plasma coagulation, while PTEN suppresses TF expression. (A) Western blot of cell lysates from U87MG, U87MG-EGFRvIII, and U87MG-wt-EGFR cells demonstrates higher basal TF expression by U87MG-EGFRvIII cells (lane 2) and U87MG-EGFRwt (lane 3). U87MG-EGFRvIII has a high level of constitutively active tyrosine kinase activity as demonstrated by the phosphorylated form of EGFR. (B) Western blot of cell lysates from U87MG-wt-EGFR cells following Lentiviral infection of PTEN-HA or GFP shows reduced TF expression under both basal and EGF-stimulated (50 ng/ml, 24 h) conditions. Western blot of U87MG-EGFRvIII cell lysates following Lentiviral infection of PTEN-HA or GFP shows reduced expression of TF in PTEN-HA infected cells. (C) The addition of 10^6 U87MG-EGFRwt...
Thus, both EGFR activation and PTEN loss, which both occur in the transition to GBM, favor the upregulation of TF.

In addition to genetic regulation, TF is also strongly upregulated by hypoxia in GBM (Rong et al. 2005). Hypoxic GBM cells placed directly into human plasma cause a marked acceleration of plasma clotting times compared to

---

Fig. 22.5 Fluorescence in situ hybridization (FISH) analysis of EGFR gene status and IHC analysis of EGFR and TF protein in human GBM and AA specimens. (A, B) Representative fluorescence images showing the EGFR (orange) and chromosome 7 centromeric (green) signals in interphase GBM cells. (A) A GBM specimen that is non-amplified for EGFR shows roughly equal numbers of EGFR and centromeric signals per nuclei (typically 2 EGFR signals per nucleus). (B) GBM with EGFR gene amplification shows greatly increased signals for EGFR compared to centromeric signal (>10 EGFR signals per nucleus). (C, D) IHC for TF protein expression in AA and GBM specimens using DAB (brown) for detection. (C) Representative image of AA showing weak TF expression (+, brown color) in the cytoplasm on scattered tumor cells. (D) GBM specimen showing strong TF staining (3+ brown color) within the cytoplasm of nearly all tumor cells (see Color Plate 34)

---

Fig. 22.4 (continued) glioma cells to human plasma causes plasma clotting in 30 sec (control, neoplasmin causes plasma clotting in 12 sec). Stimulation of these cells with EGF (50 ng/ml) causes a significant shortening of the clotting time to 23 sec (#p < 0.001). An inhibitory antibody directed at TF (TFiab) causes a dramatic prolongation of plasma clotting time in both the unstimulated and the EGF-stimulated conditions (*, ** p < 0.001), while nonspecific IgG has no effect on plasma clotting
normoxic cells. This effect can be prevented by both the pre-incubation of cells with inhibitory antibodies to TF (Fig. 22.4C) and by using plasma that lacks Factor VII (not shown), strongly implicating TF-dependent mechanisms. Similar hypoxic conditions also cause a rapid increase in TF mRNA and protein expression by GBM cells in vitro, which are modestly suppressed by PTEN expression (Rong et al. 2005). Within human GBM specimens, the severely hypoxic pseudopalisading cells around necrosis show the highest level of TF expression, corroborating in vitro studies (Rong et al. 2005). Mechanisms responsible for the hypoxic upregulation of TF are challenging to investigate since the TF promoter contains binding sites for a variety of transcriptional regulators that can be induced by hypoxia, including Egr-1, Sp1, NF-κB, and AP-1 (Mackman 1997). The accumulated evidence in animal models and in vitro indicates that Egr-1 is the transcription factor that is most important to the hypoxic upregulation of TF and that these mechanisms do not depend on the increased expression of HIF-1 (Rong et al. 2006, Yan et al. 1999a, b). Thus, both PTEN loss and hypoxia upregulate TF expression and promote plasma clotting by GBM cells in vitro, which might suggest that these mechanisms promote intravascular thrombosis and pseudopalisading necrosis in the transition from AA to GBM.

22.9 TF Initiates Signaling Through Its Cytoplasmic Tail and Through PARs

As a transmembrane receptor, TF is activated by binding to Factor VII/VIIa and transduces independent intracellular signals through its cytoplasmic tail and through interactions with the G-protein-coupled protease-activated receptors (PARs) that promote tumorigenesis. Activation of pro-coagulant function of TF is accompanied by the formation of stabilizing disulfide bonds between two cystein residues within its extracellular domain (Rehemtulla et al. 1991). A cell surface protein-disulfide isomerase (PDI) targets the disulfide bond and inactivates pro-coagulant activity but maintains intracellular signaling throughout the cytoplasmic tail (Ahamed et al. 2006). Activation of TF following Factor VIIa binding leads to the downstream activation of the mitogen-activated protein (MAP) kinase members p38 MAP kinase, p42/p44 MAP kinase, and c-Jun N-terminal kinase (JNK) (Versteeg and Ruf 2006). Other downstream pathways activated include Src-like kinases, PI3-kinase, and c-Akt/PKB Rac and Cdc42. Many of these signaling cascades cause interactions with cytoskeletal elements including actin to induce a pro-migratory phenotype (Ott et al. 1998, 2005, Versteeg et al. 2000). Intracellular signaling mechanisms induced by TF strongly promote tumorigenesis through pro-angiogenic and pro-metastatic mechanisms (Belting et al. 2004, Versteeg et al. 2003, Versteeg and Ruf 2006, Versteeg et al. 2008, 2004).
The activation of TF by Factor VIIa also has biologic significance beyond specific pro-coagulant function and signaling through its cytoplasmic tail. For example, thrombin, Factor VIIa, and Factor Xa are proteases that act as potent physiologic activators of protease-activated receptors (PARs), a family of G-protein-coupled, transmembrane receptors (Versteeg and Ruf 2006). PAR1, the family’s prototype, is activated most strongly by thrombin, which cleaves the amino-terminal extracellular domain of PAR1 and unMASKS a new N-terminus, which then serves as the receptor’s ligand (Coughlin 2000). Both PAR1 and PAR2 can also be activated by Factors VIIa and Factor Xa. Activated PARs transduce intracellular signals by coupling through G-proteins, predominantly Ga1, Gaq, and G12/13. Secondary signals are generated through Rho, phospholipase C (IP3 and diacylglycerol), and inhibition of adenyl cyclase. Although PARs are expressed at low levels in most normal epithelia, they are aberrantly overexpressed by a variety of carcinomas including those of breast, colon, lung, and stomach (Darmoul et al. 2003, Even-Ram et al. 1998, 2001). PAR1 activation can transform cells and is able to enhance tumorigen- city, in large part by signaling through Gaq and G13 (Marinissen et al. 2003, Wang et al. 2002). It is also clear that PAR1 and PAR2 activation by coagulation factors promotes invasive and metastatic properties of malignant cells (Even-Ram et al. 1998, Hjortoe et al. 2004, Morris et al. 2006, Nguyen et al. 2005, Versteeg et al. 2008). Mechanisms of increased invasion include its ability to direct cytoskeletal actin rearrangements, phosphorylation of focal adhesion kinases, and recruitment of αvβ5 integrin to contact sites (Even-Ram et al. 2001).

PAR1 protein is present in both the human and the mouse central nervous system, mostly in astrocytes, where it can be activated by thrombin (Junge et al. 2004, 2003). Investigations of human GBM cell lines and short-term cultures of resected human GBM specimens have demonstrated that PAR1 is present on the surface of tumor cells where it can be activated by both thrombin and PAR1 agonists. Such activation leads to increased phospho-inositol (PI) hydrolysis and calcium mobilization, presumably coupling through Gaq (Junge et al. 2004). Although more evidence is required to determine the biologic relevance of TF activation of thrombin and consequent PAR1 signaling in gliomas, it is highly probable that the activation of PAR1 by pro-coagulant proteases directs the migration of tumor cells in a manner similar to other malignancies. In the context of human GBM, activation would be expected to direct migration away from vaso-occlusion and hypoxia to form pseudopalisades.

22.10 Angiogenesis Supports Peripheral Tumor Growth

The emerging models of GBM progression indicate that vascular pathology may underlie the development of hypoxia and necrosis in GBM. While necrosis has long been recognized as a marker of aggressive behavior in diffuse gliomas,
it does not explain rapid tumor progression per se (Burger and Green 1987, Raza et al. 2002). Instead, pseudopalisades that surround necrosis in GBM are intimately related to microvascular hyperplasia, a defining morphologic feature of GBM that is most often noted in regions directly adjacent to pseudopalisades (Figs. 22.2, 22.3) (Brat et al. 2002, Brat and Mapstone 2003, Brat and Van Meir 2001). This angiogenic response attempts to lay down a new vasculature for rapid neoplastic expansion, yet the proper function of these distorted vessels has not been established.

One of the most critical pro-angiogenic factors produced by hypoxic pseudopalisades that is responsible for directing nearby angiogenesis in GBM is vascular endothelial growth factor (VEGF). The VEGF gene contains an hypoxia responsive element (HRE) within its promoter that binds HIF-1, thereby activating transcription (Plate 1999, Plate et al. 1992, Semenza 2001, Shweiiki et al. 1992). VEGF concentrations in the cystic fluid of human GBMs can reach levels that are 200- to 300-fold higher than in serum (Takano et al. 1996). Inhibition of the HIF/VEGF pathway suppresses tumor growth experimentally (Kung et al. 2000). Once expressed and secreted, extracellular VEGF binds to its high-affinity receptors, VEGFR-1 and VEGFR-2, which are upregulated on endothelial cells of high-grade gliomas but not present in normal brain (Plate 1999). Receptor activation then leads to angiogenesis in regions adjacent to pseudopalisades, eventually leading to a vascular density in GBMs that is among the highest of all human neoplasms (Figs. 22.2, 22.3).

A second pro-angiogenic factor that is highly upregulated in GBMs is interleukin-8 (IL-8, CXCL8) (Brat et al. 2005). Much like VEGF, hypoxia/anoxia strongly stimulates IL-8 expression and its expression is also found at highest levels within the pseudopalisades of GBM (Desbaillets et al. 1999, 1997). Unlike VEGF, IL-8 has a more punctate distribution within pseudopalisades and it remains unclear if tumor cells or scattered infiltrating macrophages are responsible for the majority of its expression. Hypoxic upregulation of the IL-8 gene is not directly due to HIF activation, since there is no HRE within its promoter. Rather, the IL-8 promoter contains binding sites for other transcription factors, including NF-κB, AP-1, and C-EBP/NF-IL-6. AP-1 appears to mediate much of IL-8’s upregulation by hypoxia/anoxia (Desbaillets et al. 1999, 1997, Garkavtsev et al. 2004). IL-8 is also strongly upregulated by tumor cells in response to activation of Factor VIIa by TF. Such overexpression of IL-8 by neoplastic cells may have autocrine effects on the malignant behavior of tumor cells (i.e., invasion or metastasis) in addition to inducing angiogenesis (Hjortoe et al. 2004). The IL-8 receptors that could potentially contribute to IL-8-mediated tumorigenic and angiogenic responses in GBM include CXCR1 and CXCR2, both of which are G-protein coupled.

The precise type of angiogenesis that is most evident in GBM, microvascular hyperplasia, is characterized by numerous enlarged, rapidly dividing endothelial cells, pericytes, and smooth muscle cells that form tufted micro-aggregates at the leading edge of sprouting vessels (Fig. 22.2A) (Brat and Van Meir 2001). In its most florid form, angiogenesis takes the shape of “glomeruloid bodies” – a
feature that is most characteristic of GBM but is also an independent marker of poor prognosis in other forms of cancer (Straume et al. 2002). Since necrosis and hypoxia are located in the GBM’s core and near the contrast-enhancing rim, hypoxia-induced angiogenesis occurs further peripherally, favoring neoplastic growth outward. The permissive nature of the CNS parenchymal matrix to diffuse infiltration by individual glioma cells allows for this burst of peripheral expansion (Bellail et al. 2004).

22.11 Conclusion

The development of hypoxia and necrosis within a diffuse glioma has critical biologic implications and results in a highly aggressive tumor, GBM. The pseudopalisades around necrosis and the ensuing microvascular hyperplasia may suggest an underlying mechanism responsible for this accelerated growth. We have proposed that a sequence of events that includes vaso-occlusion and intravascular thrombosis leads to the development of the biologically aggressive hypoxic growth phase in GBM. These mechanisms could readily explain the dramatic change in behavior as tumors transition to the GBM histology. Since both necrosis and vascular proliferation are also markers of poor prognosis in other types of cancer, the identification of their underlying mechanisms may have more general implications for tumor angiogenesis and malignant progression. Once identified, the pathophysiologic triggers underlying vaso-occlusion will become attractive, novel targets for anti-tumor therapy.
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Chapter 23
Transcription Profiling of Brain Tumors: Tumor Biology and Treatment Stratification

Erik P. Sulman, Marisol Guerrero, and Ken Aldape

Abstract The spectrum and diversity of primary brain tumors has made prognostic determinations based purely on clinicopathologic variables inexact. For the most frequently occurring and lethal tumors, the malignant astrocytomas, the use of large-scale gene expression profiling experiments has led to a better understanding of the biology of these tumors, giving insights into their origin and development, as well as more powerful outcome prediction. It has also paved the way for the possibility of personalized medicine, where a patient’s tumor expression profile can be used to design treatment specific to that individual with the greatest possibility of response. This chapter will focus on the use and development of transcriptional profiles as biomarkers of outcome and treatment response in patients with brain tumors. The discussion will be limited to array-based profiling, as other techniques, such as serial analysis of gene expression (SAGE), have had less widespread use (Ljubimova et al. 2001a; Boon et al. 2003; Boon and Riggins 2003; Beaty et al. 2007; Kavsan et al. 2007). While mRNA-based profiles have been described for a variety of tumors that affect the central nervous system, this chapter will focus particularly on malignant gliomas, to which the majority of large-scale efforts have been focused to date, both due to the larger tumor populations available for analyses and due to the poorer outcome of patients with these devastating tumors (Kleihues et al. 2000; Behin et al. 2003).
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23.1 Microarray Profiling

Prior to the development of microarray technologies, assessment of expression was accomplished on a gene-by-gene basis, typically by Northern blotting. While arrays of cDNA probes were developed using membrane substrates similar to that used in blotting techniques (Kulesh et al. 1987), the first miniaturized microarrays were developed in the mid-1990s and used initially to measure gene expression in model organisms, such as yeast or plants (Schena et al. 1995; Lashkari et al. 1997). Rapid advances in the technology with the use of oligonucleotide probes, high-density arrays, and precision manufacturing, such as the Affymetrix GeneChips, have allowed for comparison of expression among large numbers of tumors with little concern for technical, chip-to-chip variation (Pease et al. 1994; Bammler et al. 2005).

Microarray profiling assesses the relative quantity of messenger RNA (mRNA) in a biologic specimen (target) for each cDNA or oligonucleotide on the array (probe) (Fig. 23.1 and Color Plate 35). In practice, target mRNA is usually converted to a fluorescently tagged-form of either complementary DNA (cDNA) or RNA (cRNA) which is hybridized to either a glass slide- or a silicon chip-based array. The relative amount of mRNA in the target is determined by the amount of fluorescence signal at that particular probe. Fluorescence intensities are normalized to that of a reference mRNA source labeled with a different fluorophore with non-overlapping fluorescence spectra (two-color arrays) or by more complex control gene and/or whole array-based normalization (one-color arrays). The end result is a set of relative expression values for all probes on the array for that target which can be compared to other targets processed on the same array platform in a similar manner. Currently available commercial microarrays contain probes, and typically multiple probes, for every known gene and for most predicted genes as determined by human genome sequence analysis. Thus, it is possible to assess the entire mRNA signature, the “transcriptome”, for a given biologic specimen.

Gene signatures have been reported that are capable of distinguishing molecular subtypes of tumors that appear histologically indistinguishable, but often have very different effects on clinical outcome, such as the groundbreaking study profiling diffuse large B-cell lymphoma (DLBCL) (Alizadeh et al. 2000). In that report, two molecular subtypes of DLBCL were identified with vastly different patient survivals. Extensive work of this type has also been reported for breast cancer, where gene expression profiling has identified five subtypes of tumors not observed previously, each with a different level of tumor aggressiveness (Perou et al. 2000; Sorlie et al. 2001, 2003). Recently, these signatures have been incorporated into clinical diagnostic tools (Glas et al. 2006; Baker 2007).
Fig. 23.1 Gene expression profiling in brain tumors. Tumor-specific, such as tumor imaging and histopathology, as well as patient-specific information, such as age and sex, is used to provide prognostic information. Tissue obtained at diagnosis, either from biopsy or from surgical resection, is utilized to develop a complex profile of gene expression in the tumor. Labeled (typically fluorescently) target samples are made from total RNA that is enzymatically processed into complementary DNA (or RNA) and represent relative messenger RNA (mRNA) abundance within the tumor for all expressed genes. This is hybridized to filter-, glass slide-, or silicon chip-based arrays of cDNA or oligonucleotide probes and the signals are measured and normalized. Clustering provides a means to identify sets of genes with similar expression and group tumors based on these clusters (unsupervised), thus identifying unique molecular signatures or group genes based on known characteristics of the tumors (supervised). Gene signatures identified may have prognostic significance. Tumors that appear similar on imaging and histologic examination may be shown to exhibit differing molecular profiles and therefore different clinical outcomes using microarray technologies (see Color Plate 35).
A particular limitation of the microarray approach rests in the need for fresh or frozen biologic samples (Auer et al. 2003; Bustin and Nolan 2004; Farragher et al. 2008), as opposed to the paraffin-embedded archival tissue most readily available in clinical pathology laboratories. While analytes derived from frozen tissue are nearly always preferable, the existence of many archival paraffin tissues in repositories has spawned efforts to identify methods for extracting high-throughput data from this source. In this regard, methods for profiling the fragmented mRNA obtained from archival tissue have recently become available that should allow for even larger collections of data (Bibikova et al. 2004; Scicchitano et al. 2006; Haque et al. 2007; Penland et al. 2007; Farragher et al. 2008; Furusato et al. 2008; Srivastava et al. 2008).

To analyze microarray data, some general approaches have been employed. Unsupervised clustering is a statistical method which utilizes correlation of expression among probes to group samples (Eisen et al. 1998; Eisen and Brown 1999; Tavazoie et al. 1999). These groups share molecular signatures and, presumably, an underlying biology. Supervised clustering can be used to determine gene signatures specific for known classes of samples (Allison et al. 2006; Michiels et al. 2007). For example, tumors can be grouped based on patient outcome (for example, survivors vs. deaths) or by known molecular changes (for example, retention vs. loss of human chromosomes 1p/19q in oligodendrogiomas) and particular signatures for each type identified. In attempting to identify particular genes that might play a role in tumorigenesis or malignant progression, a correction must be employed for the large number of statistical comparisons needed, and an expected false-discovery rate threshold set. Validation, either by the use of independent datasets, in the case of gene signatures, or by the use of independent platforms, such as real-time quantitative PCR (qRT-PCR), is required to guard against false-positive results (Allison et al. 2006). Validation can be “technical” where the subset of genes examined in the array analysis is tested in the same tumor samples using a different analytic method to ensure concordance. While important in the early days, this may be less important currently, as experience with robust microarray platforms (such as Affymetrix) indicates reliable performance with most genes, especially those which are expressed at moderate to high levels.

In contrast, to technical validation, testing to ensure reproducibility of results in independent sample sets remains a critical but sometimes overlooked requirement. The high-throughput nature of expression microarrays leads to an issue familiar to statisticians termed “the multiple comparisons problem”. The reader is referred to the bioinformatic literature for a more thorough description, but this problem, in essence, results from the fact that false-positive results are inevitable when testing a large number of variables (gene expression measurements) using a limited number of samples. Efforts to reduce false positives, including validation of results using a large independent sample, are therefore required to ensure generalizability of results. Failure to do this may in part explain a previous lack of reproducibility among optimal gene lists for a single tumor type.
A powerful use for gene signatures is as biomarkers of tumor prognosis and response to therapy. Microarray profiles have been used as prognostic (i.e., predictive of outcome) markers and, more recently, have been proposed as predictive (i.e., predictive of response to a treatment) markers. An important consideration in any new biomarker, and gene expression profiles are no exception, is that it augment the existing clinical and pathological prognostic markers commonly used to predict outcome in brain tumors. The complex and comprehensive nature of gene expression profiles allows for the potential determination of response to a wide range of therapies and the personalization of care. However, as stated above, caution is warranted when moving from microarray data to clinically useful biomarkers. Biomarker studies are optimal when the number of samples far exceeds the number of markers tested, which is impossible for microarray experiments. Several rounds of validation are therefore needed to address this problem and find biomarkers that are reproducible among independent datasets.

### 23.2 Expression Profiling in Human Brain Tumors

Early studies of cDNA array-based profiling in brain tumors were reported within just a few years of the development of the technology. Initial studies relied on the use of large, filter-based arrays (Fuller et al. 1999; Caskey et al. 2000; Huang et al. 2000; Sallinen et al. 2000; Chakravarti et al. 2001; Raza et al. 2004; Somasundaram et al. 2005). In one such report using glioma specimens, expression of 20 tumors [5 glioblastoma (GBM), 5 anaplastic astrocytoma (AA), 5 anaplastic oligodendroglioma (AO), and 5 oligodendroglioma] was compared to two normal brain specimens using commercial filters of 597 genes. The insulin-like growth factor-binding protein 2 (IGFBP2) gene was found to be specifically upregulated in GBM and has subsequently been proposed to have a biological function in these tumors. Nevertheless, such early profiling studies underscore the need for high-resolution arrays to identify more than just a single upregulated gene and for the use of microarrays that allow for much larger sample sizes.

With the exception of gliomas, expression profiling of brain tumors has relied on relatively small cohorts of tumors. For example, limited studies have been performed using meningioma- or schwannoma-derived specimens (Watson et al. 2002; Sasaki et al. 2003; Cuevas et al. 2005; Wrobel et al. 2005; Sayagues et al. 2006; Aarhus et al. 2008; Keller et al. 2008; Martinez-Glez et al. 2008) and novel biomarkers from these studies have yet to emerge. Nevertheless, a number of important studies have been undertaken with medulloblastoma. Using 23 tumors from metastatic and non-metastatic tumors, a subset of 85 genes was sufficient to accurately classify the tumors (MacDonald et al. 2001). The results suggested that the platelet-derived growth factor receptor (PDGFR)-signaling pathway was important in medulloblastoma
metastasis, a finding validated by immunohistochemical and in vitro studies. A larger study of 60 tumors identified an eight-gene signature capable of predicting survival independent of the existing clinical stratification scheme used for medulloblastoma (Pomeroy et al. 2002). Importantly, this study demonstrated that medulloblastoma represented a molecularly distinct group of pediatric tumors compared to other embryonal tumors, and provided evidence that activation of the sonic hedgehog (SHH) pathway was important for medulloblastoma tumorigenesis. In a third study, comparison of six medulloblastomas to normal cerebellum identified a number upregulated genes, including ezrin, cyclin D2, high mobility group protein 2, microtubule-associated protein Rb/EB family member 1, histone deacetylase 2, and ornithine decarboxylase 1; however, the small size of the study requires further validation (Park et al. 2003). The aurora kinase A gene (AURA, STK15), whose protein product plays a role in mitosis, was identified as a marker of overall survival among 35 medulloblastomas using both cDNA microarrays and immunohistochemical validation (Neben et al. 2004). In another report, 46 medulloblastomas were partitioned into five molecular subtypes, each with associated molecular abnormalities previously associated with medulloblastoma tumorigenesis, such as mutation of the wingless gene (WNT), deletion of chromosome 6, or mutations in the sonic hedgehog pathway (SHH) (Thompson et al. 2006). Profiling of 31 additional tumors showed that the expression signatures accurately predicted the genetic alteration associated with each subtype. To summarize, profiling data of medulloblastoma are still underdeveloped but indicate that analysis of additional samples will likely elucidate molecular signatures of clinical relevance.

Similar to medulloblastoma, small cohort studies have been performed using ependymoma tumors (Korshunov et al. 2003; Lau 2005; Suarez-Merino et al. 2005; Taylor et al. 2005; Gilbertson 2006; Modena et al. 2006; Sowar et al. 2006; Lukashova-v Zangen et al. 2007; de Bont et al. 2008). In one example, a microarray of >4700 cDNA probes representing >2600 genes was used to profile 39 tumors from adult and pediatric patients by 2-color hybridization (Korshunov et al. 2003). Gene expression signatures clustered based on tumor location (brain vs. spinal cord), patient age, and grade (for supratentorial tumors). The data suggested that activation of proliferation-associated genes and downregulation of the phosphate and tensin homolog gene (PTEN)/tumor suppressor gene may lead to progression from World Health Organization (WHO) grade II to III. Generalization of these findings will require analysis of larger sample sets. In another study, 19 pediatric ependymomas were profiled against >12,000 genes and expression compared to normal brain. Additional information including loss of heterozygosity (LOH) analysis was also included. A panel of 112 genes emerged as candidate genes for tumorigenesis based on their relative expression and position within regions of allelic imbalance (e.g., the long-arm of chromosome 22), but the prognostic role of this signature was not investigated (Suarez-Merino et al. 2005). In a landmark analysis of 29 ependymomas profiled on Affymetrix GeneChips, supervised clustering based
on tumor location (supratentorial, posterior fossa, or spinal) identified gene signatures that recapitulated the expression of the neural precursors from each of those sites (Taylor et al. 2005; Gilbertson 2006). For example, expression of EPHB-EPHRIN and NOTCH-signaling pathway genes that are found in the developing cells of the brain subventricular zone (SVZ) were also found in supratentorial tumors. Similarly, the developmentally regulated homeobox (HOX) genes were seen in spinal tumors, where they play a role in anteroposterior tissue patterning around the cord and where their dysregulation may lead to tumor formation. Microarray results were validated by immunohistochemical staining of corresponding protein products. Based on the observation that ependymoma gene signatures recapitulate expression seen in developing glia, the authors then proposed that ependymal tumors are derived from a stem-like, radial glial cell-like precursor and that identification of these cells in tumors will have prognostic and therapeutic implications (Taylor et al. 2005; Gilbertson 2006). In another report, profiling of ependymomas was undertaken in order to develop a biomarker of tumor recurrence (Sowar et al. 2006). Thirteen specimens, seven from patients who experienced recurrent tumor and six from those that did not, were analyzed on Affymetrix GeneChips. A minimal gene subset including pleckstrin (PLEK), nuclear factor kappa B2 (NFKB2), and a pseudogene homologous to transmembrane phosphatase with tensin homology (TPTE) and PTEN were sufficient to accurately distinguish recurrent from non-recurrent tumors. Further validation with larger sample sizes will be needed for these findings. In an analysis of 47 ependymomas, unique gene signatures were identified to distinguish long (>10 year) vs. typical-duration survivors (Lukashova-v Zangen et al. 2007). A poor-outcome signature was also identified and associated with proliferation-related genes. Additional profiles were identified based on tumor location. However, minimal overlap exists between these profiles and the other profiles reported for ependymomas using similarly small tumor sample numbers. Finally, differential expression of sex-determining region on Y box (SOX) genes has been identified by comparison of expression profiles between medulloblastomas and ependymoma (de Bont et al. 2008). Medulloblastoma and ependymoma-specific expression signatures were identified by comparison of each tumor type with normal cerebellum. A total of 27 medulloblastoma, 13 ependymoma, and 5 normal cerebellum specimens were used and expression of specific SOX genes appeared to have prognostic significance. Nevertheless, the small sample size again precludes generalization of these results, and robust conclusions await the generation of additional data.

### 23.3 Expression Profiling of Human Gliomas

Of all the brain tumor types, by far the largest numbers of profiled tumors have been gliomas (mainly astrocytic and oligodendroglial tumors), largely due to the greater availability of specimens as well as the research interest in discovery because of the poor outcome of high-grade gliomas (Table 23.1). Using first
Table 23.1 Expression profiling studies in gliomas*

<table>
<thead>
<tr>
<th>First author name</th>
<th>Tumor type</th>
<th>Samples</th>
<th>Array</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aronica</td>
<td>Ganglioglioma</td>
<td>4</td>
<td>U133Plus2.0</td>
<td>Aronica et al. (2008)</td>
</tr>
<tr>
<td>Beetz</td>
<td>Astrocytoma</td>
<td>25</td>
<td>U95Av2</td>
<td>Beetz et al. (2006)</td>
</tr>
<tr>
<td>Bozinov</td>
<td>Astrocytoma</td>
<td>16</td>
<td>Research genetics</td>
<td>Bozinov et al. (2008)</td>
</tr>
<tr>
<td>Bredel</td>
<td>Glioma</td>
<td>50</td>
<td>Custom array</td>
<td>Bredel et al. (2005)</td>
</tr>
<tr>
<td>Bruna</td>
<td>Astrocytoma</td>
<td>52</td>
<td>U133A</td>
<td>Bruna et al. (2007)</td>
</tr>
<tr>
<td>Carlson</td>
<td>Glioma</td>
<td>71</td>
<td>U133A</td>
<td>Carlson et al. (2007)</td>
</tr>
<tr>
<td>Czernicki</td>
<td>Glioma</td>
<td>28</td>
<td>Clontech</td>
<td>Czernicki et al. (2007)</td>
</tr>
<tr>
<td>Diehn</td>
<td>Glioblastoma</td>
<td>22</td>
<td>Custom array</td>
<td>Diehn et al. (2008)</td>
</tr>
<tr>
<td>Dong</td>
<td>Glioblastoma</td>
<td>28</td>
<td>U133A</td>
<td>Dong et al. (2005)</td>
</tr>
<tr>
<td>Ducray</td>
<td>Glioma</td>
<td>13</td>
<td>U133Plus2.0</td>
<td>Ducray et al. (2008)</td>
</tr>
<tr>
<td>Faury</td>
<td>Glioblastoma</td>
<td>25</td>
<td>Custom array</td>
<td>Faury et al. (2007)</td>
</tr>
<tr>
<td>Freije</td>
<td>Astrocytoma</td>
<td>74</td>
<td>U133A and U133B</td>
<td>Freije et al. (2004)</td>
</tr>
<tr>
<td>French</td>
<td>Glioma</td>
<td>48</td>
<td>Affymetrix human exon 1.0</td>
<td>French et al. (2007)</td>
</tr>
<tr>
<td>French</td>
<td>Oligodendroglioma</td>
<td>38</td>
<td>U133Plus2.0</td>
<td>French et al. (2005)</td>
</tr>
<tr>
<td>Fuller</td>
<td>Glioma</td>
<td>24</td>
<td>Clontech</td>
<td>Fuller et al. (1999)</td>
</tr>
<tr>
<td>Godard</td>
<td>Astrocytoma</td>
<td>53</td>
<td>Clontech</td>
<td>Godard et al. (2003)</td>
</tr>
<tr>
<td>Hagerstrand</td>
<td>Glioma</td>
<td>23</td>
<td>Custom array</td>
<td>Hagerstrand et al. (2008)</td>
</tr>
<tr>
<td>Haque</td>
<td>Glioblastoma</td>
<td>16</td>
<td>Custom array</td>
<td>Haque et al. (2007)</td>
</tr>
<tr>
<td>Horvath</td>
<td>Glioblastoma</td>
<td>120</td>
<td>U133A</td>
<td>Horvath et al. (2006)</td>
</tr>
<tr>
<td>Huang</td>
<td>Astrocytoma Gr I</td>
<td>11</td>
<td>Clontech</td>
<td>Huang et al. (2000)</td>
</tr>
<tr>
<td>Huang</td>
<td>Glioma</td>
<td>32</td>
<td>Clontech</td>
<td>Huang et al. (2004)</td>
</tr>
<tr>
<td>Khatua</td>
<td>Astrocytoma</td>
<td>13</td>
<td>U95Av2</td>
<td>Khatua et al. (2003)</td>
</tr>
<tr>
<td>Kim</td>
<td>Gliomas</td>
<td>25</td>
<td>Clontech</td>
<td>Kim et al. (2002)</td>
</tr>
<tr>
<td>Korshunov</td>
<td>Ependymoma</td>
<td>39</td>
<td>Clontech</td>
<td>Korshunov et al. (2003)</td>
</tr>
<tr>
<td>Liang</td>
<td>Glioma</td>
<td>105</td>
<td>Custom array</td>
<td>Liang et al. (2005)</td>
</tr>
<tr>
<td>Liu</td>
<td>Glioblastoma</td>
<td>21</td>
<td>U133A</td>
<td>Liu et al. (2006a)</td>
</tr>
<tr>
<td>Ljubimova</td>
<td>Glioma</td>
<td>22</td>
<td>Incyte genomics</td>
<td>Ljubimova et al. (2001a)</td>
</tr>
<tr>
<td>Ljubimova</td>
<td>Astrocytoma</td>
<td>7</td>
<td>Incyte genomics</td>
<td>Ljubimova et al. (2001b)</td>
</tr>
<tr>
<td>Lukashova-v-Zangen</td>
<td>Ependymoma</td>
<td>47</td>
<td>Custom array</td>
<td>Lukashova-v-Zangen et al. (2007)</td>
</tr>
<tr>
<td>MacDonald</td>
<td>Medulloblastoma</td>
<td>23</td>
<td>Affymetrix G110 array</td>
<td>MacDonald et al. (2001)</td>
</tr>
<tr>
<td>Markert</td>
<td>Glioblastoma</td>
<td>7</td>
<td>Affymetrix HU6800</td>
<td>Markert et al. (2001)</td>
</tr>
<tr>
<td>Marko</td>
<td>Glioblastoma</td>
<td>20</td>
<td>U133Plus2.0</td>
<td>Marko et al. (2008)</td>
</tr>
<tr>
<td>McDonald</td>
<td>Glioma</td>
<td>143</td>
<td>Custom array</td>
<td>McDonald et al. (2007)</td>
</tr>
<tr>
<td>Mischel</td>
<td>Glioblastoma</td>
<td>13</td>
<td>U95Av2</td>
<td>Mischel et al. (2003)</td>
</tr>
<tr>
<td>Mukasa</td>
<td>Glioma</td>
<td>22</td>
<td>U95A</td>
<td>Mukasa et al. (2002)</td>
</tr>
<tr>
<td>Mukasa</td>
<td>Oligodendroglioma</td>
<td>13</td>
<td>U95A</td>
<td>Mukasa et al. (2004)</td>
</tr>
<tr>
<td>Neben</td>
<td>Medulloblastoma</td>
<td>35</td>
<td>Custom array</td>
<td>Neben et al. (2004)</td>
</tr>
<tr>
<td>Nigro</td>
<td>Glioblastoma</td>
<td>34</td>
<td>U95Av2</td>
<td>Nigro et al. (2005)</td>
</tr>
<tr>
<td>Nutt</td>
<td>Gliomas</td>
<td>50</td>
<td>U95Av2</td>
<td>Nutt et al. (2003)</td>
</tr>
<tr>
<td>Park</td>
<td>Medulloblastoma</td>
<td>6</td>
<td>Clontech</td>
<td>Park et al. (2003)</td>
</tr>
</tbody>
</table>
generation Affymetrix chips (HU6800), 45 astrocytic tumors (19 grade I, 5 grade II, and 21 grade IV), and 6 normal brain specimens were profiled on approximately 6800 probes (Rickman et al. 2001). A unique profile of 360 genes was identified that distinguishes pilocytic (grade I) tumors from GBM (grade IV). Five genes upregulated in GBM, but not previously known to play a role in the tumor, were validated by qRT-PCR and immunohistochemical staining of clinical tissue specimens. Some of these genes, such as FOXM1, have been subsequently reported by others to play functional roles in glioma tumorigenesis and progression (Teh et al. 2002; van den Boom et al. 2003; Liu et al. 2006b; Dai et al. 2007). The complexity and robustness of the microarray data obtained

<table>
<thead>
<tr>
<th>First author name</th>
<th>Tumor type</th>
<th>Samples</th>
<th>Array</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persson</td>
<td>Glioma</td>
<td>36</td>
<td>Custom array</td>
<td>Persson et al. (2007)</td>
</tr>
<tr>
<td>Petalidis</td>
<td>Astrocytoma</td>
<td>65</td>
<td>U133A</td>
<td>Petalidis et al. (2008)</td>
</tr>
<tr>
<td>Phillips</td>
<td>Astrocytoma</td>
<td>76</td>
<td>U133A and U133B</td>
<td>Phillips et al. (2006)</td>
</tr>
<tr>
<td>Pomeroy</td>
<td>Glioma</td>
<td>99</td>
<td>Affymetrix HU6800</td>
<td>Pomeroy et al. (2002)</td>
</tr>
<tr>
<td>Pope</td>
<td>Glioblastoma</td>
<td>52</td>
<td>U133A and U133B</td>
<td>Pope et al. (2008)</td>
</tr>
<tr>
<td>Qi</td>
<td>Glioma</td>
<td>3</td>
<td>BioDoor gene technology</td>
<td>Qi et al. (2005)</td>
</tr>
<tr>
<td>Raza</td>
<td>Astrocytoma</td>
<td>20</td>
<td>Clontech</td>
<td>Raza et al. (2004)</td>
</tr>
<tr>
<td>Rich</td>
<td>Glioma</td>
<td>41</td>
<td>U133A</td>
<td>Rich et al. (2005)</td>
</tr>
<tr>
<td>Rickman</td>
<td>Astrocytoma</td>
<td>45</td>
<td>Affymetrix HU6800</td>
<td>Rickman et al. (2001)</td>
</tr>
<tr>
<td>Riemenschneider</td>
<td>Glioblastoma</td>
<td>30</td>
<td>GE healthcare</td>
<td>Riemenschneider et al. (2005)</td>
</tr>
<tr>
<td>Ruano</td>
<td>Glioblastoma</td>
<td>20</td>
<td>Custom array</td>
<td>Ruano et al. (2008)</td>
</tr>
<tr>
<td>Sallinen</td>
<td>Astrocytoma</td>
<td>9</td>
<td>Clontech</td>
<td>Sallinen et al. (2000)</td>
</tr>
<tr>
<td>Scrideli</td>
<td>Glioblastoma</td>
<td>6</td>
<td>GE healthcare</td>
<td>Scrideli et al. (2008)</td>
</tr>
<tr>
<td>Shai</td>
<td>Glioma</td>
<td>35</td>
<td>U95A2</td>
<td>Shai et al. (2003)</td>
</tr>
<tr>
<td>Sharma</td>
<td>Astrocytoma (PA)</td>
<td>8</td>
<td>U95A</td>
<td>Sharma et al. (2006)</td>
</tr>
<tr>
<td>Somasundaram</td>
<td>Astrocytoma</td>
<td>7</td>
<td>Genomic solutions</td>
<td>Somasundaram et al. (2005)</td>
</tr>
<tr>
<td>Sowar</td>
<td>Ependymoma</td>
<td>13</td>
<td>U133Plus2.0</td>
<td>Sowar et al. (2006)</td>
</tr>
<tr>
<td>Suarez-Merino</td>
<td>Ependymoma</td>
<td>6</td>
<td>U95A2</td>
<td>Suarez-Merino et al. (2005)</td>
</tr>
<tr>
<td>Tanwar</td>
<td>Astrocytoma</td>
<td>19</td>
<td>Incyte genomics</td>
<td>Tanwar et al. (2002)</td>
</tr>
<tr>
<td>Tews</td>
<td>Glioma</td>
<td>35</td>
<td>Custom array</td>
<td>Tews et al. (2006)</td>
</tr>
<tr>
<td>Thompson</td>
<td>Medulloblastoma</td>
<td>46</td>
<td>U133A</td>
<td>Thompson et al. (2006)</td>
</tr>
<tr>
<td>van den boom</td>
<td>Glioma</td>
<td>43</td>
<td>Affymetrix HU6800</td>
<td>van den Boom et al. (2003)</td>
</tr>
<tr>
<td>Van meter</td>
<td>Glioblastoma</td>
<td>6</td>
<td>U133A</td>
<td>Van Meter et al. (2006)</td>
</tr>
<tr>
<td>Watson</td>
<td>Oligodendroglioma</td>
<td>7</td>
<td>Affymetrix HU6800</td>
<td>Watson et al. (2001)</td>
</tr>
<tr>
<td>Wong</td>
<td>Astrocytoma (PA)</td>
<td>21</td>
<td>U133A</td>
<td>Wong et al. (2005)</td>
</tr>
</tbody>
</table>

(PA) Pilocytic Astrocytoma.

* We apologize for exclusion of reports not available for review.
has improved based on improving technology, such that not only is nearly every known and predicted gene represented on a single, current-generation micro-
array, but gene splice variants can also be profiled using arrays containing oligonucleotides from potentially spliced exons. Such “exon” arrays have been utilized for glioma profiling (French et al. 2007; Cheung et al. 2008). Interesting, glioma-specific alternative splicing was a rare event in one study, with only 14 genes identified with tumor-specific splice variants (Cheung et al. 2008).

A number of investigations have attempted to identify individual genes or signaling pathways from microarray data that are prognostic in malignant gliomas (Tanwar et al. 2002; Khatua et al. 2003; Liang et al. 2005; Nigro et al. 2005; Liu et al. 2006a; Faury et al. 2007; McDonald et al. 2007; Reddy et al. 2008; Ruano et al. 2008; Scrideli et al. 2008). Using a group of only 19 gliomas, the chitinase-3-like-1 gene (CHI3L1), which encodes for the glycoprotein YKL-40, was found to be upregulated compared to normal brain and its expression correlated to tumor grade (Tanwar et al. 2002). Using a larger set of 34 GBMs, CHI3L1 again emerged as a significant gene and its expression correlated with decreased overall survival and in vitro radioresistance (Nigro et al. 2005). Subsequent studies have validated the role of CHI3L1 as a biomarker and suggested a functional role for YKL-40 in tumor progression (Nutt et al. 2005; Pelloski et al. 2005, 2006). The epidermal growth factor receptor (EGFR) and hypoxia-inducible factor-2α (HIF-2α) pathway have been implicated in high-grade pediatric astrocytomas based on microarray analysis (Khatua et al. 2003). An examination of genes overexpressed in GBMs identified a 70-gene signature that differentiated long term from typical-survivors (Liang et al. 2005). One of the genes in the signature, fatty acid-binding protein 7 (FABP7), was prognostic in an independent set of 105 patients. The ephrin receptor EPHA2 gene was found to be a prognostic marker based on a novel integrative analysis of comparative genomic hybridization (CGH) and mRNA microarray data (Liu et al. 2006a). Other studies have attempted to combine genomic structural information with expression profiling data to best identify prognostic genes and this type integrative approach represents the future of biomarker discovery (Nigro et al. 2005; Liu et al. 2006a; Persson et al. 2007).

Similar to the earliest studies mentioned previously (Rickman et al. 2001), a number of groups have taken the approach of attempting to predict tumor classification (e.g., pathologic grade) based on expression profiling (Kim et al. 2002; Pomeroy et al. 2002; Godard et al. 2003; Nutt et al. 2003; Shai et al. 2003; van den Boom et al. 2003; Czernicki et al. 2007; Margareto et al. 2007; Bozinov et al. 2008). For example, analysis of 35 gliomas using Affymetrix U95A GeneChips identified a 170-gene signature that accurately classified tumors based on grade. Another group attempted to develop a molecular classifier based on microarray data which could be used to help classify gliomas with “non-classic” histologies (Nutt et al. 2003). Twenty-one tumors were used to build a gene classifier that was then applied to an additional 29 tumors with ambiguous histology (GBM vs. AO). Survival prediction based on the classifier was superior to that based on histologic diagnosis.
Specif ic studies have focused on oligodendroglioma array analysis (Watson et al. 2001; Mukasa et al. 2002; Huang et al. 2004; Mukasa et al. 2004; French et al. 2005; Tews et al. 2006; Ducray et al. 2008; Hagerstrand et al. 2008). In one report, a gene signature of approximately 1100 probes was capable of classifying based on grade (WHO grade II vs. III) (Watson et al. 2001). As response to treatment in these tumors is related to deletion of human chromosome 1p/19q (Cairncross et al. 1998), several of the studies have attempted to identify unique expression profiles based on the 1p/19q status (Mukasa et al. 2002; French et al. 2005; Tews et al. 2006; Ducray et al. 2008). Expression of unique genes or gene signatures has been identified to correlate with 1p/19q deletion, such a neuron-related genes (Mukasa et al. 2004; Ducray et al. 2008) or candidate tumor suppressor genes (Tews et al. 2006). The concept of functional gene signatures that may be independent of histologic grade, but that reflect the underlying tumor biology, has been developed by a number of groups.

23.4 Molecular Subtypes of Infiltrating Gliomas

Expression profiling followed by clustering of infiltrating gliomas (using both k-means and hierarchical methods) has led to the concept of molecular subtypes defined by genes overexpressed within each group. A group from the University of California, Los Angeles (UCLA) identified several subtypes, in a set of 84 tumors, which they termed extracellular matrix, mitosis, neurogenesis, and synaptic transmission (Freije et al. 2004). An independent study (see Figure 23.2 and Color Plate 36) then found subtypes with some similarities found by the UCLA group, specifically a “mesenchymal” group (corresponding to the extracellular matrix) proneural (corresponding to neural development) and “proliferative” (corresponding to mitosis) (Phillips et al. 2006). The subtype termed by the UCLA group as “synaptic transmission” was not found, and it is possible that this group represents cases with a high degree of normal/non-neoplastic brain within the sample. Subsequently, a group from the United Kingdom in an independent study highlighted the mesenchymal/angiogenic subtype (called “angio” by the authors) as clinically aggressive and characteristic of grade IV tumors (Petalidis et al. 2008). This picture is still evolving, and the specific genes that describe each subtype are not identical among the various studies. However, a preliminary conclusion that can be reached is that a subset of gliomas exist that overexpress genes associated with mesenchyme and angiogenesis. This subgroup is composed almost solely of GBMs and is particularly aggressive and generally resistant to therapy. A second group exists that may correspond to the “proneural” subtype. This group is overrepresented with lower grade gliomas. Some GBMs also are included in this group, and these tend to be more responsive to therapy. This concept has also been extended to oligodendroglioma, which has been reported as having a proneural phenotype (Mukasa et al. 2004; Ducray et al. 2008). While future work will clarify the robustness of these molecular subtypes, the concept of mesenchymal vs. proneural gliomas does seem to be supported by...
several independent studies and represents a paradigm for future biologic investigations. Whether or not specific therapies are more or less effective within each molecular subgroup will no doubt be examined in future clinical trials.

23.5 Stem-Cell Biomarkers

As noted previously for ependymoma, microarray analysis has been used to gain insight into the stem cell of origin for brain tumors (Taylor et al. 2005; Gilbertson 2006; Lee et al. 2006). A wealth of data has begun to accumulate on glioma cancer stem cells, a small population of cells within the tumor hypothesized to be the initiators of tumorigenesis, to be resistant to conventional treatment, and to regrow the tumor following therapy (Reya et al. 2001; Hemmati et al. 2003; Singh et al. 2003, 2004; Yuan et al. 2004; Bao et al. 2005).
Primary culture of human gliomas under stem-cell promoting conditions (i.e., as neurospheres) identified unique gene signatures which closely matched those of the primary tumor but which were lost once the cells were allowed to differentiate in vitro (Lee et al. 2006). These data pave the way for identifying novel stem-cell-specific biomarkers and therapeutic targets in gliomas.

### 23.6 The Future of Profiling: Multiplatform Integration

As demonstrated by those studies that incorporated both genomic information (copy number alterations, chromosomal loss of heterozygosity, etc.) and mRNA expression data from microarrays (Mukasa et al. 2002, 2004; Nigro et al. 2005; Liu et al. 2006a; Tews et al. 2006; Persson et al. 2007; Ducray et al. 2008), more robust analyses are often possible by combining profiling platforms. It is possible to envision situations in which the combined profile from several methodologies is used to generate the most robust classifier. Such an approach is already underway. The Cancer Genome Atlas (TCGA) project, sponsored by the National Cancer Institute, aims to profile a large cohort of GBMs (approximately 500) at the DNA, mRNA, microRNA, and epigenetic (DNA methylation) levels (TCGA, 2008). Preliminary analysis of the first 206 GBMs to be studied has already provided validation of known genes and pathways previously implicated in GBM and new targets not otherwise known. The vastness of this data collection will require complex bioinformatics integration and robust statistical analysis but should lead to powerful prognostic tools.

The importance of developing biomarkers is not limited to determining the natural history of the tumor in a specific patient. Prognostic markers in themselves do not necessarily impact patient care unless they alter treatment choice. In the case of GBM, for example, newly diagnosed patients are currently treated uniformly with temozolomide chemoradiation, despite knowledge of the molecular heterogeneity of these tumors. Recent experience in breast cancer (van de Vijver et al. 2002; Paik et al. 2004) suggests that a multimarker panel may be more robust predictor of outcomes in patients with cancer. While gene expression data have begun to help define molecular subgroups of GBM, no such clinical gene expression predictor for GBM currently exists. Development of a multigene/multiplatform predictor in response to standard therapy could serve to identify the subset of patients with GBM who will experience durable tumor response and survival to this therapy alone. Patients identified prospectively based on this predictor as having a poor likelihood of response to standard therapy could be offered participation in more aggressive clinical trials with the knowledge that accepting the possibility of higher toxicity has a favorable risk-benefit ratio owing to the low likelihood of significant benefit from standard therapy alone. Future trials could incorporate both molecular inclusion criteria (identifying sensitive and refractory tumors) and hypothesis-based targeted
therapies for resistant tumors based on molecular phenotype. Such an approach would allow for personalization of treatment for brain tumors.

23.7 Conclusions

Transcriptional profiling of brain tumors has provided a wealth of candidate biomarkers and biologic data. Unique molecular signatures have been identified which are prognostic markers, independent of existing clinical and pathologic criteria. In the future, it is expected that these signatures and genes will be included as part of the diagnostic workup of brain tumors and utilized in treatment stratification in clinical trials. Ultimately, combining expression profiling data with data from other high-throughput genomic platforms will allow for the most robust prognostic determination and for customization of therapy to fit an individual patient’s molecular makeup.
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Chapter 24
Proteomic Profiling of Human Brain Tumors

Rongcai Jiang, Jian Yi Li, Gregory N. Fuller, and Wei Zhang

Abstract Although challenging, proteomic profiling has recently become a hot area in cancer research, and a majority of the currently available methodologies, such as two-dimensional polyacrylamide gel electrophoresis, two-dimensional difference gel electrophoresis, liquid chromatography, matrix-assisted laser desorption/ionization time-of-flight mass spectrometry, surface-enhanced laser desorption/ionization time-of-flight MS, tissue microarrays, and protein and antibody arrays, have been used in human brain tumor research. These studies have generated an enormous amount of data, and, in the postproteomics era, more powerful bioinformatics tools are needed to effectively mine proteomics data efficiently and accurately. The design, execution, and interpretation of in vitro and in vivo biological confirmatory experiments constitute major tasks for scientists who seek to identify clinically meaningful diagnostic and prognostic makers.
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24.1 Background

Technological advances have constituted a major force in the drive to increase our understanding of human brain tumors. Conventional molecular biologic approaches, such as Southern blotting, northern hybridization, western blot analysis, genotyping, polymerase chain reaction (PCR), and nucleotide sequencing, have led to the identification of many genetic and molecular events associated with human brain tumor initiation and progression. Among the signature events associated with the development of human diffuse gliomas, some of the most exciting include the amplification of the epidermal growth factor receptor (EGFR) gene and the deletion or mutation of tumor suppressor genes TP53, PTEN, and p16INK4A (Caskey et al., 2000).

The development and advancement of high-throughput genomic technologies, such as DNA microarrays, have led to an exponential growth in the knowledge of the molecular and genetic characteristics of gliomas. In the first reported studies of gene expression profiling of diffuse gliomas, we profiled 25 gliomas of different histologic subtypes and grades using the first commercially available microarray product, which permitted the evaluation of approximately 600 genes. These studies led to the discovery of the overexpression of insulin-like growth factor binding protein 2 (IGFBP2) in high-grade gliomas, and to the identification of combination gene sets that could be used for accurately classifying four major subtypes of diffuse glioma (oligodendroglioma, anaplastic oligodendroglioma, anaplastic astrocytoma, and glioblastoma) (Fuller et al., 1999; Kim et al., 2002). Even more studies identifying diagnostic and prognostic markers using much higher density DNA microarrays have been reported since then, many of which have independently confirmed the earlier discoveries of us and further established IGFBP2 as an oncogene for glioma development and progression through Akt pathway (Sallinen et al., 2000; Dunlap et al., 2007; Fukushima et al., 2007; Mehrian-Shai et al., 2007).

A major limitation of RNA-based assays is that relative mRNA expression level neither corresponds with the level of protein expression nor reveals post-translational protein modifications, which are critical for the function of many regulatory proteins. Moreno et al. performed genomic profiling by cDNA array and, concurrently, proteomic profiling by two-dimensional polyacrylamide gel electrophoresis (2D PAGE)-matrix-assisted laser desorption/ionization time-of-flight mass spectrometry (MALDI-TOF-MS) on a series of pituitary adenomas. A comparison of the results revealed that only 40% of the proteins identified by proteomic assay had the corresponding genes identified by the gene chip analysis, and the overall agreement of the proteomic and mRNA expression data was only 43%. It was also found that some genes, such as thioleodoxin domain containing 9, exhibited an increased mRNA expression level with a paradoxically decreased corresponding protein expression level (Moreno et al., 2005). An additional recent report found a negative correlation between mRNA and protein levels during mouse embryonic stem cell differentiation (Baharvand et al., 2008).
Genomic profiling is one side of the equation; the other side, proteomic profiling, has also been a focus of intensive investigation in cancer research. Although a much more challenging endeavor, proteomic study has several advantages. First, protein identification and profiling by immunohistochemical techniques have been critical for accurate diagnosis of many types of tumors for many years. Secondly, body fluids, which are relatively easy to obtain through non-invasive methods, are quite amenable to proteomic analysis. Finally, a survey of protein activation status provides insight into the signaling pathways that operate in a given tumor, thereby delineating the tumor’s pathobiology and also potentially identifying relevant pathways for therapeutic intervention.

Protein profiling based on 2D PAGE has been conducted since the early 1980s. However, the concept has been expanded to broadly encompass 2D PAGE-based and 2D PAGE-free protein profiling, protein arrays, tissue micro-arrays (TMAs), and protein identification through mass spectrometry (MS)-based technologies. Excluding protein and tissue arrays, proteomics analyses always include four steps: (1) sample collection and protein isolation, (2) protein separation, (3) protein identification and data extraction, and (4) protein function confirmation.

For sample collection and protein isolation, protein prefractionation technologies, such as laser microdissection, can be utilized to isolate a relatively “pure” tumor cell population from the mixed cell population that the native tissue specimen comprises, thus enhancing protein profiling precision. For protein separation, gel-free technologies, such as liquid chromatography (LC) and MS, have been developed that are based on direct protein identification from body fluids, and are used in addition to classical 2D PAGE. Also, significant advances have appeared in peptide measurement and data extraction in conjunction with the rapid development of MS and bioinformatics procedures. For protein functional confirmation, traditional molecular biological technologies, such as western blotting, immunohistochemical staining, and cell proliferation assays, are advantageously coupled with modern molecular biologic technologies for the assessment of overexpression or downregulation of particular genes of interest. One current trend is to combine several different proteomic-related technologies with multiple bioinformatic approaches to facilitate protein profiling and subsequent data analysis. Herein, we review the proteomics approach to brain tumor investigation according to key technologies in current use.

24.2 Protein Separation

24.2.1 Two-Dimensional Polyacrylamide Gel Electrophoresis (2D PAGE)

Protein separation is the key step in proteome analysis in both gel-based and gel-free procedures. Gel-based protein separation is synonymous with 2D
PAGE, which was developed as a method to separate proteins based on charge and size (O’Farrell, 1975; Narayan et al., 1986). 2D PAGE remains the dominant methodology for protein separation and can be used to analyze hundreds of different proteins in a single experiment, despite inherent limitations, such as limited throughput, relatively large sample volume requirements, gel-to-gel variability, and the inability to accurately detect and measure low-abundance proteins.

The utility of 2D PAGE coupled with MS is illustrated by the studies of Dasgupta et al., in which levels of the eIF2α-binding protein MetAP2 were significantly higher in the cerebrospinal fluid of NF1-deficient mice with optic pathway gliomas compared to tumor-free NF1 mice. Highly expressed MetAP2 was confirmed in the optic pathway glioma tissues and the optic nerves from the genetically engineered NF1-deficient mice. Furthermore, MetAP2 was determined to be higher only in the pilocytic astrocytomas of NF1-deficient mice, but not in sporadic astrocytomas (Dasgupta et al., 2005b).

To uncover the intracellular signaling pathways in NF1-deficient astrocytes, 2D PAGE coupled with MS was used to analyze protein lysates derived from primary NF1+/- and NF1−/− murine neocortical astrocyte cultures. The results revealed that a series of ribosome biogenesis-promoting proteins, as well as mTOR pathway signaling, was upregulated in the NF1−/− astrocytes. The inhibition of mTOR resulted in the growth abrogation of the NF1−/− astrocytes and restoration of normal proliferation rates (Dasgupta et al., 2005a).

Khwaja et al. collected 60 cerebrospinal fluid and cyst fluid specimens from 32 astrocytomas, 7 primary brain tumors, 8 metastatic brain tumors, 3 infectious disease samples, and 10 normal controls (Khwaja et al., 2007). Based on the combined results from 2D PAGE, MALDI-TOF and TOF-MS, high-performance liquid chromatography (HPLC), and cleavable isotope-coded affinity tag analyses, attractin was found to be specially secreted by astrocytoma cells. Western blotting analysis and immunohistochemical staining both confirmed that the expression level of attractin was high in high-grade astrocytomas and slightly increased in metastatic brain tumors and low-grade astrocytomas. However, within the various cellular constituents of normal brain tissue, attractin expression was confined to the neuronal population. No attractin expression was detected in schwannoma cells. Furthermore, scratch-wound assays and Boyden chamber migration assays both demonstrated a key role of attractin in glioma invasiveness (Khwaja et al., 2006a).

Using 2D PAGE, Li et al. identified nine proteins that were exclusively expressed in astrocytomas of different histologic grades but not in normal astrocytes, four proteins that presented in high-grade astrocytomas (WHO grades III and IV) but not in low-grade astrocytomas (WHO grade II), and four proteins that were expressed only in glioblastoma. The expression of three of these proteins, Ki-67, N-CoR, and IRS-2, was validated by immunohistochemical staining. Low-grade diffuse astrocytomas exhibited a low MIB-1 (Ki-67) proliferation index. Anaplastic astrocytomas expressed increased...
N-CoR and had a moderate MIB-1 (Ki-67) proliferation index. Glioblastomas strongly expressed N-CoR and IRS-2 and had very high MIB-1 (Ki-67) proliferation indices.

Using the combination of 2D PAGE and cICAT (cleavable isotope-coded affinity tags) in a LN-Z308 (p53-null) human glioblastoma cell line in the presence or absence of reconstituted wild-type p53 expression, Khwaja et al. found that of the 111 proteins identified as secreted by the cells, 39 were enhanced and 21 were inhibited in response to wild-type p53 expression. None of these were direct transcriptional targets of wild-type p53 transcription factor activity, indicating that wild-type p53 indirectly affects the stability or secretion of these proteins (Khwaja et al., 2006c).

### 24.2.2 Two-Dimensional Difference Gel Electrophoresis (2D DIGE)

2D DIGE was developed to overcome the irreproducibility issue associated with gels, which constitutes the most troubling shortcoming of 2D PAGE. In 2D DIGE, two proteins, from an experimental and a control sample, are labeled with different cyanine-based fluorescent dyes, Cy3-NHS and Cy5-NHS being the most popular (Gong et al., 2004), and then run on the same gel. Thus, the pattern of the protein of interest in the experimental sample is superimposed on that of its counterpart in the control sample. 2D DIGE is very sensitive and is capable of detecting as little as 0.5 fmol of protein without electrophoretic mobility shift arising between the differentially labeled samples (Gong et al., 2004). Because of 2D DIGE’s high sensitivity, sample variation, such as that introduced by contamination from neighboring tissues or that resulting from sample clean up and fractionation, can result in significant errors. Fortunately, several groups have shown that the use of laser capture microdissection can significantly mitigate error attributable to sample variation (Kondo et al., 2003; Mustafa et al., 2008).

Beckner et al. reported using 2D DIGE with Cy3 and Cy5 to investigate the invasiveness of U87MG glioma cells by comparing the protein composition of cell pseudopodia with that of whole cells. MALDI-TOF-MS revealed that levels of HGF, Met, actin, total AnxI, and four other proteins were increased in pseudopodia compared to their levels in whole cells. AnxI and AnxII had been previously found to be associated with glioma progression (Beckner et al., 2005); however, actin is a “housekeeping” protein, and its elevation indicated a 2D DIGE error.

It is well known that oligodendroglomas that exhibit the favorable genetic signature of co-deletion of chromosomal arms 1p and 19q are sensitive to a number of treatment modalities, including chemotherapy with PCV (procarbazine, 1-(2-chloroethyl)-3-cyclohexyl-1-nitrosourea (CCNU), and vincristine) or temozolomide, and radiation therapy. However, the
mechanism underlying this response is not clear. Therefore, Ngo et al., using a proteomics approach consisting of 2D DIGE and MS coupled with classical protein-induction, cytotoxicity testing, cytogenetic analysis, and western blotting, analyzed two malignant glioma cell lines with 1p+/+ and 1p+/-.

A biomarker protein, stathmin, was identified and determined to be highly associated with 1p status. Downregulated stathmin was associated with 1p+/- and with better chemotherapeutic response, thus providing a hypothesis for the relationship between 1p deletion and chemoresponsiveness (Ngo et al., 2007).

24.2.3 Liquid Chromatography (LC)

LC is another advanced technology that separates proteins in a gel-free environment and is currently applied broadly with MS to profile proteins in biofluid samples. Adkins et al. published the first proteomics study using LC–MS/MS for human biofluid protein profiling in 2002 (Adkins et al., 2002). Since then, the number of LC–MS-based applications for human biofluid analysis has increased exponentially. In LC–MS or LC–MS/MS, the protein mixtures from cellular lysates or biofluids are digested into polypeptides by proteases, such as trypsin, separated by capillary LC, and analyzed by MS online via an electrospray ionization interface. Using strong cation exchange chromatography, thousands of proteins from complex mammalian tissues and cells can be identified by LC–MS/MS. Many peptides can be identified by high-throughput LC–MS through the established accurate mass and time tag reference library (Qian et al., 2006). Furthermore, when suitable depletion, fractionation, and/or enrichment techniques have been applied, the proteome coverage offered by current LC–MS or LC–MS/MS extends to 100–300, and the dynamic range is enhanced to 10^3–10^7 (Lee et al., 2006; Qian et al., 2006). The peak capacities and dynamic range can be further enhanced by using higher pressure, smaller particles, nanoelectrospray interfaces, long gradients for separations, and columns that are longer or have smaller inner diameters (Tolley et al., 2001; Shen et al., 2002, 2005).

Despite the advantages of LC–MS and LC–MS/MS, both have a number of limitations in global protein profiling, including a high requirement for protein purification when the buffers and/or detergents used interfere with analysis. For example, in one study, Okamoto et al. used 2D PAGE and LC/MS to analyze oligodendrogliomas with or without 1p loss of heterozygosity (LOH). They found seven candidate proteins were overexpressed in oligodendrogliomas without 1p LOH, including Glyoxalase I and Rho GDP dissociation inhibitor, which enhance chemoresistance in other tumors (Okamoto et al., 2007). Twelve overexpressed proteins in tumors with 1p LOH have previously been reported to induce chemosensitivity in other forms of human tumors (Okamoto et al.,
2007). In one protein profiling study using the malignant glioma cell line D54MG, Westman-Brinkmalm et al. reported that prefractionation with microsolution isoelectric focusing strengthened the protein identification power of LC–MS/MS compared to that of 2D PAGE coupled with MALDI-MS. As an additional benefit, the prefractionation procedure depleted detergents before the samples were applied to LC–MS/MS. Moreover, the authors speculated that a delipidization process might facilitate the detection of intracellular proteins by opening membranes (Westman-Brinkmalm et al., 2005). With the development of LC–MS technologies and the advance of fractionation approaches, the range of proteins detectable in human biofluids and tissues by global profiling has been greatly expanded. However, no single technology can currently be considered to be the best method of protein profiling, and more effort is required to improve and optimize protein separation and identification.

Vogel et al. used nanospray LC, a recently developed LC technology, to profile four glioblastoma cell lines and eight surgically resected glioblastoma tissue samples (Vogel et al., 2005). The authors found that more than 60 proteins were lost and more than 160 proteins were gained during cell culture. Among these 220 proteins, six that were found to be expressed in all of the surgically resected human glioblastomas were sequenced, and all were associated in one way or another with cell growth by virtue of a role in enhancing cell signaling, transcription, or cell division. Vogel et al. also identified other proteins exclusively expressed in the glioblastoma cell lines that were related to cytoskeleton movement or scaffolding. Other investigators have observed similar findings in cultured fibroblasts (Chang et al., 2004, 2002).

24.3 MS-Based Protein Identification

MS determines structural information from the analysis of ionized peptides based on the mass-to-charge (m/z) principle. MS technologies have evolved rapidly over the past decade, with matrix-assisted laser desorption/ionization MS (MALDI-MS) and electrospray ionization MS (ESI-MS) among the most commonly used methods.

In MALDI-MS, a protein and peptide sample is mixed with a small energy-absorbing matrix to form a crystal lattice, which is then irradiated by a laser. The matrix absorbs the energy from the laser and subsequently passes it to the sample peptides to induce ionization. The peptide ions in their gas phase are subsequently ejected into a mass analyzer, and the peptide ion intensity versus m/z is measured to facilitate identification.

Although the protein identification procedure in ESI-MS is also based on the mass-to-charge principle, in ESI-MS the liquid proteins and peptides are sprayed out through a microcapillary tube in a very fine mist, during which they are ionized using high voltage. The sample particles are further ionized
by being passed through a heated capillary or a curtain of nitrogen, after which they enter the MS analyzer, which detects and calculates ion intensity versus m/z.

24.3.1 Matrix-Assisted Laser Desorption/Ionization Time-of-Flight Mass Spectrometry (MALDI-TOF-MS)

Currently, one of the most popular MS procedures is MALDI-TOF-MS, which takes advantage of the physical property of time-of-flight (TOF). In MALDI-TOF-MS, the gas ions of the MALDI-generated protein and peptide sample are directed through a flight tube and strike a detector. The time required for the ions to travel the length of the flight tube correlates with the m/z value; ion intensity versus m/z is then determined. MALDI-TOF-MS has gained popularity because of several inherent advantages, including its simplicity, sensitivity, and fully automatic data analysis and database search capabilities (Smith et al., 2006).

Using MALDI-MS, Schwartz et al. accurately separated glioma from non-tumor cells, stratified individual tumor grades, and distinguished patients who survived long term (>90 months) from those who survived short term (<15 months). In patients with short-term survival, protein profiles were found to be an independent biomarker of patient survival. Furthermore, six expressed proteins were identified as glioma specific. Among these, calcyclin was predominantly expressed in patients with short-term survival, dynein light chain 2 was overexpressed in patients with long-term survival, and PEA-15 expression was higher in low-grade gliomas than in glioblastoma (Schwartz et al., 2005).

Drug response experiments have also been performed using LC coupled with MALDI-TOF-MS. For example, Billecke et al. treated the LNZ308 glioma cell line with platinum chemotherapeutic agents, profiled protein peak changes using 2D chromatography, and analyzed the resultant data using MetaComparison Tool and ProteomeLab PF2D software (Beckman Coulter). The authors found that the response protein peaks were either unique to the treatment with trinuclear platinum, BBR3464, BBR3610, or cisplatin, or common to the combination of two of these agents. They also identified two interesting protein peaks in the cisplatin- and BBR3610-treated cells, which were subsequently determined by MALDI-TOF-MS and MALDI-TOF/TOF-MS to represent triosephosphate isomerase 1. These experiments demonstrated that a proteomic approach based on LC and MALDI-TOF-MS could be effectively applied to drug design and selection (Beckner et al., 2005).

MALDI-Fourier transform ion cyclotron resonance MS (MALDI-FTICR-MS) and MALDI-Fourier transform MS (MALDI-FTMS) have been utilized to study the proteomics of glioma microvasculature. Using these methods, fibronectin, colligin2, non-muscular myosin-9, calcium-binding protein 22, and Cdc42 effector protein 3 were shown to be overexpressed in glioma vessels (Mustafa et al., 2007; Titulaer et al., 2008).
**24.3.2 Surface-Enhanced Laser Desorption/Ionization Time-of-Flight Mass Spectrometry (SELDI-TOF-MS)**

SELDI-TOF-MS, which is being increasingly utilized, takes advantage of the fact that chemical or biological surfaces can serve as the platforms for protein retention, which, in turn, can serve as a prefractionation step that permits detection of less-abundant proteins. In brief, SELDI-TOF-MS produces differential mass spectra between two experimental proteins. For example, in one recent study of cerebrospinal fluid samples from 32 pediatric brain tumor patients and 70 pediatric control patients, the combined application of SELDI-MS, ProteinChip array technology, and statistical analysis revealed that of 247 identified protein peaks, 123 were differentially expressed in the brain tumor patient cohort, which permitted differentiation of the control and brain tumor cohorts with 88% accuracy and 88% specificity. Of the 123 peaks, one that was highly overexpressed in brain tumor patients was selected for further evaluation and, using SDS-PAGE, was identified as apolipoprotein A-II. Expression of this protein, which was confirmed by western blotting and immunohistochemistry, correlated significantly with the cerebrospinal fluid albumin concentration, suggesting an association with blood–brain barrier disruption (de Bont et al., 2006).

Apolipoprotein A-II was also sequenced using a SELDI-based analysis by the application of protein tryptic digestion and MS/MS in a secondary processing (Smith et al., 2006). Khwaja et al. used SELDI-TOF-MS to analyze cerebrospinal fluid from 10 patients with central nervous system malignancies (six glioblastomas, one diffuse astrocytoma, one ependymoma, two melanomas, and one metastatic carcinoma), 12 with inflammatory or reactive conditions, and 10 with unknown central nervous system diseases. The authors found that carbonic anhydrase was overexpressed in many central nervous system malignancies, including glioblastoma. Non-neoplastic cerebrospinal fluid, especially in inflammatory conditions, exhibited prominent levels of cystatin C. The study thus demonstrated that cerebrospinal fluid proteomics can be used to detect, diagnose, and monitor central nervous system disease (Khwaja et al., 2006b).

Recently, a MALDI-MS-based technique called imaging MS, or direct-tissue proteomics, has been developed that can produce an MS image, or molecular weight-specific map, of a given tissue sample (Stoeckli et al., 2001). Direct-tissue proteomics can be combined with molecular enrichment using different surfaces. In one study, a gold surface was used to differentiate healthy brain from glioma tissue, and an achromatographic surface helped determine tumor type and also revealed three tumor biomarkers of molecular weight 4535 Da, 9896 Da, and 20246 Da. The 4533-Da protein was found to be a potential diagnostic marker for glioblastoma (Bouamrani et al., 2006).

A summary of the above technologies and their application is shown in Fig. 24.1 and Color Plate 37.
Fig. 24.1 Summary of the protein separation and the MS-based protein identification. The cellular lysates come from tissue, cerebral spinal fluid, or cell line cultured in vitro. Laser capture microdissection can be applied to purify the tumor cells from the tumor tissue block. 2D PAGE, 2D DIGE, or liquid chromatography is often used to separate the proteins. With
24.4 Tissue Microarray (TMA)

As an alternative proteomic technology, TMA plays a key role in accelerating the translation of basic research findings into clinical applications. TMA permits in situ histopathological analysis to occur simultaneously with in situ hybridization and/or immunohistochemical analysis of hundreds of different archival tissue samples on a single glass slide array. TMA has become a widely utilized tool for all types of tissue-based research (Bubendorf et al., 2001; Wang et al., 2002). Figure 24.2 and Color Plate 38 provides an example of a high-density TMA.

In cancer, specifically, TMAs permit the detection of tumor-associated protein expression through the rapid screening of a large number of tumors. In one study by Brat et al., 189 surgical formalin-fixed, paraffin-embedded tissue samples of human gliomas of WHO grades I–IV and 23 normal human brain tissues were collected and incorporated into a TMA (Brat et al., 2004). Using immunohistochemical staining, the investigators observed that aquaporin 4 (AQP4) expression and distribution were greater in high-grade

![Figure 24.2](image-url) Detection of IGFBP2 expression in a glioma TMA. GBM, glioblastoma; AA, anaplastic astrocytoma; LGA, low grade astrocytoma; AO, anaplastic oligodendroglioma; O, oligodendroglioma; MOA, mixed oligoastrocytoma; AMOA, anaplastic mixed oligoastrocytoma; GS, gliosarcoma; NB, normal brain; CL, cell lines (see Color Plate 38)
astrocytomas (WHO grades III and IV) than in low-grade astrocytomas (WHO grade II). In contrast, pilocytic astrocytomas (WHO grade I) had a higher expression score than low-grade diffuse astrocytomas. Also, the group found that the central region of glioblastomas had a significantly higher AQP4 score than the peripheral infiltration zone. No significant differential AQP4 expression was found between primary and secondary glioblastomas. In another study, Warth et al. also found that a higher AQP4 score was associated with more prominent brain edema and blood–brain barrier disturbance but not with patient survival (Warth et al., 2007).

The combination of TMA with other techniques, such as genome-wide screening and fluorescence in situ hybridization (FISH), constitutes a powerful tool for the detection of differential gene expression and abnormal chromosomes in tumors. For example, Neben et al. profiled gene expression in 35 newly diagnosed medulloblastomas to detect genes associated with unfavorable clinical course. Nine of the most promising candidate genes were selected for further analysis using a TMA of 189 medulloblastoma tissue cores. The expression of STK15, stathmin 1, and cyclin D1 was found to be associated with unfavorable survival. Of these three genes, STK15 was identified as an independent prognostic factor for survival regardless of clinical parameters such as patient gender or age; the metastatic stage, grade, or extent of tumor resection; and whether chemotherapy had been used. Moreover, the FISH analysis revealed that additional gene copy numbers of MYC and STK15 predicted poor survival. These results show that genes associated with proliferation, transcription, and mitosis, including cyclin D1, MYC, and STK15, play a key role in medulloblastoma pathogenesis (Neben et al., 2004).

The expression of AKT, NFκB, and PTEN in gliomas is well known. However, the correlation of expression of these proteins in human gliomas is not well described. Huang et al. constructed a TMA using 259 glioma samples and used it with other technologies, including western blotting, to determine the expression and correlation of AKT, NFκB, and PTEN. A strong positive correlation was found between the expression of AKT and NFκB and histological tumor grade. The expression of AKT was inhibited by stable PTEN expression in U251 cells. These results suggest that the regulation of AKT, NFκB, and PTEN expression may constitute a target for therapeutic intervention (Wang et al., 2004).

Another study by Wang et al. demonstrated that the expression of IGFBP5, but not IGFBP3, increased with anaplastic progression of gliomas. The results suggest that IGFBP5, like IGFBP2, may also play a role in glioma progression (Wang et al., 2006).

24.5 Protein and Antibody Array Analysis

Driven by the fact that many targets in cancer therapy are related to signaling pathway, investigators have recently developed a new method of profiling based on the activation status of cellular signal pathways. The method, parallel
analysis of protein function, uses a biochip to provide high-throughput characterization of protein expression (Haab et al., 2001; Knezevic et al., 2001; Templin et al., 2003). This approach informs the clinician about the activated signaling pathways operative in a given tumor and thus enables the rational selection of specific targeted therapy as well as permitting the monitoring of total and phosphorylated proteins before and after treatment and between disease and non-disease states (Sheehan et al., 2005).

The antibody array (forward-phase protein array) and the reverse-phase protein array, which was developed later, are the two basic protein array formats (see Fig. 24.3 and Color Plate 39) (Haab, 2005). In the antibody array, hundreds of antibodies are immobilized on a substratum and act as bait molecules that capture the solution phase analyte molecules

Fig. 24.3 Protein arrays. Antibody array (forward-phase protein array) is formatted by printing the selective antibodies on a slide, while the reverse-phase protein array is printed with the cellular lysate extracted from tissue, cerebral spinal fluid, or cell lines (see Color Plate 39)
(from serum or tissue protein lysates). Antibody arrays have been successfully used in breast cancer research to identify a linkage between the ErbB2 receptor, AP-2 transcription factors, and differential G1 cyclin expression (Yeretssian et al., 2005). Leukemia researchers have also used antibody arrays to concurrently evaluate 50 or more CD antigens on leukocytes or leukemia cells in a single analysis. Using this approach, the expression of 48 CD antigens as determined by microarray correlated well with flow cytometry results (Belov et al., 2001) (see Color Plate 39).

In the reverse-phase protein array, hundreds of test samples (protein lysates from serum or tissues) are immobilized on a suitable surface, permitting the antigen responses of multiple samples to be compared directly when incubated with an antibody. Generally, the reverse-phase methodology assesses only one protein per slide, which allows multiple samples to be compared side by side. Efforts are under way to develop dual-color infrared dye-labeled antibodies and quantum dots to permit the measurement of protein expression levels from multiple patient samples on the same spot in the same array (Geho et al., 2005). Reverse-phase protein arrays have two additional advantages: (1) only a very limited quantity of protein lysate is required for each spot, which allows the analysis of signaling pathways in a small number of cultured cells or cells isolated by laser capture microdissection; and (2) both denatured lysates and non-denatured lysates can be used, thus avoiding the problem of antigen retrieval; and, in addition, protein–protein, protein–DNA, and/or protein–RNA complexes can be detected and characterized (Sheehan et al., 2005).

Pawel et al. analyzed prostate cancer samples with reverse-phase protein arrays and confirmed that prostate cancer progression was associated with the increased phosphorylation of Akt, the suppression of apoptosis pathways, and the decreased phosphorylation of ERK. The protocol Pawel et al. described was designed to accomplish several aims: to retain proteins in a largely unfolded state, to avoid the boiling of proteins, to allow the microtiter plates used in robotic spotting to be frozen and thawed between uses, to keep a high relative humidity during spotting to prevent the evaporation of liquid, and to include staining for total protein after the normalization of the negative control (Pawel et al., 2001). In another study, reverse-phase protein array analysis revealed that protein kinase C was downregulated in prostate cancer progression (Grubb et al., 2003). These findings demonstrate that reverse-phase protein arrays show promise for monitoring disease-related protein expression and for investigating the cellular effects of pharmaceutical agents (Nishizuka et al., 2003; Espina et al., 2003; Grubb et al., 2003; Wulfkuhle et al., 2003).

In our laboratory, a glioma protein lysate array was constructed from 82 primary glioma tissue samples and used to survey the expression and phosphorylation of 46 proteins involved in the signaling pathways of cell proliferation, cell survival, apoptosis, angiogenesis, and cell invasion. We then employed an analysis algorithm to robustly estimate the protein expression in these samples. When ranked by their discriminating power to separate 37 glioblastomas from
45 lower-grade gliomas, the following 12 proteins were identified as the most powerful discriminators: IBz, EGFRpTyr845, AKTpThr308, PI3K, BadpSer136, IGFBP2, IGFBP5, MMP9, VEGF, pRB, Bcl-2, and c-Abl. Clustering analysis showed a close link between PI3K and AKTpThr308, IGFBP5 and IGFBP2, and EGFRpTyr845 and IBz. Another cluster consisted of MMP9, Bcl-2, VEGF, and pRB. These patterns suggest functional relationships that warrant further investigation. The association of phosphorylation of AKT at Thr308, but not at Ser473, with glioblastoma suggests that a specific PI3K pathway event activates glioma progression (Jiang et al., 2006). Figure 24.4 and Color Plate 40 provides an example of a glioma protein lysate array.

![Glioma protein lysate array.](image)

**Fig. 24.4** Glioma protein lysate array. Protein was isolated from frozen glioma tissues and adjusted to 20 mg/mL with lysis buffer tissue. The serially diluted protein lysates were printed on PVDF-coated glass slides in triplicate using a robotic spotter (G3, Genomics Solutions). Detection was conducted with a DakoCytomation-catalyzed signal amplification system kit. Individual glass slide can be hybridized with antibodies against β-actin, pThr308 AKT, pSer473 AKT, total AKT, or other proteins; β-actin served as a positive control. The hybridized slides were scanned at an optical resolution of 1200 dpi and saved as uncompressed TIFF files (see Color Plate 40)

Despite its strengths, protein array technology still has some defects, including issues with cross-reactivity between sample proteins, suboptimal signal detection systems, poor detection of low-abundance proteins, posttranslational modifications and protein–protein interactions of individual proteins, difficulty
in attaining high quality specific antibodies or suitable protein-binding ligands, and inability to detect unknown antigens with predictable affinity and specificity (Templin et al., 2002; Molloy et al., 1999). For example, Aoki et al. used a reverse-phase protein array in an attempt to validate the observation that DNA oligonucleotides homologous to the telomere 3' overhang (T-oligos) induce autophagy in malignant glioma cells through the inhibition of mTOR and STAT3. The results, however, from western blotting performed to confirm the protein array data were only partially consistent with the initial findings. The authors hypothesized that the discrepancy between the protein array and western blotting data might have resulted from a lack of antibody monospecificity and from non-specific labeling. As the authors noted, the data reinforce the critical importance of cross-correlating protein array and western blotting results (Aoki et al., 2007).

24.6 Conclusion

The proteomic approach is increasingly employed in many medical fields and the technology continues to advance. Developments include procedures for the subcellular fractionation and separation of compartment proteins, such as the membrane fraction from whole tissues, and the development of direct proteomics, which obviates the need for time-consuming and labor-intensive laser capture microdissection (Molloy et al., 1999; Encheva et al., 2006). Additional advances include the development of gel-free 2D chromatography (Davidsson and Nilsson, 1999) and the combination of SELDI-TOF-MS with ProteinChips, which can be rapidly analyzed and provide extremely sensitive results (Cazares et al., 2002; Bast Jr., 2003; Mannes et al., 2003).

Nevertheless, existing proteomics techniques, such as 2D PAGE/MS and protein arrays, are time-consuming, expensive, and often technically challenging, which greatly hinders their use in the clinical setting. In addition, a majority of the published literature purporting to identify protein biomarkers using proteomics describe only a few proteins that are differentially expressed among tumor subsets and do not explore the clinical implications or potential applications of the findings in any depth. In fact, of the literally hundreds of brain tumor biomarkers identified through the use of proteomics techniques (summarized in Table 24.1), none have attained broad application for use in clinical prognosis, therapeutic target selection, or molecular classification. In this regard, it is likely that accurate diagnosis and prediction of disease behavior will require a panel of protein markers rather than single protein (Hale et al., 2003; Khwaja et al., 2007). Finally, bioinformatics and confirmatory in vitro and in vivo biological experiments are expected to play an ever increasing and critical role in the postproteomics era.
Table 24.1  New brain tumor markers identified from proteomics studies

<table>
<thead>
<tr>
<th>Markers</th>
<th>Observed function</th>
<th>Samples</th>
<th>Identification techniques</th>
<th>Confirmation techniques</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Immunohistochemical staining, western blotting, cell proliferation assay</td>
<td>Wang et al. Brain Pathology (2002)</td>
</tr>
<tr>
<td>STATHMIN</td>
<td>Strongly associated with the sensitivity to nitrosourea and overall survival of anaplastic oligodendrogliomas</td>
<td>Anaplastic oligodendrogliomas cell lines</td>
<td>2D DIGE, MALDI-TOF-MS</td>
<td>Protein induction, cell cytotoxicity testing, cyto genetic analysis and western blotting, immunohistochemistry, survival analysis</td>
<td>Ngo et al. J Natl Cancer Inst (2007)</td>
</tr>
<tr>
<td>CALCYLIN</td>
<td>Discriminating the different grade gliomas and indicate the overall survival</td>
<td>Glioma tissues</td>
<td>MALDI-TOF-MS</td>
<td>Immunohistochemical staining</td>
<td>Schwartz et al. Cancer Res (2005)</td>
</tr>
<tr>
<td>CAH (carbonic anhydrase)</td>
<td>Correlated with the malignancy of the brain tumors</td>
<td>CSF</td>
<td>SELDI-TOF-MS, MALDI-TOF-MS</td>
<td></td>
<td>Khwaja et al. Proteomics (2006b)</td>
</tr>
</tbody>
</table>
Table 24.1 (continued)

<table>
<thead>
<tr>
<th>Markers</th>
<th>Observed function</th>
<th>Samples</th>
<th>Identification techniques</th>
<th>Confirmation techniques</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>IGFBP5</td>
<td>Correlated with the histological grade of the gliomas</td>
<td>Gliomas tissue</td>
<td>TMA</td>
<td>Immunohistochemistry</td>
<td>Wang et al. Technol Cancer Res Treat (2006)</td>
</tr>
</tbody>
</table>
Abbreviations

2D PAGE two-dimensional polyacrylamide gel electrophoresis
2D DIGE two-dimensional difference gel electrophoresis
AQP4 aquaporin 4
EGFR epidermal growth factor receptor
ESI-MS electrospray ionization mass spectrometry
FISH fluorescence in situ hybridization
HPLC high-performance liquid chromatography
IGFBP2 insulin-like growth factor binding protein 2
LC liquid chromatography
LOH loss of heterozygosity
MALDI-FTICR-MS MALDI-Fourier transform ion cyclotron resonance mass spectrometry
MALDI-FTMS MALDI-Fourier transform mass spectrometry
MALDI-TOF-MS matrix-assisted laser desorption/ionization time-of-flight mass spectrometry
MS mass spectrometry
PCR polymerase chain reaction
SELDI-TOF-MS surface-enhanced laser desorption/ionization time-of-flight mass spectrometry
TMA tissue microarray
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Chapter 25
Proteomic Discovery of Biomarkers in the Cerebrospinal Fluid of Brain Tumor Patients

Fatima W. Khwaja and Erwin G. Van Meir

Abstract  Central nervous system (CNS) diseases often induce changes in the protein composition of the cerebrospinal fluid (CSF) as this liquid bathes the brain and collects its secreted products. The detection and monitoring of such pathology-related changes can be exploited for their relation to tumor growth in the brain. The potential of using differential proteomic profiling in CNS malignancies to identify diagnostic, prognostic, and therapeutic response markers as well as therapeutic targets is currently being actively investigated. Furthermore, elucidation of the CSF oncoproteome may yield important biological insights into the pathogenesis of CNS neoplasms. New proteomic technology forecasts rapid screening, low sample consumption, and accurate protein identification in the CSF. These technological improvements will permit the gathering of reliable data on CSF protein composition in a clinically relevant microchip format in the foreseeable future. Here we review the current status of proteomic technology and its application to CNS cancers, with a focus on translational studies.
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25.1 Introduction

Body fluids are a valuable source of disease markers as they represent drainage products from involved tissues, including proteins secreted by normal, diseased, and dying cells, including inflammatory markers, immunoglobulins or cytokines, vasoactive compounds, and mediators of cell signaling and/or growth pathways. The detection and measurement of these leakage products and secreted proteins can potentially be used to diagnose a specific pathological process and to monitor its evolution (Kennedy 2001; D’Aguanno et al. 2007). For all these reasons, there is heightened interest in developing reliable methods for the quantitative detection of biomarkers associated with disease. This is a particular challenge but also a unique opportunity for neoplastic disease in the central nervous system (CNS).

25.2 Why Proteomics?

The proteome has been described as all of the proteins that are produced at a given time in a cell, tissue, or fluid. Proteomics offers a comprehensive, bird’s-eye view to analyze, at a systems level, all of the proteins that might result from, or contribute to, each different CNS disorder. The CSF proteome could provide unique biomarkers for the early stage diagnosis or the staging of a CNS malignancy, offer potential insights into the biochemical characterization of the affected cell populations, and clarify the principal molecular basis of brain tumor pathologies (Jin et al. 2007).

Proteomics has led to a greater understanding of genomic data generated from genome-wide expression and sequencing projects. However, for several reasons, correlating proteomic with genomic information is not an easy task. The expression level of a given protein varies widely within a cell and its
relationship with mRNA levels is rather poor. Furthermore, post-translational modifications and differential splicing, especially in higher organisms, can significantly blur the information gained at the DNA or RNA levels. Moreover, while many putatively expressed proteins have been found through complete genomic sequencing; their functional relevance still remains to be established (Kennedy 2001). Computational methods are currently being developed for rapidly assigning predicted functions to proteins based on genomic information. In contrast, proteomic studies allow us to identify proteins that are most useful in a particular cell or system based on their expression.

25.3 Cerebrospinal Fluid as a Biomarker Repository

Until recently, serum has been the most common sample source for human biomarker research. Serum is a complex medium containing proteins with concentrations that span 12 orders of magnitude. Identification of disease biomarkers within such intricate protein samples is challenging, especially since these markers are expected to be present in far lower concentrations than proteins that constitute the bulk of the mixture. Furthermore, due to the large volume of blood in circulation (5 l) any disease marker gets diluted many fold versus its concentration at the production site. Limitations of serum biomarkers studies are even greater when dealing with diseases of the brain and the nervous system, as they are relatively isolated from the remaining body due to the blood–brain barrier (BBB) and blood–CSF barrier (Abbott 2005; Righetti et al. 2005). To bypass these shortcomings, an increasing number of studies are using the cerebrospinal fluid (CSF) as a source of biomarker for CNS diseases.

25.3.1 Composition of the CSF

The CSF is a clear, colorless, and mostly cell-free liquid that circulates within the ventricles, in the spinal column, and around the brain in a cavity called the subarachnoid space (Fig. 25.1 and Color Plate 41). The CSF is not a simple filtrate of serum but is rather actively secreted from the ventricular choroid plexus epithelium and is reabsorbed at the arachnoid granulations into the venous circulation. The total volume of the CSF in the human ventricular system is estimated at 150 ml, about 20% resides in the ventricles and 80% in the subarachnoid space. Remarkably, 500 ml of new CSF is produced each day allowing it to have a high turnover rate (7–8 h) (Fountoulakis and Kossida 2006). About 70% of CSF is produced by the choroid plexus and another 30% from metabolic water production, including complete oxidation of glucose. The CSF serves multiple functions, it isolates the brain from the general blood circulation, provides buoyancy to the brain (reduces weight from 1,500 g in air to 50 g in CSF), and cushions it against impact damage.
Fig. 25.1 Magnetic resonance imaging enables to noninvasively visualize whole brain structures and CSF at high resolution and sharp contrast. A. A sagittal section of T1-weighted spin echo imaging gives dark CSF (e.g., in ventricle) in contrast to the gray and white matter tissue. B. A sagittal section of T2-weighted fast spin echo imaging with gray and white matter signal suppressed shows bright CSF. C, D. Maximum intensity projection of a whole brain T2-weighted imaging with suppression of brain tissues provides 3-D rendering views of CSF distribution in the whole brain. (Images and image reconstructions are contributed by 580 F.W. Khwaja and E.G. Van Meir
CSF is composed of water, glucose, salts (potassium, calcium, magnesium and relatively large amounts of sodium chloride), small molecules, nucleic acids, peptides, proteins, and enzymes that all play critical roles in many physiological processes (Table 25.1). Thus, any change in concentration and/or modification of these constituents, including proteins and peptides, could reflect pathological processes in the CNS. In the case of CNS malignancies, CSF can be thought of as a reservoir of proteins secreted during brain tumor development. As each type of neoplasm has its own characteristics, one would expect that each histologic type of brain tumor might have its own unique proteomic profile (Romeo et al. 2005; Huhmer et al. 2006).

Table 25.1 Comparison between contents of human CSF and serum

<table>
<thead>
<tr>
<th></th>
<th>CSF</th>
<th>Serum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume</td>
<td>100–160 ml</td>
<td>5,000 ml</td>
</tr>
<tr>
<td>Electrolytes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sodium (Na)</td>
<td>137–145 mM</td>
<td>136–145 mM</td>
</tr>
<tr>
<td>Potassium (K)</td>
<td>2.7–3.9 mM</td>
<td>3.5–5 mM</td>
</tr>
<tr>
<td>Calcium (Ca)</td>
<td>1–1.15 mM</td>
<td>2.2–2.6 mM</td>
</tr>
<tr>
<td>Chloride (Cl)</td>
<td>116–122 mM</td>
<td>98–106 mM</td>
</tr>
<tr>
<td>pH</td>
<td>7.31–7.34</td>
<td>7.38–7.44</td>
</tr>
<tr>
<td>Protein</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total protein</td>
<td>0.2–0.5 g/l</td>
<td>55–80 g/l</td>
</tr>
<tr>
<td>Albumin</td>
<td>56–75%</td>
<td>50–60%</td>
</tr>
<tr>
<td>IgG</td>
<td>0.01–0.014 g/l</td>
<td>8–15 g/l</td>
</tr>
</tbody>
</table>

CSF shares many properties with serum (Table 25.1). Like serum, the concentration of proteins present in CSF spans several orders of magnitude. Furthermore, over 75% of CSF protein composition is accounted for by albumin and immunoglobulins very similar to serum composition. Finally, CSF contains high levels of salt and ions and maintains a pH very close to that of the serum. An important difference, however, is that CSF is at least an order of magnitude less complex than serum. The protein concentration in CSF and plasma is 25 and 6,500 mg/100 g, respectively. The overall protein content of the CSF is estimated to be less than 0.5% that of serum with less than 1,000 proteins and peptide products as compared to nearly 40,000 in the serum (Zougman et al. 2008). Lastly, the CSF protein content largely originates

Fig. 25.1 (continued) Dr. Hui Mao, Department of Radiology, Emory University.) E. Visualization of CSF circulation in a sagittal section of the human brain. CSF is produced mainly in the choroid plexus (purple), then it circulates in the ventricles (dark tan) and around the spinal cord from which it enters into the subarachnoid space (light blue). The CSF is reabsorbed in the venous circulation at the granuloid villi which herniated into the venous sinus (see Color Plate 41)
from the CNS due to the absence of a barrier at the CSF–brain interface and the presence of the blood–brain barrier (BBB), which excludes serum proteins from the brain and CSF. In contrast, serum contains proteins produced throughout the body, including those that are reabsorbed from the CSF circulation at the arachnoid villi (Huhmer et al. 2006).

### 25.3.2 Significance of CNS Barriers

The CNS is a largely closed system that is protected from systemic effects through two separate barriers: the BBB and the blood to cerebrospinal fluid barrier (B-CSF) (Fig. 25.2 and Color Plate 42) (Abbott 2005). The
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**Fig. 25.2** Blood–brain barrier and blood–CSF barrier. **A.** Simplified structure of normal blood vessel not present in the brain. In normal blood vessels, the endothelial cells (shown in *pink*) are surrounded by mural cells such as pericytes and smooth muscle cells. **B.** Blood–brain barrier: In normal brain, the endothelial cells of the capillaries contain tight junctions creating a strong barrier that prevents diffusion of hydrophilic substances from CNS capillaries into the surrounding tissues and vice versa. However, necessary nutrients and metabolites such as glucose are transported with the aid of specific transport mechanisms. **C.** Blood–CSF barrier: In the choroid plexus, the blood–brain barrier is absent as the capillary endothelial cells here are fenestrated. This allows substances to pass freely from the bloodstream into the brain tissue and also in the opposite direction. However, here, tight junctions are present in the overlying ependyma (choroid plexus epithelium), thus creating a two-way barrier between brain tissue and ventricular CSF (see Color Plate 42)
discovery of these barriers and their impact on brain tumor imaging and therapy are described in Chapter 33. Disruption or dysfunction of these barriers is a complication of neurodegenerative diseases and brain injuries including those associated with CNS malignancies (Hawkins and Egleton 2008).

The BBB is a structure in the CNS vasculature that blocks the passage of microscopic organisms and most immune cells, as well as selectively restricts movement of chemical substances between the arterial and the venous bloodstream that irrigates the brain and the nervous system. The passage of molecules necessary for proper metabolic functions such as oxygen is unimpeded or facilitated by carrier-mediated transport (D-glucose). The “barrier” is created through tight junctions connecting the endothelial cells constituting the CNS vasculature and is reinforced by associated astrocytes that further restrict the movement of solutes (Marchi et al. 2003). Therefore, very limited amounts of proteins cross from the blood to the brain tissue.

In contrast to the BBB, the B-CSF is a barrier system established through epithelial cell layers connected by tight junctions in different locations in the brain. The first is the choroid plexus, a cauliflower-shaped organ that has many narrow tissue protrusions where blood capillaries are enveloped by a layer of choroid plexus epithelial cells (Fig. 25.2). The majority of the CSF is produced by the choroid plexus, where the blood capillaries provide the incoming flow of liquid to the choroid plexus epithelial cells that actively secrete CSF. The blood capillaries in this area have no tight junctions (Fig. 25.1C) and are fenestrated so as to allow movement of small molecules freely between blood and the epithelial cells that line the external surface of the choroid plexus (Fig. 25.2B). The B-CSF at the choroid plexus is physically formed by the tight junctions that link the choroid plexus epithelial cells. The second part of this barrier, the neurothelium (a layer of meningotheelial cells) covering the arachnoid membrane, envelopes the brain and the surrounding arachnoid space filled with CSF. The meningotheelial cells are also linked by tight junctions, which prevent passage of substances from the blood through this membrane (Marchi et al. 2003; Abbott 2005). The arachnoid membrane is a thin layer of connective tissue resembling a cobweb with numerous threadlike strands attached to the innermost layer of the meninges. The space under the arachnoid membrane, the subarachnoid space, is filled with CSF. The CSF circulation ends when it is reabsorbed by arachnoid granulations, which are tufted prolongations that protrude through the dura into the draining venous sinuses (Fig. 25.2).

While the movement of substances from the blood to the brain tissue or to the CSF is tightly controlled by these two barriers, there is no such restriction at the brain–CSF interface. Ependymal cells lining the ventricles and the pia-glial membrane cells on the surface of the brain are not connected by tight junctions and permit macromolecular exchanges. Consequently, products secreted by normal or tumoral brain tissue in the extracellular space can freely diffuse into the CSF, a process possibly enhanced by the increased interstitial pressure found in tumors. In the case of CNS disease, the concentration of brain-derived protein products can increase in the CSF itself due to the inability to cross the
BBB and the B-CSF. The selective protein permeability at the arachnoid granulations where CSF is reabsorbed to the venous blood is incompletely understood. Overall, the lack of barrier between CSF and brain tissue makes it a valuable source in biomarker research for CNS disease and malignancies (Abbott 2005).

25.4 CSF Proteomics for the Identification of CNS Neoplasia

The CSF can be thought of as a window to study CNS disease and its access is less invasive than neurosurgical procedures (Maurer et al. 2003). The limitations of traditional CSF cytology have spurred the investigation of new techniques for the rapid screening and accurate identification of proteins secreted into the CSF by tumor and stromal cells. Proteomic technologies are particularly suited for investigating biological fluids like CSF in order to identify disease-related alterations and to develop individualized molecular signatures for disease processes, thus realizing personalized proteomic medicine.

25.4.1 The Promise of CSF Proteomics: The Identification of Markers of CNS Neoplasia for Patient Diagnosis, Prognosis, and Follow-Up After Therapy

At present, brain tumors are mainly diagnosed through imaging studies such as CT/MRI scans followed by the difficult task of histologic examination of tissue obtained through stereotactic biopsy or tumor resection. In addition to tumor classification and grading, other prognostic factors include patient age and performance status. To improve prognostication, research is underway to develop molecular approaches for classification of CNS malignancies. These include identification, characterization, and expansion of molecular (genetic and proteomic) factors with diagnostic, prognostic, and therapeutic potential.

Due to recent technological advances in proteomics, the identification of comprehensive “fingerprints” of protein and peptide profiles within biological fluids like CSF has become possible (Hanash et al. 2002; Huhmer et al. 2006; Glasker et al. 2007; Jain 2007). Molecular biology has contributed numerous tools for manipulating proteins and for elucidating their interactions and their occurrence as part of complexes. Biochemical strategies have been used to sort proteins into classes and to identify post-translation modifications. Decades of biochemical research also provide insight into functional aspects of proteins. At the same time, genomics has provided a sequence-based framework for mining this protein data as well through homology search of new sequences against those with known structures and properties. With the availability of these tools,
Researchers have shown a tremendous interest in the potential ability of proteomics to address many unfulfilled needs in clinical research (Kennedy 2001; Jain 2007; Micallef et al. 2008).

Consider the hypothetical patient presenting to clinic with neurological symptoms, such as a seizure, compatible with a CNS neoplasm. Currently, the presence of a brain lesion will be identified through neurological examination followed by CT scan/MRI imaging studies. A stereotactic biopsy for histologic analysis allows for a tissue-based diagnosis (for example, anaplastic astrocytoma, WHO grade III). The patient would then undergo chemo-/radiation therapy sometimes followed by partial or complete tumor resection through surgery. However, despite these treatments, astrocytoma patients carry a dismal prognosis with most dying within 5 years of initial diagnosis due to tumor recurrence and malignant progression. At present there are no clear prognostic markers available to predict recurrence or to follow the patient’s status when no visible tumor is present by neuroimaging. Most recurrences are identified when the tumor becomes visible on imaging studies, and it is usually difficult to distinguish tumor recurrence from radiation necrosis by these methods. Although not currently available, the detection of molecular marker(s) easily accessible through CSF could be immediately informative on the status of the recurrence without an invasive surgical procedure. It is imperative to select appropriate monitoring of tumor growth, response to therapy and recurrence, in a manner similar to how plasma levels of CA-125 protein can be used to follow ovarian cancer and predict recurrent disease before it becomes visible on imaging analyses.

### 25.4.2 Proteomic Methods for CSF Profiling

Methods for CSF processing and preparation, as this will result in higher levels of resolution, facilitate subsequent image analyses and improve confidence for accurately determining differential protein expression profiles. CSF proteomics itself employs two basic technologies: (1) some form of gel-based or liquid 2-D separation followed by (2) identification of individual proteins using mass spectrometry.

The first 2-DE map of the CSF was published in 1985 (Gallo et al. 1985; Wiederkehr and Vonderschmidt 1985). Since that time, protein spot detection and identification technologies have improved and updated CSF maps have been published. In the latest studies, over 700 specific peptide and protein products were identified as compared to only 70 presented in the first map (Zougman et al. 2008). Recent improvements in protein detection have increased sensitivity of these methods along with increased compatibility with subsequent MS and bioinformatics analyses. Here we briefly discuss the basic techniques for CSF protein mapping. An overview of some basic workflow plans for proteomic analyses of CSF can be seen in Fig. 25.3 and Color Plate 43.
Fig. 25.3  A. Schematic illustration of the flow of CSF in the brain and the different cellular structures that create the blood–CSF barrier. This representation is not intended to be entirely anatomically correct and does not show many ultrastructural details. Incoming arterial blood flow from the heart connects to the choroid plexus, a cauliflower-shaped organ where blood is “filtered” through a double cellular layer, endothelial cells lining the arterial capillary and the choroid plexus epithelial cells that are connected through tight junctions. This constitutes the first component of the blood–CSF barrier. Note that the endothelial cells in the choroid plexus are not connected by tight junctions. The CSF is released from the choroid plexus into the ventricles, which are lined by ependymal cells where exchanges between the normal and
25.4.2.1 1-D and 2-D Gel Electrophoresis

Protein separation in a gel medium using electrokinetic methods (most typically electrophoresis) is the simplest and most classical of proteomic techniques. Proteins are either separated in one dimension through isoelectric focusing [to segregate proteins by their isoelectric point (pI)] on immobilized, gel-based pH gradients or, alternatively, using sodium dodecyl sulfate-polyacrylamide electrophoresis (SDS-PAGE) where all proteins get uniformly negatively charged and get separated solely by their relative molecular weight (MW). Neither technique alone is capable of isolating individual proteins with enough purity for downstream identification. However, the combination of the two in 2-DE format provides a powerful tool to theoretically obtain a unique “fingerprint” of all proteins present in a particular sample (Fig. 25.4) (Carrette et al. 2006; D’Aguanno et al. 2007). However, typically only major proteins will be visualized in complex samples and minor proteins will go undetected. The application of commercially available immobilized pH gradient (IPG) strips has improved 2-DE reproducibility immensely. Similarly, the accessibility of IPG strips in various lengths and pH ranges has increased the electrophoretic resolution of proteins by allowing increased sample load. Some new 2-DE systems can simultaneously analyze up to 12 gels, further minimizing any difference between gels that would be caused by varying running conditions. Once run, the proteins are visualized with coomassie brilliant blue, silver, or the newer fluorescent (Sypro-Ruby) stains. Until recently, silver staining was considered the most sensitive as it could allow for visualization of proteins at nanogram levels. However, many silver staining methods are incompatible with downstream protein identification procedures employing mass

---

Fig. 25.3 (continued) tumor brain tissue extracellular content and the CSF can occur. The hydrostatic pressure of incoming CSF creates CSF flow through foramen like the median aperture at the skull base and the CSF enters a second larger compartment called the subarachnoid space, which surrounds the brain. In this space the CSF–blood barrier is established by the neurothelium, a layer of meningotheial cells that cover the arachnoid and are connected by tight junctions, constituting the second component of the CSF–blood barrier. The CSF is reabsorbed into the venous circulation through multiple arachnoid granulations, which are small tufted protrusions that herniate through the dura mater and serve as one-way pressure-dependent valves. Positive hydrostatic pressure of the CSF moves fluid into the large superior sagittal sinus back into the venous circulation along with limited number of proteins and other markers of the CNS environment. In addition, for comparison, a blood vessel irrigating the brain is shown on the right. The permeation of blood components into the brain parenchyma is restricted by the blood–brain barrier (BBB), which is constituted by endothelial cells with tight junctions, surrounded by pericytess and astrocyte feet (Drawing by Eric Jablonowski, Department of Radiology, Emory University.) B. Cross-section of a human ventricle showing the choroid plexus cellular structure (upper part) and the ependymal cell layer (lower part) separating the ventricular space (clear) from the brain tissue. The section was formalin-fixed and stained with hematoxylin and eosin. (Photography by Daniel J Brat, Department of Pathology, Emory University) (see Color Plate 43)
CSF samples require processing prior to their use in a proteomic platform. These include depletion of albumin/IgG as well as removal of salt and concentration of remaining protein. Once precipitated the protein should then be prefractionated using either of its properties, such as size, charge, or polarity. This allows for simpler mixtures that can be visualized at a much higher resolution during the downstream studies. Finally, the samples are subjected to proteomic analyses using either a gel-based or a liquid chromatography-based approach. The resulting fingerprint is visualized and interesting proteins are sequenced to gain information about their identity. Potential biomarkers of disease processes can then be validated on independent data sets and characterized for their functional significance.
spectroscopy. Even recently developed non-glutaraldehyde-based silver staining protocols still reduce the protein coverage during identification. Further MS-compatible staining methods are being developed in the market and will greatly improve the resolution of future studies.

25.4.2.2 Preparative 2-D Liquid-Phase Electrophoresis

To enhance the quality of proteomic analyses, a preparative 2-D liquid-phase electrophoresis system for the preseparation of CSF proteins has been recently promoted (Davidsson et al. 2001). This method is similar to 2-DE except that the first dimension of IEF is performed in the liquid phase. This allows further separation of CSF proteins into multiple (up to 20) fractions that are then individually resolved on SDS-PAGE. This allows for increased sample loading and less discrimination of membrane proteins, which normally have lower transfer efficiency from the first to the second dimension in 2-DE. Also, it results in higher resolution of each pI range and identification of additional proteins that might otherwise be lost due to inefficient focusing. The downside of using this technique is the requirement of larger initial sample as much sample is lost during the liquid-phase step.

25.4.2.3 MS Identification of 2-DE-Separated Proteins

Once the individual proteins in a given sample are well separated, the next step is to find their identity. The recent developments in mass spectrometry have improved the research capabilities in proteomic studies immensely. These methods include surface-enhanced laser desorption/ionization (SELDI), matrix-assisted laser desorption/ionization (MALDI) time-of-flight (TOF) MS, and electrospray ionization (ESI). MALDI-TOF-MS is a relatively straightforward, fast, and sensitive method to identify 2-DE-separated proteins. MALDI-TOF-MS is used to obtain peptide mass fingerprint (PMF) followed by MALDI-post-source decay-MS, which provides product ion (MS/MS) spectra that can be correlated with the amino acid sequence data of the corresponding precursor ions using sophisticated algorithms. This method is generally used for fractionated mixtures of peptides obtained from tryptic digests of single proteins or very simple protein mixtures. Using this approach, nearly 1,000 protein spots from 2-D gels of a single CSF sample have been analyzed with MS (Chaurand et al. 2005). SELDI-TOF-MS analysis on the other hand can be performed on intact protein samples and has been used successfully to find potential peaks of interest in both tissue and CSF samples from brain tumor patients (Bouamrani et al. 2006; Khwaja et al. 2006b). These two techniques are usually coupled to get the most accurate data. In a recent study, a protein from 30.0 to 32.0 kDa peak range was found specifically in neoplastic CSF when compared to non-neoplastic and inflammatory patients. This protein was identified by MALDI-TOF analysis as carbonic anhydrase, a protein overexpressed in many malignancies including high-grade gliomas (Khwaja et al. 2006b). However, this method is best suited for
“profiling” small proteins of usually <20 kDa and/or peptides and protein fragments (Bouamrani et al. 2006; Guerreiro et al. 2006). Furthermore, unlike MALDI-TOF or nanoLC-ESI MS/MS it cannot by itself provide for unambiguous positive identification of the proteins in the peaks of interest.

Another analytical tool for rapid screening of complex biological fluid samples is Fourier transform ion cyclotron resonance (FTICR) mass spectrometry (MS). In this method, tryptically digested body fluids (plasma, urine, CSF, and saliva) are directly analyzed without any prior separation, purification, or selection. The information gained from this method is comparable to traditional 2-DE data, consumes only a few microliters of sample, and the data are acquired in only a few minutes. However, it is important to separate the proteins and/or peptides prior to analysis in order to detect low-abundance proteins and other proteins of biological relevance (Bergquist et al. 2002).

### 25.4.3 Quantitative Proteomics

Quantitative or comparative proteomics is essential for characterizing a disease proteome in relation to its normal counterpart. In traditional 2-DE–MS analyses, the staining intensity of protein spots is compared between gels to determine relative protein concentrations and positive identification is accomplished by mass spectrometry following in-gel digestion. A more recent method, however, can visualize multiple protein samples on a single gel using a differential fluorescent-labeling technique [called 2-D difference gel electrophoresis (2DIGE)], thus improving reproducibility by avoiding gel-to-gel variation. In contrast to “gel-based” quantifications, nongel-based approaches rely on the analysis of the surrogate peptides obtained from digests of unfractinated or partially fractionated protein mixtures. In its simplest form, label-free nanobore LC-MS has been shown to detect differentially expressed proteins with confidence even without prior depletion of abundant proteins (Huang et al. 2007). When using a nanobore LC-MS/MS approach for quantification purposes, an approach based on stable isotope dilution, mass spectrometry adds additional advantages for enumeration. In this approach, the samples being compared are chemically or metabolically labeled with structurally identical yet isotopically distinct (i.e., different mass) tags as done in the case of its prototypic variety, the isotope-coded affinity tag (ICAT) technology (Gygi et al. 1999). This allows comparison of the relative abundance of each labeled peptide in two or more samples by analysis of peptides identical in sequence but differing in mass. This method still remains a technical challenge, however, because protein coverage could be compromised by inefficient chemical labeling, limited representation of peptides in a protein because of amino acid-specific labeling chemistry, sample loss due to additional purification steps, and chemical side reactions. To overcome these limitations, other nanobore LC-MS/MS approaches that do not involve differential isotopic labeling are also being developed. For instance, recent studies
indicate that the number of unique peptides identified for a single protein can serve as a measure of protein abundance. In a study examining CSF samples from astrocytoma patients, we employed both 2-DE and ICAT analyses to find differentially expressed proteins between each grade of astrocytoma. Our data suggest that while there is some overlap, still, 2-DE and ICAT work more as complementary techniques rather than validating one another. Using ICAT alone, we were able to identify and provide relative quantitation for several potential biomarkers for each grade of astrocytoma compared to nontumoral control CSF (Khwaja et al. 2007). Another recent study examined individual CSF proteins in patients with CNS lymphoma against those with benign focal brain lesions using a similar liquid chromatography/mass spectrometry-based method. Several hundred CSF proteins in CNS lymphoma were identified and differentially quantified, and further characterized for their expression pattern and quantification within tumor tissue, compared to control patients. Their results were confirmed using ELISA for one of these potential markers, antithrombin III (ATIII), on an independent validation set of 101 patients (Roy et al. 2008).

Although this method is semiquantitative and tends to be biased against low-abundance proteins, it can detect 2.5- to 5-fold changes in protein abundance with high confidence and is suitable for high-throughput proteome profiling using many samples. Improvements in MS instrumentation are also making it possible to quantify differentially expressed proteins on the basis of the ion volume calculated for individual samples by integrating the extracted ion chromatogram for a peptide of interest. In this application, the high-throughput, high-protein coverage, and automation capability of LC-MS/MS remain intact, facilitating its use for large-scale differential expression analysis and biomarker detection as recently accomplished with a large group of human serum samples.

25.4.4 Initial Results and First Biomarker Panel for Brain Tumor CSF

To date, only two studies have been performed to analyze the CSF from brain tumor patients using proteomic approaches. The first one found two candidate tumor-related proteins, the N-myc oncoprotein and the low-molecular-weight caldesmon (l-CaD) in CSF samples of patients with primary brain tumors using 2-DE followed by MALDI-TOF-MS analysis. However, this study was performed on only 10 patient samples that spanned a range of neoplastic histologies, limiting the conclusions that can be drawn (Zheng et al. 2003). A more recent study examined 60 samples of patients with CNS neoplasia and compared them with 11 nontumoral controls. The samples were derived from astrocytomas WHO grade II (6), III (7), and IV (19), schwannomas (5), metastatic brain tumors (10), inflammatory samples (3), and non-neoplastic controls (11). Using two proteomic techniques, 2-D gel electrophoresis (2-DE) and cleavable isotope-coded affinity tag (cICAT), the CSF proteomes were
The number of protein spots in each group correlated directly with malignancy grade where an average of 86 proteins in nontumor controls (range 76–90), 101 in AII (85–104), 136 in AIII (123–148), and 175 in CSF or cyst fluids from AIV patients (168–198) were observed. Both ventricular and lumbar punctures were used to access the CSF with very similar results. Additionally, the 19 AIV samples included 11 cyst fluids from tumor space, thus adding another variable to the analyses. To address the reliability of the assay, biomarkers discovered in the 11 AIV samples derived from fluid-filled tumor cysts were compared with those resulting from the 8 CSF samples from the same group. The distribution and levels of biomarkers identified in CSF and tumor cyst fluid were similar, providing a strong internal control of reliability. This finding also suggested that the proteins in CSF likely originated mostly from the tumor and would be present in the immediate tumor microenvironment. Among the identified proteins, there were 103 tumor and 20 astrocytoma-specific candidate protein biomarkers.

On close observation, one can see that there is variability in the demographic character, disease type, and treatments used within each study group. This is unavoidable as brain tumors are rare and CSF availability sparse, thus it is impossible to collect large groups of CSF that are homogeneous for many clinical parameters. As an example, the underlying diagnosis in the control group included headache, CSF leak, hydrocephalus, and arteriovenous malformation (AVM). Similarly in the high-grade study group, some individuals were early in their therapy and had undergone only diagnostic surgery, while others had advanced disease, were receiving radiation therapy, chemotherapy, and possibly had more than one prior surgery. Another variable was the relationship of the tumor to the CSF containing spaces. In some individuals, the lesions were adjacent to or communicated with ventricles, while others were away from ventricular or subarachnoid spaces. All these variables further complicate the proteomic studies and pose many challenges to data analyses (Khwaja et al. 2007).

The results from this first comprehensive proteomic screen of the CSF from brain tumor patients allowed us to develop tentative biomarker panels that could be used as a starting point to generate a diagnostic and/or prognostic tool for the clinic. Initial results suggest that these panels could potentially differentiate between all types of primary CNS tumors. Two panels were designed: the first contained 31 proteins that differentiated between tumor versus astrocytoma-specific proteins (Fig. 25.5), while the second panel contained the minimal number of proteins (n = 13) necessary for the pattern of expression to correlate most strongly with diagnostic grade. These proteins were chosen as they were most consistently seen differentially expressed within the grade they represent. Both potential protein panels were cross-validated using k-nearest neighbors (kNN) to determine how well they could correctly classify astrocytoma grade based on the 2-DE data. Using the kNN algorithm (k = 1), all subjects in the original training set of data were correctly classified with a misclassification rate of zero. Additionally, the panel was further validated using an independent prospective set of 11 patients (4 C, 1 AII, and 6 AIV) collected over a period of
6 months. This test set also yielded a misclassification rate of zero, thus providing proof-of-principle evidence for the use of biomarker panels in the clinical assessment of brain tumors in the future (Khwaja et al. 2007). Clearly, these studies are still preliminary, and a validation with larger sets of patients is necessary before a biomarker panel with clinical applicability is developed.

The above study identified several known markers of neoplastic disease, including secreted protein with acidic-rich cysteines (SPARC), vascular endothelial growth factor (VEGF), and fibroblast growth factor (FGF), which were differentially expressed in the CSF from glioma patients compared to nontumoral controls (Khwaja et al. 2007). Some of these proteins had already been shown to be involved in enhancing tumor development, growth, and migration of brain tumors (Shi et al. 2004; Tang et al. 2005). Gene expression for many of these secreted proteins has also been found upregulated in microarray expression-profiling studies of brain tumors, indicating that tumor, and not the surrounding normal stroma, is the source for secretion of these proteins into the CSF (Godard et al. 2003; Liang et al. 2005; Rich et al. 2005). Previously unreported proteins like attractin, pro-angiotensinogen, beta-defensins, FGF-14 and others were found to be differentially secreted in glioma CSF for the first time.

Among these, FGF-14 was especially interesting as it was produced in all samples at about similar levels. However, there was a difference in the size of the protein product. While the wild-type form described in the literature has a molecular weight of 34 kDa, we identified a new shorter form of 27 kDa. Specifically, there appeared to be a switch from the larger isoform to the smaller one with transition to higher grade (AIII and AIV) in CSF from astrocytoma patients. The precise identity of the smaller form has not yet been established, but it may represent an alternatively spliced or cleaved form of the protein.

---

**Fig. 25.5 Representative 2-DE gels of CSF.** Albumin and IgG-depleted and TCA-precipitated CSF samples from patients with nontumoral control astrocytoma WHO grade IV were analyzed by 2-DE analysis using IEF strips (pH 4–7) and 12.5% SDS-PAGE. Spots were visualized by silver staining and spot patterns were analyzed using ImageMaster software (Reproduced from Khwaja et al. Journal of Proteome Research 2007.)
(Khwaja et al. 2007). This apparent reduced protein size could also result from a lack of post-translational modifications. This specific finding is an example of how a unique tumor-specific protein product can be identified by proteomics but would not likely have been detected through genomic profiling or expression analyses.

Another of these proteins is the attractin which was found to be a novel marker for malignant astrocytoma (WHO grade III and IV) in the CSF (Khwaja et al. 2007). To verify these results, attractin expression was examined in an independent set of 100 brain tumor samples and was found elevated in 97% of malignant astrocytomas. This secreted attractin was found to act as a promotility factor for glioma cells in vitro, an important finding as invasiveness is a critical feature of glioma malignancy (Khwaja et al. 2006a). This discovery demonstrates that CSF contains proteins that may be biomarkers as well as active players in the pathobiology of the disease.

The production site of these new proteins found in the CSF remains unknown but could arise from either the tumor cells or the normal cells present in its surrounding microenvironment. For example, attractin was demonstrated to be produced and secreted by the tumor cells using immunohistochemical analyses (Khwaja et al. 2006a). Other proteins however could be the result of BBB breakdown during the process of tumorigenesis or they could be present in the CSF due to glioma-induced neuronal damage or tumor factor-induced stimulation of nontransformed glial and stromal cells.

25.4.5 Lessons Learned from Initial CSF Proteomic Studies

The above studies were based on 2-D gel electrophoresis coupled with protein identification through mass spectrometry, as well as ICAT. These are commonly used techniques to identify protein products that are differentially expressed between samples or groups of samples and are only semiquantitative. However, even with the combination of the “gold standard” proteomic technique, 2-DE, and the latest quantitative proteomic technology of cICAT, only 200 different proteins were identified in the CSF. This number represents only 20% of the total 1,000 protein products thought to be present in the CSF (Khwaja et al. 2007). Additionally, despite their semiquantitative nature, the potential biomarkers identified by 2-DE and cICAT analyses were largely confirmed either through each other or via western blot analysis. In some cases, 2-DE and cICAT failed to detect low levels of protein, likely representing the higher sensitivity of the western technique. Cleavable ICAT also proved less reliable than 2-DE for semiquantitative assessment, as quantification in cICAT is disrupted by overlapping MS spectrum peaks, a problem that might be overcome by new technology (Abdi et al. 2006; Ogata et al. 2007). Additionally, the identification and quantification can be improved immensely if the CSF samples are prefractionated post-depletion of albumin and IgG. These
individual fractions should then be run separately to enhance the quality of the data and allow for increased number of identified proteins.

25.5 Importance of Experimental Design in CSF Proteomics

While even simplistic studies may reveal proteins that are differentially expressed, these are often not significant when subjected to rigorous statistical analyses. This problem can be addressed through appropriate well-developed experimental design (Hunt et al. 2005).

25.5.1 Accounting for Individual Variation Through Appropriate Biostatistical Design

Prior to comparing CSF samples between individuals to identify patterns of disease-associated proteins, it is essential to examine variation within individuals. This would allow better interpretation of potentially important changes in CSF within and between individuals due to disease processes. As an illustration, one study of six individuals with Alzheimer’s disease evaluated two samples of CSF from each individual at 2 weeks interval (Hu et al. 2005). These two samples were processed using multiaffinity depletion for high-abundance proteins. Afterward, the pairs of samples were run on the same gel using 2D-DIGE analysis. The intra-individual variations, hierarchical clustering, and other statistical analyses of the proteomic profiles revealed that two CSF samples from the same individual clustered closer together than samples from different individuals. However, a number of proteins with varied expression between the two time points from the same patient were identified by tandem mass spectrometry (Hu et al. 2005). These results have important implications for the design of CSF biomarker studies for CNS disorders as they show how even CSF samples from the same individual can differ over time without any disease manifestation. On the other hand, another study examined differential expression in pooled male versus female samples using a new proteomic technique employing isobaric tags after depletion of six highly abundant proteins using a multiple affinity removal system. They found only 12 out of nearly 300 proteins with altered expression, indicating marked similarity between male and female CSF and suggesting little variation in CSF composition of healthy individuals (Ogata et al. 2007). These seemingly contradictory conclusions from the two studies could simply be due to the fact that in the first study each sample was analyzed individually, while the second group used pooled samples from all subjects within each group. These results further stress the importance of study design and sample selection for obtaining meaningful results from proteomic studies.
It is also imperative to consider the impact of the sources of variation (both analytical and biological) on the statistical strength of the results. The design should address the number of samples that must be analyzed to achieve statistical significance for the desired question and the number of replicates per sample, in the context of a particular minimum difference that one is seeking to demonstrate. Sample size calculation is important in any study design but is even more relevant in microarray or proteomic experiments since only a few repetitions are usually feasible. As a result of these experiments information is generated about a large number of proteins. This results in problems during statistical analyses, termed multiple testing problem, as it requires multiple tests to be performed simultaneously. Several approaches have been designed to compensate for this drawback. The two most commonly used methods are to calculate the false discovery rate (FDR) or the family-wise error rate (FWER) to identify the most significant results. FDR reflects the expected percent of false predictions in a given data set, while FWER calculates only the probability of making one or more false discoveries among all the various hypotheses when analyzing multiple pairwise tests (Liu and Hwang 2007). Therefore, in these experiments, it is more powerful and more reasonable to control false discovery rate (FDR) or positive FDR (pFDR) instead of type I error, e.g., family-wise error rate (FWER).

25.5.2 Sample Selection and Processing

After appropriate design, choosing the right CSF sample is probably the single most important step in any proteomic study. Additionally, this sample must also be processed properly for optimal results. First, it is essential to make sure that the CSF obtained from the patients is as clean as possible, free of contaminating blood, immune cells, and/or infectious particles that could mask real results during downstream analyses. Once this sample is acquired, it is equally important to store all samples under uniform conditions, preferably at –20°C or below to ensure minimum loss of proteins due to degradation and proteolysis (Hale et al. 2008). The CSF sample should then be further processed prior to experimentation to maximize the results. CSF normally contains a high salt concentration (>150 mmol/l) and a low protein content (200–700 μg/ml). The excessive level of salt interferes with the electrophoretic mobility of proteins in many gel-based proteomic methods due to high electrical current carried by the salt load. Additionally, similar to plasma, the majority of CSF proteins are isoforms of serum albumin, transferrin, and immunoglobulins, which represent more than 70% of the total protein amount. Furthermore, proteins found in the CSF can span a wide range of concentrations, making the detection of scarce proteins, which are likely to be significant, extremely challenging with the current analytical methods. To bypass these problems, CSF samples have to be prefractionated, desalted, and depleted of the higher abundance proteins in order to observe potential biomarkers (Hale et al. 2008) (Fig. 25.6 and Color Plate 44, Fig. 25.7 and Color Plate 45).
Fig. 25.6 Potential biomarker panels differentiate between astrocytoma grades using CSF. A. Panel of 32 proteins that can be used to differentiate between AII–IV patients, nontumoral controls, and other forms of brain tumors. Black = no expression, yellow = low expression, orange = moderate expression, and red = high expression level as determined from ImageMaster analysis of 2-DE gels. C = Biomarker class; white = control specific, light blue = AII, green = AIII, and pink = AIV biomarker. B. Restricted panel containing top 13 proteins from panel A. White = control, light blue = AII, green = AIII, and purple = AIV biomarkers. Vertical axis represents relative level (0–4) of each protein as estimated from 2-DE (Reproduced from Khwaja et al. Journal of Proteome Research 2007.) (see Color Plate 44)

Fig. 25.7 Possible future applications of CSF biomarkers. Protein markers found in the CSF through a spinal tap could be used individually or in combination in a biomarker panel to diagnose CNS malignancies. A protein or an antibody array developed using identified biomarkers would allow for personalized medicine based on the unique limited protein profile. These markers could also allow for early detection of original, residual, or recurrent disease in a minimally invasive procedure compared to biopsy or surgery. Furthermore, the specific protein profile before and after therapeutic treatment (Tx) or upon tumor recurrence will provide information about the biological status of the tumor and on whether the treatment has an impact. Precautions need to be taken when drawing spinal CSF in patients with a cerebral mass due to elevated intraventricular pressure (see Color Plate 45)
25.5.2.1 Prefractionation and Depletion of CSF

Since the high-abundance proteins frequently precipitate during proteomic analyses leading to increased background while the sparse proteins are not detected either due to their minuscule levels or due to the interference on the gel from neighboring high-abundance proteins, prefractractionation of CSF is crucial to preferentially enrich low-abundance proteins. This can be achieved through several methods prior to protein precipitation (Kennedy 2001).

The first successful method to deplete CSF of high-abundance albumin and immunoglobulins took advantage of the affinity interactions between albumin and Cibacon Blue F3G-A (Blue Sepharose 6 Fast Flow) and between immunoglobulins and protein G (Prosep-G) to deplete the high-abundance CSF protein–albumin and immunoglobulins (Hammack et al. 2003; Ramstrom et al. 2005). Similar methods have been used in many commercial affinity albumin-removal kits. However, these methods have been designed specifically for use with serum. Since the protein concentration is much higher in serum than that in CSF, these kits are usually not found to be compatible for use with CSF. To bypass this limitation, alternate methods have recently been developed specifically for depletion of CSF (Ramstrom et al. 2008). These include prefractractionation with liquid-phase isoelectric focusing (IEF) (Davidsson et al. 2001) and solid-phase extraction that uses variable hydrophobic properties of CSF proteins (Yuan and Desiderio 2005a).

25.5.2.2 Preparation of CSF Samples

In complement with simple prefractraction, there are several different ways to optimize CSF samples for proteomic analyses. These include the use of ultrafiltration (Yuan and Desiderio 2005b), dialysis or Biospin columns to desalt and concentrate the proteins followed by protein precipitation using acetone, TCA, or a combination of the two. Studies have found improved recovery of proteins from CSF using ultrafiltration compared to dialysis for desalting. The recovery of protein is less (40–60%) (Hammack et al. 2003) with dialysis than that of ultrafiltration but contains lower salt content and would thus lead to better resolution in downstream analyses. Biospin columns employ a new method of protein precipitation that has been reported to provide greater than 99% protein recovery, yet their quality remains to be assessed (Yuan et al and Terry and Desiderio).

Overall, these preparations result in variable purity and protein recovery (20–90%) depending on the method used. For example, even though protein recovery is highest using an acetone–protein precipitation method (90%) (Yuan and Desiderio 2005b), horizontal and vertical streaks on the gel caused by the high salt concentration lead to excessive level of background (Chen et al. 2006), reducing the number of proteins that can be easily distinguished by image analysis software. For proteomic analyses, precipitation of CSF proteins with TCA in water followed by acetone wash appears to give the cleanest results.
25.6 Data Analysis and Validation

Proteomic studies have generated numerous data sets of potential diagnostic, prognostic, and therapeutic significance in human cancer. Before characterizing biomarkers unique to each disease, it is necessary to categorize CSF proteins systematically and extensively. However, the enormous complexity, great dynamic range of protein concentrations, and tremendous protein heterogeneity due to post-translational modification of CSF create significant challenges to the existing proteomic technologies for an in-depth, unbiased profiling of the human CSF proteome.

In the last few years, several separation methodologies and mass spectrometric platforms that greatly enhance the identification coverage and the depth of protein profiling of CSF to characterize CSF proteome have been utilized. For example, in recent studies, a total of 2,594 proteins were identified in well-characterized pooled human CSF samples using stringent proteomics criteria (Pan et al. 2007). However, this data means little if not analyzed properly. The proteomic techniques vary largely and often show little overlap between studies conducted with even the same approach. Therefore, confirmation of these advanced technologies remains a priority. This problem is further exacerbated by lack of uniform patient inclusion and exclusion criteria, low patient numbers, poor supporting clinical data, absence of standardized sample preparation, and limited analytical reproducibility (in particular of 2-DE).

Despite these difficulties, there is little doubt that the proteomic approach has the potential to identify novel diagnostic biomarkers in cancer. Many programs and strategies have been developed to examine and analyze the large data sets produced through proteomic studies for biomarker discovery, statistical analyses, and/or validation purposes. These include commercial as well as free web-based programs utilizing the wealth of information found in public DNA and protein sequence databases. Images from techniques like 2-DE can now be examined using softwares like Image Master (GE-Amersham Biosciences) and PDQuest (BioRad). In addition, some websites provide their own softwares for analysis free of charge, e.g., ExPASY proteomic tools and Mascot search engine. To use these programs, users first upload images to the software followed by automatic detection of the spots for each image according to parameters set by the user. After detection, automated matching of spots between gels is performed. This matching should be confirmed manually by the user. Once all spots are matched, users can perform data analysis using the analysis manager (i.e., t-test, fold change, and multivariate analyses). Users can also export data for more advanced statistical analysis using Excel or other software packages. These programs when used in combination provide quite advanced capabilities for data set analyses. In 2002, the human proteome organization (HUPO) developed the HUPO proteomics standard initiative (PSI) that defines community standards for data representation.
in proteomics to facilitate data comparison, exchange, and verification (Hamacher et al. 2006). The standards being developed by this community will vastly improve the quality of proteomics data and allow for it to be more useful in the future.

25.7 Future Directions

Until recently, the focus of most proteomic experiments was qualitative identification of proteins in simple and complex mixtures. However, protein quantification using multiplexed samples is rapidly becoming necessary. New technologies such as 2D-DIGE and ICAT allow for at least semiquantitative comparison of two or more samples at once. These techniques allow for not only identification of peptides but also relative quantification of these peptide levels. A recent variation on ICAT is isobaric tagging for relative and absolute quantification (iTRAQ), where the comparative abundances of peptides in up to eight samples can be compared through the labeling of each with eight different reporter ions. This technique has already been employed to identify potential markers of various neurodegenerative disorders including Alzheimer’s, Parkinson’s, and dementia (Abdi et al. 2006; Dayon et al. 2008). Newer techniques like MRM MS/MS for quantitation and profiling of selected proteins, both relative and absolute, can go down to high nanograms per milliliter in serum samples (Anderson 2006 #421).

However, even with such quantification, the proteomic analyses are still in their infancy as this provides only the basic information about the proteins present in the samples. Proteomic analyses are much more complex than genomic studies as proteins can be modified in multiple ways. These include glycosylation, phosphorylation, acetylation, ubiquitination, and others. These post-translational modifications are essential for the proper functions of proteins and are often altered in disease states. Therefore, future work is needed to increase the sensitivity of proteomic techniques to identify and analyze these post-translational changes.

25.7.1 Glyco-/Phospho Proteomics

Glycoproteins are enriched in bodily fluids such as human CSF and consequently can serve as diagnostic and/or therapeutic markers for CNS diseases. In a recent study, researchers reported an in-depth identification of glycoproteins in human CSF using a complementary proteomic approach, which integrated hydrazide chemistry and lectin affinity column for glycoprotein enrichment followed by multidimensional chromatography separation and tandem mass spectrometric analysis (Pan et al. 2006). Using stringent criteria, a total of 216 glycoproteins, including many low-abundance proteins, were identified with high confidence.
Approximately one-third of these proteins were already known to be relevant to the CNS structurally or functionally. This investigation, for the first time, not only categorized many glycoproteins in human CSF but also expanded the existing overall CSF protein database (Ogata et al. 2005; Pan et al. 2006).

### 25.7.2 Protein and Peptide Arrays

Layered peptide array (LPA) is a new methodology for simultaneous measurements of proteins, peptides, and/or antibodies in a variety of patient specimens. A recent study described an indirect layered peptide array (iLPA) that is capable of measuring proteins on a solid surface, such as target antigens on a tissue section. This group developed an iLPA system and subsequently examined it for reproducibility and specificity when compared with standard immunohistochemistry. Semiquantitative, multiplex proteomic analysis of histological sections was achieved with up to 20 membranes with about 18% variability. Overall, the data suggest that iLPA technology will be a relatively simple and inexpensive method for molecular measurements from tissue sections (Gannot et al. 2007). Similar technique can also be used to create reverse-phase CSF protein arrays with the CSF of multiple patients on one slide that can then be analyzed simultaneously for different markers. This technology can be easily translated into the clinic once appropriate biomarkers are identified.

### 25.7.3 Antibody Arrays

Antibody arrays represent one of the high-throughput techniques enabling detection of multiple proteins concurrently. One of the main advantages of the technology over other proteomic approaches is that the identities of the measured proteins are known at the time of experimental design or can be readily characterized, facilitating a biological interpretation of the obtained results. Clinical applications of antibody arrays vary from biomarker discovery for diagnosis, prognosis, and drug response to characterization of protein pathways and modification changes associated with disease development and progression, especially when using biological fluids like CSF. As a high-throughput tool addressing protein levels and post-translational modifications, it improves the functional characterization of molecular bases for cancer. Furthermore, the identification and validation of protein expression patterns characteristic of cancer progression and tumor subtypes may enable tailored therapeutic intervention and improvement in the clinical management of cancer patients (Sanchez-Carbayo 2008). Technical requirements such as lower sample volume, antibody concentration, format versatility, and high reproducibility support their increasing impact in cancer research. Commercial arrays are
already available for research and are offered by many companies for specific processes and pathways such as apoptosis and cytokines. Such antibody arrays would allow for potential biomarker panels to be translated into clinical applications in an affordable and convenient manner.

### 25.7.4 Biomarker Panel

The understanding of gliomagenesis could be tremendously accelerated with the ability to perform expression-profiling studies on proteins present in gliomas as well as those in the tumor microenvironment. Such studies could provide mechanistic insights on how tumor cells interact with surrounding tissues to evade programmed cell death (apoptosis), induce new blood vessel formation (angiogenesis), and escape host immune response. The results from published CSF studies confirm that proteomic technologies can indeed be used to find potential biomarkers of brain tumor formation and progression (Zhang et al. 2005; Khwaja et al. 2006a, b; Khalil 2007; Khwaja et al. 2007). Eventually, one important outcome of such studies might be fine-tuning of the glioma grading system, which is presently determined purely on histological criteria. There will be a need to expand the search for biomarker panels to include all types of primary and metastatic brain tumors and not just astrocytomas. Any such proposed panels would need to be tested in a multicenter study for validation of individual proteins. To this effect, while 2-DE and cICAT are excellent screening methods, they are not feasible for such large-scale studies. Therefore, to achieve optimal results, high-throughput, more quantitative and reproducible methods need to be developed. This could include employing tissue microarrays, protein chips, dot blots, or ELISA for specific protein markers for verification process. Once verified, the specific proteins could be used as markers of progression, therapeutic response, and/or survival (Fig. 25.6).

### 25.8 Conclusion

The introduction of lumbar puncture into clinical medicine over a century ago by German physician Heinrich Quincke marks the beginning of the study of CNS diseases using human CSF (Huhmer et al. 2006). Ever since, CSF has been analyzed in great detail to examine the physiological and biochemical basis of neurological diseases. The proximity of CSF to brain makes it a good target for studying the pathophysiology of brain functions but the BBB and B-CSF functions of the CSF also impede its diagnostic value. Up until recently, CSF analyses were confined to routine measurements to determine alterations in the composition of CSF in response to disease states, particularly CSF cytology. More recently, detailed analyses have been undertaken to examine detailed
protein composition of CSF. Such comprehensive analysis of lower abundance CSF protein has the potential to uncover new disease markers. With novel proteomic techniques, CSF biomarkers will likely become invaluable for diagnosis, prognosis, and predicting response to therapy. However, CSF proteomic analysis is not trivial, as this fluid combines many of the difficulties of serum analysis (complexity, dynamic range, etc.) with specific issues of CSF collection and physiological variations. So far, few studies have resulted in significant clinical application, but the use of prefractionation methods and new high-end proteomic technologies on CSF and serum collected in controlled preanalytical conditions could lead to future relevant biomarkers.

**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSF</td>
<td>cerebrospinal fluid</td>
</tr>
<tr>
<td>BBB</td>
<td>blood–brain barrier</td>
</tr>
<tr>
<td>B-CSF</td>
<td>blood to cerebrospinal fluid barrier</td>
</tr>
<tr>
<td>2-DE</td>
<td>two-dimensional polyacrylamide gel electrophoresis</td>
</tr>
<tr>
<td>2-D DIGE</td>
<td>two-dimensional difference gel electrophoresis</td>
</tr>
<tr>
<td>ESI-MS</td>
<td>electrospray ionization mass spectrometry</td>
</tr>
<tr>
<td>LC</td>
<td>liquid chromatography</td>
</tr>
<tr>
<td>MALDI-FTICR-MS</td>
<td>matrix-assisted laser desorption/ionization Fourier transform ion cyclotron resonance mass spectrometry</td>
</tr>
<tr>
<td>MALDI-TOF-MS</td>
<td>matrix-assisted laser desorption/ionization time-of-flight mass spectrometry</td>
</tr>
<tr>
<td>MS</td>
<td>mass spectrometry</td>
</tr>
<tr>
<td>SELDI-TOF-MS</td>
<td>surface-enhanced laser desorption/ionization time-of-flight mass spectrometry</td>
</tr>
</tbody>
</table>
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**Glossary**

2-DE-* (two-dimensional gel electrophoresis) A type of gel electrophoresis-based separation technique in which proteins are first separated based on differences in their net charges [mostly based on differences in isoelectric point (pI)] followed by separations based on their relative molecular weight (Mr). This powerful combination enables the analysis of complex protein mixtures in the form of a unique fingerprint (pI-Mr space) for the given sample; up to several thousands of proteins, isoforms, and variants can be separated and visualized on a single 2-DE gel.
Ampholytes These are molecules that contain both acidic and basic groups and will exist mostly as zwitterions in a certain range of pH. The pH at which the average charge is zero is defined as the molecule’s isoelectric point (pI).

Angiogenesis The formation of new blood vessels.

Arachnoid membrane A delicate fibrous membrane forming the middle of the three coverings of the brain and spinal cord, closely attached to the dura mater, from which it is separated only by the subdural cleft, but separated from the pia mater by the subarachnoid space.

Apoptosis Disintegration of cells into membrane-bound particles that are then eliminated by phagocytosis or by shedding.

Astrocyte A specific cell type of the brain that is star-shaped and expresses unique differentiation markers such as intermediate filament protein GFAP (glial fibrillary astrocytic protein).

Astrocytoma Tumors of the central nervous system that have morphological characteristics and express markers of the astrocytic lineage. This tumor type comes in different grades of malignancy: diffusely infiltrating astrocytoma (WHO grade II), anaplastic astrocytoma (grade III), and glioblastoma (grade IV). They are believed to originate from the transformation of normal astrocytes or a type of stem cell or neural progenitor cell in the brain.

ATIII Antithrombin III, a natural α-globulin coagulation inhibitor.

BBB (blood–brain barrier) A physical barrier that alters the permeability of brain capillaries, so that some substances, such as certain drugs, are prevented from entering brain tissue, while other substances are allowed to enter freely. The barrier is constituted by endothelial cells lining the capillaries and connected by tight junctions. It is reinforced by extensions from astrocytes called astrocytic feet.

B-CSF (blood–CSF barrier) A physical barrier that separates the CSF compartments (ventricles and subarachnoid space) from the blood and serves as a filtering device to allow water and selected substances to circulate between the blood and the CSF. The barrier is generated by the tight junctions that connect the epithelial cells on the surface of the choroid plexus and the neurothelium covering the arachnoid ceiling.

cICAT (cleavable isotope-coded affinity tag) Method developed and commercialized by Applied Biosystems to compare two different sample states based on cysteine-specific protein labeling strategy. This allows both identification and relative quantitation of proteins present in the two samples during protein expression analysis studies. The cleavable ICAT reagent is composed of four main segments: (1) a protein reactive group composed of iodoacetamide, (2) an affinity tag made of biotin used to purify labeled peptides out of the protein mixture, (3) an acid cleavage site to allow simplification of molecule following
labeling and purification, and (4) an isotopically labeled linker (C₁₀H₁₇N₃O₃) that contains up to nine ¹²C (light reagent) or ¹³C (heavy reagent) atoms. Chemically, the light and heavy molecules are identical except for the differing mass as the heavy version of the reagent with nine ¹³C atoms is 9 Da heavier than the light version of the reagent. During mass spectrometric analysis, the light and heavy versions of the surrogate, ICAT-labeled peptides are mass-resolved allowing comparison of the parent proteins labeled with heavy and light reagent providing a ratio of the concentration of the proteins in the original sample.

**CNS (central nervous system)** The portion of the vertebrate nervous system consisting of the brain and spinal cord.

**CSF (cerebrospinal fluid)** The serum-like fluid that circulates through the ventricles of the brain, the cavity of the spinal cord, and the subarachnoid space.

**CT scan** An image produced by a CAT scanner. Computed tomography (also known as CT, CT scan, CAT, or computerized axial tomography) scans use X-rays to produce precise cross-sectional images of anatomical structures.

**2-D-DIGE (Two-Dimensional Differential Gel Electrophoresis)** 2-D-DIGE is a gel-based proteomic profiling technique that enables the detection and quantitation of differences in protein abundance between two differentially labeled proteomes. In principle, differences between two protein samples are detected by fluorescently tagging the samples with different dyes having identical mass and charge yet distinguishable by their fluorescence emission maxima allowing coseparation and visualization in a single conventional 2-D gel. Differences between the samples are analyzed by overlaying the two false color marker fluorescent channels. Irregularities associated with pattern comparison between individual gels are significantly minimized or eliminated due to comigration of differentially labeled protein species.

**Electrophoresis** An electrokinetic separation method of separating charged substances, such as proteins, which is based on differential mobilities of each component while under the influence of an electric field.

**ESI (Electrospray ionization)** It is a mass spectrometry technique used to produce ions and introduce them into mass analyzers. It is often termed “soft ionization technique” as it is especially useful in producing ions from macromolecules such as proteins and nucleic acids because it overcomes or diminishes their propensity to fragment when ionized.

**FDR (False discovery rate)** It is a statistical method used in multiple hypothesis testing requiring simultaneous multiple comparisons.

**FGF (Fibroblast growth factor)** A family of proteins important in the development of the nervous and skeletal systems.

**FTICR (Fourier transform ion cyclotron resonance mass spectrometry)** Also known as Fourier transform mass spectrometry, is a type of mass analyzer
(or mass spectrometer) for determining the mass-to-charge (m/z) ratio of ions based on the cyclotron frequency of the ions in a fixed magnetic field. Generally externally formed ions are trapped in a FTICR analyzer cell, which is at the center of a strong magnetic field. A cyclotron motion results when ions spiral rapidly around the magnetic field lines. The cyclotron frequencies are dependent upon the mass-to-charge ratios of the different ions in a uniform magnetic field strength. Detection of the ions is performed by recording transient image current signals, which are induced by the ions passing a pair of receiver plates. Frequencies recorded are more precise than any other parameter and lead to mass spectra with very high resolution and mass accuracy. For simultaneous measurement of ions with different mass-to-charge ratios, Fourier transform analysis is used to convert the complex transient from a time-dependent to a frequency-dependent function, which is converted to generate the mass spectra.

**FWER (Family-wise error rate)** In statistics, when a series of significance tests (such as multiple pairwise comparisons) is conducted, the family-wise error rate is the probability that one or more of the significance tests results in a type 1 (or false-positive) error.

**HUPO (Human Proteome Organization)** The Human Proteome Organization is an international scientific organization representing and promoting proteomics through international cooperation and collaborations by fostering the development of new technologies, techniques, and training. [http://www.hupo.org/](http://www.hupo.org/)

**IEF (Isoelectric focusing, also known as electrofocusing)** Electrophoretic separation technique in which a mixture of polyelectrolytes such as protein is resolved into its components by subjecting the mixture to an electric field in a supporting gel or free liquid medium having a previously established or transiently formed pH gradient. The proteins will cease to migrate once their net charge becomes zero, specified as their isoelectric point (pI).

**iLPA (indirect layered peptide array)** Recent technology for multiplex molecular measurement of clinical samples capable of measuring proteins on a solid surface, such as target antigens on a tissue section as in the form of tissue microarray. iLPA is used to measure antigens bound to a surface (histological tissue sections, immunoblots) using antibodies as a reporter system. In an analysis of a tissue section, for example, a cocktail of exogenous antibodies is added to the histologic section using standard incubation and washing conditions, and then the membrane set is placed adjacent to the slide. The reporter antibodies subsequently detach from the tissue section, traverse through the membranes, and are captured by their respective peptide-coated layer. The 2-D architecture of the sample is maintained during the process; thus all of the cellular subcomponents within the tissue section can be individually analyzed.

**IPG (Immobilized pH gradient)** IPG gels are the acrylamide matrix copolymerized with immobilized synthetic polyelectrolytes (ampholytes) of predetermined range of acidities that are used to form transient pH gradient within the gel in an
electric field, practically achievable in the pH range of 3–12. The immobilized pH gradient is obtained through covalent incorporation of a mixture of acidic and basic buffering groups into the polyacrylamide gel at the time it is cast. The buffers called acrylamido buffers are a set of well-characterized molecules, each with a single acidic or basic buffering group linked to an acrylamide monomer. This alternative IPG method of gradient formation eliminated the problems of gradient instability and poor sample-loading capacity associated with “free” ampholytes (molecules that contain both acidic and basic groups) pH gradient that were originally developed for use in IEF.

**iTRAQ (Isobaric tags for relative and absolute quantification)** Recently developed technology to simultaneously analyze and compare up to eight different protein samples. The technique is based on using differential labeling with a set of multiplexed, amine-specific, stable isotope reagents that can label all peptides having amino or imino groups as compared to only those containing specific amino acid residues, e.g., cysteinyl residues as in the case of classical ICAT reagents. This enables simultaneous identification and quantitation, both relative and absolute, while retaining important post-translational modifications.

**LC (Liquid chromatography)** It is a separation technique in which a sample mixture (analytes) solubilized in a suitable solvent (liquid phase) is passed through a column packed with solid particles (solid phase) to achieve phase distribution. With the proper solvents, packing phase and elution conditions, some components in the sample will travel the column more slowly than others resulting in the desired separation. Liquid chromatography can be carried out either in a column or in a plane (thin layer chromatography). Present day liquid chromatography generally utilizes very small packing particles (typically 1.5–20 μm particle size) for increased resolution and requires relatively high pressures to achieve optimal linear flow rates and is therefore referred to as high-pressure liquid chromatography (HPLC) or ultra-high-pressure liquid chromatography (UPLC).

**LC–MS (Liquid chromatography–mass spectrometry)** It is an analytical chemistry technique that combines the physical separation capabilities of liquid chromatography with the mass analysis capabilities of mass spectrometry.

**LPA (Layered Peptide Array)** It is a new methodology for multiplex molecular measurements from 2-D life science platforms. It permits multiple proteins to be identified in tumors and other tissues while maintaining the shape and morphology of the starting material. In this method, different peptides are coated onto individual capture membranes. The membrane stack is then exposed to a sample that is allowed to permeate for a given period of time. Next, the membrane stack is removed and the capture membrane to which the biomolecule adheres is identified.

**kNN (k-Nearest Neighbor)** In pattern recognition, the kNN is a biostatistical method for classifying objects based on closest training examples in the feature
space. kNN is a type of instance-based learning or lazy learning where the function is only approximated locally and all computations are deferred until classification. It can also be used for regression.

**MALDI (Matrix-assisted laser desorption/ionization)** It is a “soft ionization technique” used in conjunction with mass spectrometry, allowing the intact mass analysis of biomolecules and other large organic molecules that tend to be fragile and fragment when ionized by other more conventional ionization methods. In this method, the sample is dispersed in a large excess of matrix material which will strongly absorb the incident light. The matrix contains chromophore for the laser light and since the matrix is in a large molar excess, it will absorb essentially all of the laser radiation. The matrix isolates sample molecules in a chemical environment which enhances the probability of ionization without fragmentation. Short pulses of laser light are focused onto the sample “spot” (cocrystallized matrix with the analytes) and cause the analyte and the matrix to volatilize. In the most typical arrangement, the ions thus formed in the MALDI process are accelerated by an applied high voltage and are then allowed to drift down a flight tube of the time-of-flight (TOF) analyzer where they separate according to their mass-to-charge ratio (m/z). Arrival of these ions at the end of the flight tube is detected, the ions are counted and recorded by a high-speed recording device, and the signal is converted to the mass spectrum.

**TOF-MS- (Time-of-flight mass spectrometry)** It is a mass spectrometry method of ion separation and detection in which proteins or peptides ionized typically via the ESI or the MALDI process are accelerated by an electric field of known strength. TOF mass spectrometers operate on the principle that when a temporally and spatially well-defined group of ions of differing mass-to-charge (m/z) ratios are subjected to the same applied electric field \[ \text{K.E.} = \frac{(mv^2)}{2} = zeEs \] where \( \text{K.E.} = \text{kinetic energy; } m = \text{the mass of the ion; } v = \text{velocity of the ion; } z = \text{number of charges; } e = \text{the charge on an electron in coulombs; } E = \text{electric field gradient; and } s = \text{the distance of the ion source region} \] and allowed to drift in a region of constant electric field, they will traverse this region in a time which depends upon their m/z ratios.

**MRI imaging** Magnetic resonance imaging (MRI) is the versatile, medical imaging technology by which doctors can get highly refined images of the body’s interior without surgery. The basis of MRI is the directional magnetic field, or moment, associated with charged particles in motion. Nuclei containing an odd number of protons and/or neutrons have a characteristic motion or precession. Because nuclei are charged particles, this precession produces a small magnetic moment. When a human body is placed in a large magnetic field, many of the free hydrogen nuclei align themselves with the direction of the magnetic field. The nuclei move about the magnetic field direction like gyroscopes. The MR images are obtained either using the proton density (PD) or the transverse relaxation time of these protons (T2). The two images are said to be proton density-weighted (PD-weighted) and T2-weighted, respectively.
mRNA  The form of ribonucleic acid (RNA) known as messenger RNA that mediates the transfer of genetic information from the cell nucleus to ribosomes in the cytoplasm, where it serves as a template for protein synthesis. It is synthesized from a DNA template during the process of transcription.

MS/MS (Tandem mass spectrometry)  It involves multiple steps of mass spectrometry analyses, with some form of fragmentation occurring in between each round.

MW (molecular weight)  The sum of the atomic weights of all atoms making up a molecule.

pI (isoelectric point)  The pH of the solution at which a protein or an ampholyte has a net neutral charge and therefore does not move in an electric field.

PMF (probability mass function)  It is a biostatistical function that gives the probability that a discrete random variable is exactly equal to some actual value.

Proteomics  Proteomics is a term that refers to all the proteins expressed by a given genome. Proteomics involves the identification of proteins in the body and the determination of their role in physiological and pathophysiological conditions. Proteomic techniques refer to defined methods that allow to analyze simultaneously multiple proteins present in a biological samples and evaluate their relative abundance (expression level profiling) as well as other physico-chemical characteristics such as post-translational modifications (phosphorylation, glycosylation, ubiquitination, etc.) as compared to a control sample.

Prosep-G  A reagent developed by Millipore based on IgG binding properties of Protein-G by which antibody purification is performed to concentrate and enrich antigen-specific antibodies and to lower background by removing any nonspecific immunoglobulins.

PTM (Post-translational modification)  It is the chemical modification of a protein after its translation; however, the term is broadly used to also include cotranslational and xenobiotic protein modifications. As one of the later steps in proteosynthesis of many proteins, PTMs are the major factor contributing to structural complexity, diversity, and dynamic nature of the proteomes. This is due to the chemical variability, temporary or permanent nature, and varied stoichiometry of PTMs. These may include multitiopic (site-specific) additions or subtractions of carbohydrate residues (glycosylation), lipids (lipoylation), phosphate groups (phosphorylation), conjugation to other proteins such as ubiquitin (ubiquitinylation), acylations (e.g., acetylation, myristoylation), and proteolytic processing, among many other modifications, of which many are of (patho)physiological significance.

SDS-PAGE  Sodium dodecyl sulfate-polyacrylamide (SDS) gel electrophoresis is an electrophoretic technique in which proteins complexed with SDS separate according to their molecular size (Mr) in a gel medium (typically
polyacrylamide). The monodirectional electrophoretic mobility of the proteins is achieved by uniformly labeling them negatively through addition of negatively charged SDS molecules. Sodium dodecyl sulfate is an anionic detergent that denatures proteins by “wrapping around” the polypeptide backbone. In doing so, SDS confers a negative charge to the polypeptide in proportion to its length – i.e., the denatured polypeptides become “rods” of negative charge cloud with equal charge densities per polypeptide unit length.

**SELDI (Surface-enhanced laser desorption/ionization)** is a MALDI-TOF type mass spectrometric ionization method that is typically used for the analysis of protein mixtures. Proteins are captured by adsorption, partition, electrostatic interaction, or affinity chromatography on a solid-phase protein surface (“chip”). Next, a laser ionization of the analytes cocrystallized with the matrix on a target surface and their mass analysis are achieved via the MALDI-TOF process. The protein chip chromatographic surfaces in SELDI are uniquely designed to retain proteins from complex mixtures according to their specific properties.

**SPARC (secreted protein acidic and rich in cysteine)** A protein that regulates endothelial cell shape and barrier function amongst other functions.

**TOF (time of flight)** It describes the mass spectrometry method used in proteomics research to measure the molecular masses of molecular ions such as proteins and peptides.

**VEGF (vascular endothelial growth factor or vascular permeability factor)** A secreted protein that acts through specific cell-surface receptors on endothelial cells to critically regulate vasculogenesis.
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Chapter 26
Epigenetic Profiling of Gliomas

Raman P. Nagarajan and Joseph F. Costello

Abstract Glioma is understood as a genetic disease in that it is caused and exacerbated by genetic lesions in specific genes that control cell growth, apoptosis, angiogenesis, and invasion. Epigenetics, mitotically heritable changes in gene expression not due to changes in the primary DNA sequence, provides additional mechanisms by which cancer genes can be dysregulated. Gliomas are affected by genetic and epigenetic lesions that can be independent of each other or interacting. The relative contribution of genetic and epigenetic mechanisms in gliomagenesis is currently unknown but under active investigation. Epigenetic analyses in gliomas, to date mostly involving DNA methylation, have identified new tumor suppressor genes; pinpointed mechanisms for inactivation of pathways controlling genome integrity, cell-cycle regulation, proliferation, and invasion; uncovered epigenetic mechanisms regulating drug and radiation resistance that influence prognosis; provided a rationale for epigenetic-based therapies; and provided clinically useful biomarkers of drug response. Newer technologies such as next-generation sequencing will undoubtedly bring more rapid advancements in glioma epigenome profiling, and allow direct integration of DNA methylation and histone modification profiles. Considering that epigenetic enzymes are critical targets for drugs that are already in clinical trials for gliomas, the paucity of information on the glioma epigenome is surprising.
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26.1 A Central Role for Epigenetics in Biology

Epigenetic mechanisms of gene regulation involve enzymatic modifications of DNA and associated histone proteins. Other potential mechanisms such as non-coding RNAs (e.g., microRNAs), nucleosome positioning, chromatin remodeling and higher nuclear organization may also be considered epigenetic, although this is debatable given the lack of knowledge of the potential mitotic heritability of these molecular events and given that epigenetics is defined as a mitotically heritable mechanism.

26.1.1 DNA Methylation and DNA Methyltransferases

DNA methylation is an enzymatic mechanism found in animals, plants, bacteria, and some fungi that adds a methyl group to cytosine to create 5-methylcytosine. In mammals, this occurs almost always in the context of a 5’-CpG-3’ dinucleotide, where the “p” refers to the intervening phosphate. DNA methylation is controlled by DNA methyltransferases (DNMT) that create (DNMT3A, DNMT3B) or maintain (DNMT1) patterns of methylation (Bestor 1988, Okano et al. 1998). DNMT1 acts on hemimethylated DNA generated after replication, methylating the CpG in the newly synthesized strand opposite a
methylated CpG on the parental strand, thereby maintaining methylation patterns through cell division. Dnmt1–/– knockout mice die during prenatal development and display apoptosis in multiple tissues including brain (Li et al. 1992). DNMT3A and DNMT3B add methyl groups de novo to unmethylated DNA, and thereby help establish methylation patterns. Dnmt3a–/– mice develop to term and are apparently normal at birth, but die approximately 4 weeks after birth (Okano et al. 1999). Homozygous deletion of Dnmt3b in mice is embryonic lethal and causes multiple severe developmental defects, including growth impairment and neural tube defects. Mice heterozygous null for any one of the three DNA methyltransferases appear normal and are fertile (Li et al. 1992, Okano et al. 1999). Two other DNMTs, DNMT2, and DNMT3L, possess sequence similarity to the other DNMTs, but do not act as methyltransferases on DNA. DNMT2 methylates aspartic acid transfer RNA (Goll et al. 2006), whereas DNMT3L, which also lacks DNA methyltransferase activity, promotes de novo DNA methylation by association with histone H3 unmethylated at lysine 4 and recruitment or activation of DNMT3A2. These and other studies demonstrate that DNA methylation can be directed by histone modifications (Ooi et al. 2007).

### 26.1.2 Histone Modifications

A second major epigenetic mechanism is the post-translational modification of N-terminal tails of histone proteins by acetylation, methylation, phosphorylation, ubiquitylation, sumoylation, ADP ribosylation, biotinylation and potentially other modifications (Turner 2005). Combinatorial histone modifications create a putative “histone code” that determines chromatin states and thus regulates gene expression. In general, chromatin (defined as DNA, histones, and associated non-histone proteins) can be subdivided into categories by structure and potential for gene expression. Heterochromatin is a relatively compacted chromatin structure and is associated with gene silencing. It is characterized by certain histone modifications, for example, histone H3 lysine 9 trimethylation. Euchromatin is decondensed chromatin that has the potential for gene expression, although it may be transcriptionally active or inactive. Active euchromatin is associated with acetylation of lysines on histone H3, whereas inactive euchromatin is found with H3K27 trimethylation.

Several families of enzymes catalyze post-translational modifications of histones and include acetyltransferases and deacetylases, methyltransferases and demethylases, and others. Multiple types of modifications can be present on a single histone molecule, increasing combinatorial complexity. In addition, histone methylation can be mono-, di-, or trimethylation on a single, specific lysine (e.g., H3K4). Histone variant proteins can substitute for some of the canonical histones (H2A and H3) and, like histone modifications, carry epigenetic information that regulates gene expression and can define chromatin boundaries. Finally, different types of epigenetic modifications do not act alone but interact to create specific chromatin structures and transcriptional
states. For example, histone modifications and DNA methylation often work in concert to set up the epigenetic landscape at a particular locus or genomic region (Jia et al. 2007, Meissner et al. 2008, Ooi et al. 2007).

### 26.1.3 Other Potential Epigenetic Factors

In addition to DNA methylation and histone modifications, there are other interrelated, potentially epigenetic mechanisms including non-coding RNAs, chromatin remodeling and nucleosome positioning, and higher nuclear organization. Together these add additional layers of regulation on gene expression in both normal and disease states. Non-coding RNAs are transcribed from the genome yet unlike mRNAs do not code for proteins. Examples include microRNAs (miRNAs), antisense RNAs, piwi-interacting RNAs (piRNAs), and small nucleolar RNA (snoRNA) [for review see (Kawai and Hayashizaki 2008)]. miRNAs are 19–25 nt and are cleaved from 60–110 nt hairpin precursors (pre-miRNAs) derived from larger primary transcripts (pri-miRNAs). They regulate gene expression through interactions with mRNA by regions of sequence complementary, and can exert their control through multiple mechanisms, including stimulating the degradation of specific mRNAs or blocking of their translation, the latter being the main mechanism known in mammals (Stefani and Slack 2008).

Nucleosomes are the main functional unit of chromatin. Each nucleosome is composed of a core octamer of histone proteins wrapped around 147 bp of DNA. As described above, the modification of histone tails affects the properties of the chromatin in which a particular nucleosome resides. The spacing of nucleosomes is also an important determinant of transcriptional activity. Nucleosome position can be affected by protein complexes such as the ATP-dependent chromatin remodeling factor SWI/SNF, which utilize energy to cause nucleosome sliding and noncovalent changes in conformation. This regulation of nucleosome position is important for transcriptional activation (Narlikar et al. 2002). Furthermore, nucleosomes can be irregularly packed and folded into higher order structures. This contributes to epigenetic phenomena such as nuclear organization, homologous chromosome pairing, chromosome territories, transcription factories, etc., that are beyond the scope of this review but have the potential for involvement in human disease.

An example of the importance of epigenetic mechanisms and nuclear organization in human disease comes from the study of immunodeficiency, centromere instability, and facial anomalies (ICF) syndrome. ICF syndrome is caused by mutations in the DNA methyltransferase DNMT3B, leading to DNA hypomethylation at particular sites, including CpG islands on the inactive X chromosome in females (Hansen et al. 1999, Xu et al. 1999). Matarazzo et al. examined chromosome territories, which are non-random areas of the cell nucleus that are occupied by a particular chromosome, corresponding to the inactive X and Y chromosomes in cells from ICF patients (Matarazzo et al. 2007). They observed that the human pseudoautosomal region (PAR)2 was relocalized toward the outside of the Y and inactive X chromosome territories in cells from ICF.
patients. On the inactive X, this relocalization can occur for genes distant from the actual site of DNA hypomethylation. Studies like this are still in the early stages but are likely to provide fascinating mechanistic insights into the complex interplay between different forms of epigenetic regulation of chromosomes.

### 26.1.4 Epigenetic Regulation of Promoter CpG Islands

CpG nucleotides are five times more abundant compared to the rest of the genome in genomic regions of ~ 500 bp – 1 kb called CpG islands (CGIs), which often overlap with gene promoters (McClelland and Ivarie 1982). CGIs in promoters of actively expressed genes are not DNA methylated and are in an open chromatin conformation, characterized by high levels of histone H3 lysine 9 (H3K9) acetylation (Fig. 26.1A and Color Plate 46). CGI promoters of transcriptionally silent genes are also generally not DNA methylated but are in a more closed chromatin conformation, characterized by a lack of H3K9 acetylation and the presence of H3K27 methylation (Fig. 26.1B). The addition of H3K27 methylation is catalyzed by enhancer of zeste 2 (EZH2), a member of the polycomb repressor complex 2 (PRC2) (Cao et al. 2002). These silent promoters are often also bound by polycomb repressor complex 1 (PRC1), preventing transcription initiation by RNA polymerase II (Boyer
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et al. 2006, Cao et al. 2002, Dellino et al. 2004). Thus, in normal cells, DNA methylation may play only a minor role in regulating CpG island promoters and associated genes. In cancer cells, many CGI promoters have hypermethylated DNA in addition to having a closed chromatin configuration, marked by addition of histone H3 lysine 9 methylation, loss of H3K9 acetylation, nucleosome occupancy, and the recruitment of methyl-binding domain proteins (MBDs) (Fig. 26.1C).

### 26.1.5 Functions of DNA Methylation

Epigenetic regulation is involved in diverse biological phenomena including mating-type locus silencing in yeast, position effect variegation in Drosophila, and transgene silencing in both animals and plants. DNA methylation has several specific biological roles. In X chromosome inactivation in mammals, in which one of the two X chromosomes in females is randomly silenced, DNA methylation is required for silencing of genes on the inactive X (Hansen and Gartler 1990, Mohandas et al. 1981, Wolf et al. 1984). However, recent data show that gene bodies (genomic regions corresponding to the exons and introns of a gene) exhibit a methylation pattern opposite to promoter methylation on the X chromosomes, i.e., gene bodies are methylated on the active X and undermethylated on the inactive X, suggesting that gene body methylation might influence gene expression differently than promoter methylation (Hellman and Chess 2007). Indeed, the role of gene body methylation in gene expression has been controversial, but at some loci is conserved evolutionarily, suggesting it has functional importance. DNA methylation also controls allele-specific gene expression of some imprinted loci (Li et al. 1993), is required

---

Fig. 26.1 (continued) Role of DNA methylation and histone modifications at promoter CpG islands in normal cells and cancer. In normal cells, most promoter CpG islands do not exhibit DNA methylation. Thus the expression status of CpG island-containing genes is primarily determined by the presence or absence of transcription factors and by histone modifications around the promoters of such genes. **(A)** In general, transcriptionally active CpG island loci exhibit unmethylated DNA and high levels of histone H3 lysine 9 acetylation, which are accompanied by an open chromatin configuration. **(B)** Transcriptionally silent genes, however, are marked by histone H3 lysine 27 trimethylation, a modification catalyzed by EZH2 (enhancer of zeste 2), a member of the Polycomb repressor complex 2 (PRC2). Following H3 lysine 27 trimethylation, these promoters can be bound by members of the Polycomb repressor complex 1 (PRC1), which blocks transcription initiation by RNA polymerase II. This is also a mechanism of abnormal gene silencing in cancer, in the absence of aberrant DNA methylation. **(C)** In cancer, a large number of CpG islands are hypermethylated at their DNA, which generally correlates with transcriptional repression of the associated genes. These CpG islands generally exhibit a closed chromatin configuration, marked by histone H3 lysine 9 methylation, loss of acetylation, nucleosome occupancy around the transcription start site and various types of methyl-binding domain proteins. Altogether, these modifications render the chromatin non-permissive for transcription initiation (see Color Plate 46)
for silencing transposable elements and maintaining genome stability (Eden et al. 2003, Walsh et al. 1998), and is a critical regulator of pluripotency genes (Fouse et al. 2008, Mikkelsen et al. 2008, Takahashi and Yamanaka 2006).

26.1.6 Environment and Epigenetics

An important, newly invigorated paradigm in epigenetics is that the environment can directly impact epigenetic modifications resulting in gene expression changes and phenotypic variation. There is evidence for this in both epidemiological studies and model organisms. In humans, deficiency for dietary folate, a methyl donor, causes global hypomethylation in peripheral white blood cells which can be reversed by folate repletion (Jacob et al. 1998).

In mice, a striking example of the epigenetic effects of an environmental factor, the amount of dietary methyl donors, has been observed. Methyl donors are essential for DNA methylation by supplying one carbon units and cofactors into a biochemical pathway that provides DNMTs with methyl groups for transfer to DNA. Wild-type mice of the C3H/HeJ-A/A strain are brown. A spontaneous mutation created the viable yellow allele of the gene agouti (Avy), resulting in variable coat color depending on the epigenetic status of this allele. The allele is the result of mutational insertion of an intracisternal A-particle (IAP) retrotransposon ~100 kb upstream from agouti. A cryptic promoter embedded in this transposon is normally active in Avy mice and usurps transcriptional control of agouti and drives ectopic expression of its gene product (Duhl et al. 1994, Waterland and Jirtle 2003). The resulting phenotypes include yellow fur, obesity, type II diabetes, and predisposition to tumors. However, the phenotypes display variability on an isogenic background, hinting at epigenetic regulation (Wolff et al. 1999).

Increased dietary methyl donors fed to pregnant Avy mothers can cause DNA hypermethylation of the Avy cryptic promoter, leading to normal agouti gene expression and mottled or brown coat color in offspring (Waterland and Jirtle 2003). Dietary modulation of methyl donors in Avy mice also has an effect on susceptibility to diabetes, obesity, and cancer, although the molecular mechanisms for this are unclear (Waterland and Jirtle 2003). The diet-induced epigenetic silencing of the agouti genetic insertion mutation can be transmitted through at least two generations of mice as a result of incomplete erasure of the DNA methylation in the germ line (Cropley et al. 2006, Morgan et al. 2008).

In humans, inter-individual variability and familial clustering of DNA methylation has been observed at specific Alu repeat elements and at the differentially methylated regions (DMRs) of two imprinted loci, IGF2/H19 and IGF2R (Sandovici et al. 2005). Furthermore, intra-individual changes in global methylation occur over time and the magnitude of change appears to have a familial component (Bjornsson et al. 2008). Thus the extent and consequences of epigenetic variability and potential transgenerational inheritance are just beginning to be explored and this may become an entirely new field of
26.1.7 Epigenetic Regulation in the CNS

Proper epigenetic regulation is critical to development and function of the mammalian CNS. Human and mouse brain exhibit high levels of methylcytosine compared to other tissues (Ehrlich et al. 1982, Tawa et al. 1990). DNA methylation levels are dynamic during brain development (Tawa et al. 1990), and different brain regions also show variable DNA methylation patterns at certain loci (Ladd-Acosta et al. 2007). The relationship between brain-region-specific gene expression (Lein et al. 2007) and brain-region-specific DNA methylation has not been fully explored. Even within specific brain regions, distinct cell types may be differentially marked by DNA methylation. In murine astrogliogenesis, DNA demethylation of the Gfap promoter and subsequent unblocking of a DNA sequence containing a binding site for transcription factor STAT3 is associated with Gfap transcription, a marker of astroglial lineage (Takizawa et al. 2001). A single CpG site within the Gfap promoter is methylated in neural precursors and postmitotic neurons and becomes unmethylated in astrocytes (Condorelli et al. 1997, 1994, Takizawa et al. 2001).

26.1.8 Role of DNA Methyltransferases in the CNS

DNA methyltransferases are important in CNS development and function. The maintenance methyltransferase DNMT1 is expressed highly in the mammalian brain (Goto et al. 1994, Inano et al. 2000, Trasler et al. 1996) including in postmitotic neurons, despite its proposed primary role in copying methylation during DNA replication. Conditional Dnmt1 deletion in murine postmitotic neurons did not affect DNA methylation levels or cell survival (Fan et al. 2001). On the other hand, conditional Dnmt1 deletion in embryonic day 12 neuroblasts resulted in DNA hypomethylation and lethality immediately after birth due to respiratory failure, indicating a requirement for DNA methylation in neural precursor cells. Mosaic mice with ~30% Dnmt1−/− cells survived into adulthood, but mutant cells were rapidly eliminated from the brain within 3 weeks of birth (Fan et al. 2001). Dnmt3b is expressed in the murine CNS for a short time during neurogenesis, whereas Dnmt3a is expressed in both the prenatal and postnatal CNS (Feng et al. 2005). Dnmt3b−/− mice exhibit prenatal lethality and neural tube defects, demonstrating a critical role for DNMT3b in neurodevelopment (Okano et al. 1999). Mice with conditional deletion of Dnmt3a in the nervous system are born apparently healthy but die prematurely, displaying hypoactivity, abnormal walking, and poor performance on tests of
neuromuscular function and motor coordination (Nguyen et al. 2007). The specific effects of Dnmt deficiency on neurons vs. glia are not well established and warrant further investigation.

Epigenetic-modifying enzymes are also critical in the development and function of the CNS in humans. Several neurodevelopmental disorders are caused by mutations in genes encoding proteins involved in epigenetic mechanisms. Rett syndrome, for example, is a severe neurodevelopmental disorder caused by mutations in MECP2 which encodes a protein that can bind to methylated DNA and regulate gene expression (Amir et al. 1999). Human ICF syndrome, which includes mental retardation, is caused by mutations in the de novo DNA methyltransferase DNMT3B (Hansen et al. 1999, Tuck-Muller et al. 2000, Xu et al. 1999). Furthermore, the dependence of the CNS on epigenetic regulation extends beyond DNA methylation and DNA methyltransferases: mutations in genes encoding other epigenetic regulatory proteins can cause neurodevelopmental disorders. One example is JARID1/SMCX, encoding a JmjC-domain-containing histone demethylase which, when mutated, causes a form of X-linked mental retardation (Jensen et al. 2005, Tahiliani et al. 2007).

These studies illustrate the importance of epigenetic control of gene expression in the development and function of the CNS. This knowledge of the critical role of epigenetic mechanisms and marks in the CNS provides a foundation for understanding the role of epigenetic regulation in tumors arising from CNS cells. Brain tumor research will continue to gain insights from basic neuroepigenetics.

26.2 Epigenetic Dysregulation in Cancer

26.2.1 DNA Hypomethylation in Cancer

Epigenetics alterations were first reported in human cancer in the early 1980s. These initial studies focused on a pronounced decrease in the total 5-methylcytosine content in the genome, referred to as global DNA hypomethylation, occurring in both benign and malignant tumors, including glioblastomas (Diala et al. 1983, Feinberg et al. 1988, Feinberg and Vogelstein 1983a, Gama-Sosa et al. 1983, Goelz et al. 1985, Hoffman 1982). DNA hypomethylation also was observed in particular genes, such as the oncogene HRAS, indicating that individual loci relevant to cancer might be targets of epigenetic dysregulation (Feinberg and Vogelstein 1983b). However, these changes were not specifically in the HRAS gene promoter and have not been shown to directly increase HRAS expression. Since these initial discoveries, aberrant DNA hypomethylation has been found in many cancer types, affecting single-copy genes and often repetitive genomic sequences, and its molecular consequences are beginning to be unraveled. Repetitive elements, which comprise approximately half of the human genome, account for the majority of global hypomethylation in cancer (Ehrlich 2002). In addition, gene-specific hypomethylation is associated with
the degree of global hypomethylation. For example, the demethylation of the promoter of the melanoma antigen family A, 1 (MAGEA1) gene and its transcriptional activation are linked to global hypomethylation and tumor progression in multiple cancers (Cadieux et al. 2006, De Smet et al. 1996).

There are multiple consequences of aberrant DNA hypomethylation in cancer cells. One consequence is an increased genetic mutation rate. Murine embryonic stem cells nullizygous for Dnmt1, resulting in genomic hypomethylation, displayed elevated mutation rates at both the endogenous hypoxanthine phosphoribosyltransferase (Hprt) gene and an integrated viral thymidine kinase transgene, with deletions being the predominant mutations at both loci (Chen et al. 1998). The mechanism for this is unknown but could be related to aberrant genetic recombination. In human ICF syndrome, lymphocytes from patients show hypomethylation of particular repetitive sequences such as pericentromeric satellite 2 and 3 repeats leading to chromosomal instability and subsequent chromosomal breakage (Ehrlich et al. 2008).

In addition to demonstrating an increased mutation rate, experiments in mice have shown that DNA hypomethylation can contribute to and sometimes be sufficient for tumorigenesis. Hypomethylation induced by a hypomorphic allele of DNA methyltransferase 1 (Dnmt1/Chip–) (that reduces Dnmt1 expression to 10% of wild-type levels and causes genome-wide hypomethylation in all tissues) is sufficient to initiate tumorigenesis in mice (aggressive T-cell lymphomas) (Gaudet et al. 2003). DNA hypomethylation can also increase genomic instability and tumor incidence in a murine Nf1+/− p53+/− genetic model of sarcoma (Eden et al. 2003). Mouse lymphomas induced by DNA hypomethylation can activate endogenous retroviral elements resulting in increased retrotransposition. In mice, hypomethylation causes relatively frequent IAP somatic insertion into the Notch1 genomic locus, generating an oncogenic form of Notch1 (Howard et al. 2008). In human cancers, however, the disruption of cancer genes by retrotransposition appears to be rare relative to other mutational mechanisms. Finally, murine models of defective imprinting provide evidence for a causal role in tumorigenesis. Imprinting refers to the parental-specific allelic expression of some mammalian genes which is often mediated by differential allele-specific DNA methylation. Hypomethylation-induced loss of imprinting (LOI), caused by transient experimentally induced demethylation of imprints in embryonic stem cells, leads to widespread solid tumors in chimeric adult mice (Holm et al. 2005).

26.2.2 DNA Hypermethylation in Cancer

Following the initial discovery of global and gene-specific hypomethylation in cancer, aberrant DNA hypermethylation of CpG island promoters was also reported, and the extensive list of hypermethylated genes in cancer now rivals the list of genetically altered genes. Promoter CpG hypermethylation usually involves high levels of methylation affecting a large portion of CpG sites in a
The first observation of hypermethylation was at the calcitonin gene promoter, and the first observation at a known tumor suppressor was at the retinoblastoma (RB) gene promoter, which was shown to be associated with transcriptional silencing in cultured tumor cells (Baylin et al. 1986, Greger et al. 1994, 1989, Ohtani-Fujita et al. 1993, Sakai et al. 1991). Since the mid-1990s, promoter hypermethylation has been found in many tumor suppressor genes, such as INK4/p16, MLH1, and VHL. Dense promoter methylation is thought to contribute to transcriptional silencing through several potential mechanisms, including (1) direct blocking of transcription factor binding and (2) binding of methyl-DNA binding proteins that recruit transcriptional repressors such as histone deacetylase, creating a more compact chromatin structure that precludes transcription. Nevertheless, the causal nature of the relationship between aberrant promoter methylation and gene silencing, and their temporal order, is still debated (Baylin and Bestor 2002).

Alterations in DNA methylation at specific loci in cancer can occur in conjunction with or independent of genetic mutations. Consistent with the Knudson two-hit hypothesis, DNA hypermethylation can (1) inactivate both alleles of tumor suppressor genes in sporadic cancer; (2) provide a second “hit” resulting in loss of heterozygosity in familial cancer (Grady et al. 2000, Yanagisawa et al. 2000); or (3) can be a first hit in some familial cancers (Chan et al. 2006, Suter et al. 2004). In addition, the late age of onset of many cancers is consistent with a contributing epigenetic etiology, since both genetic and epigenetic alterations increase with aging (Bjornsson et al. 2008).

Loss of imprinting (LOI) can be caused by DNA hypermethylation in human cancers. The imprinting disorder Beckwith-Weidemann syndrome (BWS), which is caused by maternal deficiency at the 11p15 locus, results in increased tumors including Wilms tumors. LOI was found in Wilms tumors in 1993–1994, caused by gain of methylation and silencing of the gene H19, whereas the co-regulated and reciprocally imprinted gene IGF2 is upregulated (Moulton et al. 1994, Ogawa et al. 1993a, b, Rainier et al. 1993, Steenman et al. 1994). Notably, this epimutation (an epigenetic alteration not affecting the primary DNA sequence) was found in local surrounding non-tumor tissue and was the earliest molecular change observed, suggesting a gatekeeper role for epigenetic alterations in some cancers. Although the number of known imprinted genes in the mammalian genome is small (100–200) (Morison et al. 2001) they appear to have a disproportional role in cancer, likely due to their propensity to encode for proteins that regulate cell growth.

### 26.2.3 Histone Code Modifications and Cancer

Neither genes encoding DNMTs nor histone-modifying enzymes are frequently mutated in human cancers, except for some acute leukemias which have common translocations involving the mixed lineage leukemia (MLL) gene, which encodes an H3K4 methyltransferase that promotes gene expression. These translocations result in MLL fusion proteins that have lost H3K4
methyltransferase activity. Despite the lack of common mutations in epigenetic-modifying enzymes in cancer, epigenetically silenced loci, in addition to being DNA hypermethylated, are characterized by aberrant patterns of histone modifications. Silenced CpG island promoters are characterized by increased histone H3K9 methylation and loss of H3K9 acetylation (Fig. 26.1C). Some silenced genes in cancer cells may result from a chromatin structure similar to that found in developmentally regulated genes in embryonic stem (ES) cells. This pattern is characterized by the dual presence of H3K27 methylation and H3K4 methylation (bivalent domains) and is thought to create a “poised” chromatin state for developmentally regulated genes, allowing silencing in ES cells and subsequent transcriptional activation or repression in differentiated cells (Bernstein et al. 2006). In cancer cells, promoter DNA hypermethylation is sometimes associated with enhancer of zeste 2 (EZH2)-mediated H3K27 methylation (Schlesinger et al. 2007, Widenschwendter et al. 2007, Vire et al. 2006). Furthermore, histone modification patterns similar to bivalent domains are found in at promoters of genes silenced by DNA hypermethylation in cancer. These histone modifications are hypothesized to predispose tumor suppressor genes to DNA hypermethylation and heritable silencing (McGarvey et al. 2008, Ohm et al. 2007).

For silencing of some genes in cancer, DNA hypermethylation might not be causal or required. The EZH2 histone methyltransferase silences approximately 5% of gene promoters in prostate cancer cells by histone H3K27 trimethylation independent of DNA methylation (Kondo et al. 2008). The order and hierarchy of epigenetic modifications in the process of gene silencing is an area of extensive investigation and will likely yield clues about potential primary causes of epigenetic alterations in cancer.

26.2.4 Nucleosome Positioning Alterations in Cancer

Nucleosome positioning in promoters might also be a critical regulator of epigenetic gene silencing in cancer. MLH1 promoter hypermethylation is correlated with nucleosome occupancy and gene silencing in cancer cell lines (Lin et al. 2007), whereas unmethylated CpG islands have nucleosome-free zones. Furthermore, single molecule analysis of demethylation induced by 5-aza-2’-deoxycytidine (5-aza) showed long-term loss of promoter nucleosomes. However, many demethylated promoters contained nucleosomes 72 hours after treatment, suggesting that DNA demethylation might indirectly cause promoter nucleosome depletion as a result of destabilization of nucleosomes, resulting in eventual gene reactivation.

26.2.5 Causes of Epigenetic Modifications in Cancer

The causes and consequences of these different types of epigenetic dysregulation in cancer remain an area of intense investigation, with significant progress being
made in understanding the consequences. The causes, however, remain mostly obscure. For aberrant DNA methylation in cancer cells, multiple causes have been proposed. Alterations in DNA methyltransferase enzymes are one obvious possibility, and although mutations in DNMT genes have not been reported in cancer, there is evidence for their aberrant expression. In particular, expression of DNMT3B splice variants and aberrant transcripts are associated with several cancers, including GBM (Kanai et al. 2004, Ostler et al. 2007, Saito et al. 2002). In the Apcmio/+ mouse model of intestinal cancer, induced overexpression of Dnmt3b1 caused increased tumor number accompanied by gene-specific de novo methylation (Linhart et al. 2007). In GBM cell lines, increased DNMT1 and decreased DNMT3A mRNA and protein have been reported (Fanelli et al. 2008).

Alterations in epigenetic regulatory proteins other than DNMTs also might cause changes in DNA methylation, albeit indirectly. For example, in ATRX disorder (x-thalassemia, myelodysplasia) mutations in ATRX, encoding a DNA helicase, lead to hypomethylation of repetitive sequences including ribosomal DNA (Gibbons et al. 2000). This example illustrates that an epigenetic regulatory protein other than a DNMT can indirectly affect DNA methylation levels at specific subsets of genomic loci, though it is not known if this indirect mechanism is relevant in cancer.

In theory, either an initial genetic or an epigenetic abnormality could result in tumorigenesis and cause further downstream genetic and epigenetic changes. In glioma, epigenetic silencing of the tumor suppressor gene WNK lysine deficient protein kinase 2 (WNK2) was significantly associated with combined deletion of chromosomes 1p and 19q (Hong et al. 2007). WNK2 in directly inhibits MEK1, enhancing growth-promoting signals through EGFR (Moniz et al. 2008, 2007). Thus, it is possible that the epigenetic silencing of WNK2 interacts on a pathway level with genetic alteration of EGFR signaling, a common abnormality in glioblastomas. In contrast to gliomas, more commonly occurring cancers exhibit genetic point mutations in all four WNK genes.

### 26.2.6 Environmental Factors Affecting Epigenetic Modifications in Cancer

There is also evidence that environmental factors can directly promote tumorigenesis through epigenetic dysregulation. For example, arsenic induces genome-wide and Ras-specific hypomethylation in mice (Okoji et al. 2002) and low-dose benzene exposure in humans causes DNA methylation defects at multiple loci, including MAGEA1 hypomethylation and p15 hypermethylation (Bollati et al. 2007). More research into this area is
needed and should help to determine which environmental risk factors can cause epigenetic dysregulation contributing to cancer.

26.3 Epigenetic Dysregulation in Gliomas

26.3.1 Overview of Epigenetic Alterations in Gliomas

Similar to other tumor types, gliomas exhibit extensive epigenetic abnormalities, including gene-specific hypermethylation, gene-specific and global hypomethylation, and LOI. An important early discovery was global decrease in 5-methylcytosine in a subset of GBM and astrocytoma samples (Gama-Sosa et al. 1983). Recent follow-up studies show that global hypomethylation occurs at a high frequency (~80%) in primary glioblastomas (Cadieux et al. 2006). As in other cancer types, the causes and consequences of global DNA hypomethylation in gliomas have not been fully elucidated.

The best example of locus-specific hypomethylation in gliomas is at the cancer-testis antigen gene MAGEA1, which has been observed in astrocytoma and GBM (Cadieux et al. 2006, Yu et al. 2004). MAGEA1, a member of the MAGE family of genes, is one of a group of germline-specific genes that become transcriptionally activated in multiple tumors, and this activation is correlated with genome-wide hypomethylation and increased cellular proliferation (Cadieux et al. 2006, De Smet et al. 1996). The expression of the protein products of these “cancer-testis antigen” genes in tumors results in the recognition of tumor-specific antigens on the cell surface by cytolytic T lymphocytes and also inhibits p53 function and response to chemotherapy (Liu et al. 2004, Van Der Bruggen et al. 2002).

Locus-specific hypermethylation, mostly at CpG island promoters, is a frequent observation in gliomas, including low-grade astrocytomas and oligodendrogliomas. These silencing events occur at genes with diverse functions related to tumorigenesis and tumor progression, including cell-cycle regulation, DNA repair, apoptosis, angiogenesis, invasion, and drug resistance. The RB and PI3K pathways are examples of pathways affected by epigenetic silencing (including CDKN2/p16, RB, and PTEN) (Baeza et al. 2003, Costello et al. 1996, Nakamura et al. 2001). Promoter methylation is also frequent in genes within the p53 pathway, including TP53 and p14ARF (Amatya et al. 2005, Bello and Rey 2006, Watanabe et al. 2001).

Genome-scale epigenetic analyses have identified new tumor suppressor candidates as well as bona fide tumor suppressors in gliomas. One example is at chromosome 19q. Deletions in this region in gliomas and neuroblastomas have suggested the presence of an unknown tumor suppressor. Expression array analysis of glioma cells treated with a DNA demethylating agent discovered a candidate tumor suppressor, epithelial membrane protein 3 (EMP3), a myelin-related gene involved in cell proliferation and cell–cell interactions (Alaminos et al. 2005).
EMP3 is silenced by hypermethylation in primary gliomas and reintroduction of EMP3 in neuroblastoma cell lines with EMP3 silencing resulted in reduced colony formation in vitro and decreased xenograft growth in mice, suggesting tumor suppressor function (Alaminos et al. 2005).

The oncogenic, pro-proliferative transforming growth factor (TGF)-beta signaling pathway in aggressive, highly proliferative gliomas is affected by an interesting type of epigenetic dysregulation. High levels of TGF-beta signaling are normally associated with poor prognosis in glioma. TGF-beta signaling promotes proliferation through the induction of platelet-derived growth factor (PDGF)-B. However, epigenetic silencing of PDGF-B can override the pro-proliferative effects of TGF-beta signaling. Specifically, PDGF-B promoter hypermethylation prevents PDGF-B transcriptional activation by TGF-beta-induced Smad proteins (Bruna et al. 2007). The oncogenic affect of the TGF-beta pathway is therefore blocked by epigenetic alteration of one of its targets.

Genes involved in invasion and metastasis can also be affected by hypermethylation in gliomas. A high frequency of astrocytomas (88%), GBMs (87%), and glioma cell lines (100%) tested exhibit CpG island hypermethylation of the protocadherin-gamma subfamily A11 (PCDH-gamma-A11) gene, which is thought to be important in invasion of cancer cells into normal brain parenchyma (Waha et al. 2005). However, the use of the sensitive MSP method for detecting methylation may overestimate the percentage of tumors in which methylation reaches a biologically meaningful level.

26.3.2 Epigenetic Silencing of MGMT and Drug Resistance to Alkylating Agents

One particularly important example of epigenetic silencing of a drug resistance gene is promoter hypermethylation of O6-methylguanine-DNA methyltransferase (MGMT) in glioma. MGMT encodes a DNA repair protein, O6-methylguanine-DNA methyltransferase, that removes alkyl adducts at the O6 position of guanine and (less frequently) at the O4 position of thymine (Gerson 2004). Expression of MGMT protects normal cells from carcinogens; however, it can also protect cancer cells from chemotherapeutic alkylating agents. MGMT promoter methylation is negatively correlated with expression and is associated with decreased transcription factor binding in glioma cell lines (Costello et al. 1994a, b). An initial report suggested a paradoxical positive correlation between MGMT methylation and expression in cancer cell lines (Pieper et al. 1991). However, updates in the genomic structure of the MGMT gene showed that the paradoxically higher level of methylation in MGMT-expressing cells was located 60–240 kb downstream of the MGMT promoter. Hypermethylation of the MGMT promoter, leading to transcriptional silencing, occurs in multiple primary human tumors, including glioma, lymphoma, breast cancer, prostate cancer, and retinoblastoma (Esteller et al. 1999a). In human colorectal cancer, MGMT promoter methylation is
associated with increased G to A transition mutations in TP53 and K-RAS (Esteller et al. 2001, 2000).

MGMT hypermethylation is associated with significantly longer survival in glioblastomas and low-grade gliomas treated with radiation and alkylating agents, including temozolomide (Everhard et al. 2006, Hegi et al. 2005), although it is unclear if this is directly due to reduced MGMT expression (see also Chapter 28). Furthermore, MGMT hypermethylation is a predictor of the incidence and outcome of pseudoprogression (progressive and enhancing lesions observed by MRI immediately after the end of treatment that are not actual tumor progression, but rather are an effect of the radiotherapy and temozolomide treatment) (Brandes et al. 2008). MGMT hypermethylation is a late event in progressive oligodendrogliomas, leading to the hypothesis that MGMT methylation may have a different prognostic value for oligodendrogliomas compared to GBMs and low-grade gliomas (Lavon et al. 2007). The predictive value of MGMT methylation may be increased when used in conjunction with gene expression data (Murat et al. 2008). However, further technical refinement is needed for the commonly used MGMT methylation assay: particularly when applied to fixed tissue, the methylation-specific PCR (MSP) method is prone to false positives (Rand et al. 2002).

26.3.3 Patterns of Epigenetic Alterations in Gliomas

CpG island hypermethylation can occur on both alleles of a tumor suppressor or on one allele while the other allele is altered by a genetic mechanism. However, most aberrant methylation events in glioma are focal and independent of deletions, suggesting a widespread and independent role for epigenetic dysregulation (Zardo et al. 2002). Glioma hypermethylation events can occur concurrently, suggestive of a hypermethylator phenotype, such as the observation that the ER and N33 genes display concordant methylation in GBM (Li et al. 1998). As in other cancers, imprinted genes can also be affected by hypermethylation in glioma. LOI of IGF2 has been reported in primary glioma (Uyeno et al. 1996) and PEG3 is epigenetically silenced resulting in LOI in some glioma cell lines (Maegawa et al. 2001).

Different glioma subtypes and tumor grades display distinct aberrant DNA methylation profiles (Uhlmann et al. 2003). Secondary GBMs have a higher overall frequency of promoter methylation compared to primary GBMs, at least for the promoters of p14ARF, p16INK4a, RB1, MGMT, and TIMP-3 (Ohgaki and Kleihues 2007). Low-grade gliomas and secondary GBMs show PTEN promoter methylation and activation of the PI3K pathway as measured by protein kinase B (PKB/AKT) phosphorylation, whereas PTEN promoter methylation is a rare occurrence in primary GBMs (Wiencke et al. 2007). On the other hand, the same epigenetic alterations can be shared by different types of brain tumors, even in different species. For example, SLC5A8 is inactivated in
human oligodendrogliomas and astrocytomas and in mouse models of oligodendroglial tumors by an epigenetic mechanism, suggesting that aberrant epigenetic silencing of this locus is common in mammalian gliomas (Hong et al. 2005). CNS cancers other than gliomas also display distinct methylation profiles: for example, *hMLH1, TIMP3, MGMT, p73*, and *THBS1* are frequently hypermethylated in schwannomas (Bello et al. 2007), and *NF2* is genetically and epigenetically altered in meningioma (Lomas et al. 2005).

The progression of glioma over time is associated with distinct epigenetic patterns. Malignant progression and shorter survival in astrocytoma are associated with *p14ARF* but not *MGMT* hypermethylation, suggesting that these are two distinct pathways in astrocytoma with different clinical consequences (Watanabe et al. 2007). Recurrence is also characterized by specific epigenetic marks: hypermethylation of the pro-apoptotic gene caspase-8 is frequently associated with relapsed GBM (Martinez et al. 2007). Increased recurrence-free survival is associated with *CITED4* hypermethylation at 1p43.2 and 1p and 19q losses (Tews et al. 2007). Murine glioma models also provide evidence of a role for epigenetic mechanisms in modifying tumor progression. In a mouse model of astrocytoma with mutant *Trp53* and *Nf1*, a genetic modifier controlling susceptibility to progression is itself epigenetically modified (Reilly et al. 2004).

Epigenetic alterations affecting gene expression may modulate sensitivity to drugs (i.e., *MGMT* methylation) and radiotherapy. Re-expression of suppressors of cytokine signaling 1 (*SOCS1*) in GBMs with *SOCS1* hypermethylation and transcriptional silencing caused sensitization to ionizing radiation and decreased activation of MAPKs associated with the ERK pathway (Zardo et al. 2002, Zhou et al. 2007). Thus, epigenetic profiling might be one way to molecularly categorize gliomas and to apply rationally designed therapy in a patient-specific manner.

### 26.3.4 Epigenetics of Glioma Tumor Initiating Cells

Epigenetic mechanisms appear to be important in regulating putative cancer stem cells, also called tumor initiating cells (TICs). Recent data show that DNA hypermethylation can alter the differentiation properties of the fraction of glioma cells thought to be TICs. Normal astroglial differentiation is regulated by the bone morphogenetic protein (BMP) – and ciliary neurotrophic factor (CNTF) – mediated Jak/STAT pathway. In a subset of glioblastoma TICs, this differentiation pathway is inhibited by epigenetic silencing of the BMP receptor 1B (*BMPR1B*) gene (Lee et al. 2008). This silencing is dependent on the histone methyltransferase enhancer of zeste 2 (EZH2) and DNA methylation and could be reversed by treatment with a DNA demethylating agent. These data demonstrate that a subset of human GBM cells are blocked from differentiation though a defect in the BMP signaling pathway. Furthermore, forced expression of *BMPR1B* could restore the differentiation potential of these cells and can decrease
tumorigenicity. These findings reinforce the idea that future epigenetic therapies might be applied rationally, guided by patient-specific epigenetic profiling.

The gene encoding the CD133 cell surface marker used to identify and enrich glioma TICs is itself subject to epigenetic regulation. In glioma cell lines, CD133 promoter CGI DNA methylation was negatively correlated with CD133 expression (Yi et al. 2008). In pure CD133+ cell lines, this methylation was absent. Furthermore, CD133 methylation was not observed in normal brain but only in cultured and primary tumors, suggesting that it could be an epigenetic tumor-specific marker.

### 26.3.5 Identification of Genome-Wide Methylation Patterns in Brain Tumors

There are multiple strategies for discovering epigenetic alterations in brain tumors. One approach is to examine candidate loci that are affected by deletion or mutation on one allele, based on the idea that DNA hypermethylation might inactivate the other allele, leading to complete silencing. This strategy, by design, is more likely to discover hypermethylation of tumor suppressors rather than hypomethylation events. A more unbiased approach is to scan the entire genome for both hyper- and hypomethylation events. For gliomas, this was achieved first through the use of methyl-sensitive restriction enzymes (MREs) using a method called restriction landmark genomic scanning (RLGS) (Costello et al. 2000, 1997, Nakamura et al. 1998, 1997a, b, c). Newer, more advanced methods include reduced representation bisulfite sequencing (Meissner et al. 2005) and methylated DNA immunoprecipitation (MeDIP) combined with DNA microarrays (Weber et al. 2005) or massively parallel sequencing (Down et al. 2008), which will surely advance our understanding of epigenetic dysregulation in brain tumors.

One additional approach to uncovering epigenetically altered genes is to use chemical treatment with DNMT1 and histone deacetylase inhibitors such as 5-aza-2'-deoxycytidine (5-aza) and trichostatin A (TSA), respectively, combined with expression microarrays (Karpf et al. 1999). This strategy led to the identification of brain expressed, X-linked 1 (BEX1) and 2 (BEX2) as candidate tumor suppressors in glioma (Foltz et al. 2006). Another study identified >160 genes upregulated by combined 5-aza and TSA treatment in glioma cell lines and in separate experiments provided evidence that some epigenetically silenced loci are aberrantly methylated by the combined action of DNMT1 and DNMT3B, whereas others are regulated only by a single DNMT (Kim et al. 2006). 5-aza treatment of short-term cultured primary GBMs identified two genes, runt-related transcription factor 3 (RUNX3) and testin (TES), with aberrant methylation (Mueller et al. 2007). In this chemical approach, numerous genes may be activated indirectly. Thus, follow-up analyses of the epigenetic marks at the activated genes in primary tumors are essential.
26.3.6 Aberrant Expression of MicroRNAs in Gliomas

MicroRNAs are important in normal development and dysregulation of their expression has been observed in multiple cancers. In gliomas, multiple miRNAs can be aberrantly expressed in both primary tumors and cell lines [(Nicoloso and Calin 2008); Chapter 27]. Primary GBMs and cell lines overexpress miR-221, whereas a set of brain-enriched miRNAs (miR-128, miR-181a, miR-181b, and miR-181c) show decreased expression (Ciafre et al. 2005). Another study showed that miR-124 and miR-137 are underexpressed in primary GBM and anaplastic astrocytoma (Silber et al. 2008). MiR-137 expression was increased in GBM cell lines U87 and U251 following treatment with 5-aza-2'-deoxycytidine, suggesting regulation of this microRNA by DNA methylation. Functionally, miR-124 and -137 inhibit proliferation in GBM and can induce differentiation of normal brain tumor stem cells. Additional publications have demonstrated that miR-124 is underexpressed in primary oligodendrogliomas, astroblastomas, and GBM cell lines (Gaur et al. 2007, Landgraf et al. 2007, Nelson et al. 2006) indicating a potentially central role for this non-coding RNA in brain tumors. Overall, microRNAs appear to play multiple roles in cancer biology; for example in GBM miR-21 has both anti-apoptotic and pro-invasion functions (Chan et al. 2005, Gabriely et al. 2008).

26.4 Targeting Epigenetic Events for Therapy in Gliomas

26.4.1 Overview of Epigenetic Therapy for Gliomas

Epigenetic-based therapy is currently being tested in multiple cancers including gliomas. In contrast to genetic mutations which are “hard-wired” and difficult to change once mutated, epimutations such as promoter hypermethylation are theoretically reversible by drug treatment or possibly diet. The main epigenetic-based drugs being tested are DNMT inhibitors and HDAC inhibitors (HDACi) that are proposed to reactivate epigenetically silenced genes such as tumor suppressors, and to open chromatin to expose the DNA to chemotherapeutic agents. For HDACi a proposed mechanism involves inhibition of histone lysine acetylation at promoters of silenced genes leading to increased histone acetylation, more open, accessible chromatin, and transcriptional activation. The activation of these genes would lead to tumor suppression through multiple pathways, such as cell-cycle inhibition and induction of apoptosis.

A major unresolved issue for epigenetic therapy of cancer is target specificity. First, some genes that require DNA methylation or histone deacetylation for silencing in normal cells could be aberrantly activated by agents that inhibit DNMTs or HDACs. The effects of this, if any, are unknown. Second, cancer genomes are characterized by both DNA hyper- and hypomethylation.
Therefore, using drugs that reactivate silenced tumor suppressors may have the undesired effect of further activating oncogenes. These problems should be addressed to gain a more complete understanding of the molecular events resulting from epigenetic-based therapy.

### 26.4.2 Histone Deacetylase (HDAC) Inhibitors for Glioma Treatment

DNMT inhibitors, such as decitabine (5-aza-2'-deoxycytidine; Dacogen, MGI Pharma, Bloomington, MN) and HDACi such as suberoylanilide hydroxamic acid (SAHA; Vorinostat; Aton Pharma, Lawrenceville, NJ) are in clinical trials for treatment of multiple cancers. Currently only HDACi are in trials for gliomas; at the moment, there are no clinical trials using agents blocking DNA methylation in gliomas.

HDACs catalyze the deacetylation of lysine residues within the N-terminal tails of core histones and also within non-histone proteins. As a result, their effects are complex and involve many protein substrates, and the mechanism of specificity for each HDAC is not well understood. There are 18 known HDACs in humans, divided into five main classes, with different target specificities (Dokmanovic et al. 2007). HDACs of Class I (HDACs 1, 2, 3, and 8), Class IIA (HDACs 4, 5, 7, and 9), Class IIB (HDACs 6 and 10), and Class IV (HDAC 11) all contain zinc in their active sites and are inhibited by TSA and SAHA. Class III HDACs (sirtuins) do not contain zinc and are not inhibited by TSA or SAHA.

HDACi are comprised of several classes of compounds, including hydroxymes (SAHA, TSA), cyclic peptides (depsipeptide), aliphatic acids (valproic acid, butyrate), and benzamides. None of the HDACi are effective against all HDACs, and the mechanism(s) by which cancer cells are affected by HDACi is only partially understood. HDACi can cause increased acetylation of histone and non-histone proteins and reactivate \( p21 \), which contributes to cell-cycle arrest (Gui et al. 2004, Yin et al. 2007). SAHA treatment increased \( p21 \) promoter histone H3 acetylation in the U87 glioma cell line and inhibited the proliferation of GL26 glioma cells implanted in mice (Yin et al. 2007).

Non-cancerous cells are more resistant to the effects of HDACi, but the reasons for this selective sensitivity are unclear (Qiu et al. 1999). HDACi alter the expression levels of only a subset of genes in transformed cells (~2–10%), and both increases and decreases in transcript levels are observed (Gray et al. 2004, Lee et al. 2006b, Mitsiades et al. 2004, Peart et al. 2005).

Three HDACi are in phase I and II clinical trials for gliomas (Table 26.1). SAHA was found to sensitize glioma cells in vitro, ex vivo, and in vivo to chemotherapy and radiation in preclinical studies (Chinnaiyan et al. 2005, Eyupoglu et al. 2005, Kumagai et al. 2007, Ugur et al. 2007) and is now being used as both monotherapy and combination therapy in 5 phase I or I–II clinical trials. Two of these trials use SAHA in combination with temozolomide, and
<table>
<thead>
<tr>
<th>Disease(s)</th>
<th>HDAC classes targeted</th>
<th>Phase</th>
<th>Sponsor(s)</th>
<th>Status</th>
<th>Clinicaltrials.gov ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAHA, Isotretinoin, Carboplatin</td>
<td>GBM</td>
<td>I,II</td>
<td>I,II</td>
<td>M.D. Anderson Cancer Center/Merck</td>
<td>Active</td>
</tr>
<tr>
<td>SAHA, Temozolomide, radiation</td>
<td>GBM</td>
<td>I,II</td>
<td>I,II</td>
<td>NCI/North Central Cancer Treatment Group</td>
<td>Approved, not yet active</td>
</tr>
<tr>
<td>SAHA</td>
<td>GBM</td>
<td>I,II</td>
<td>II</td>
<td>NCI/North Central Cancer Treatment Group</td>
<td>Active</td>
</tr>
<tr>
<td>SAHA, Bortezomib</td>
<td>GBM</td>
<td>I,II</td>
<td>II</td>
<td>NCI/North Central Cancer Treatment Group</td>
<td>Active</td>
</tr>
<tr>
<td>SAHA, Temozolomide</td>
<td>malignant gliomas</td>
<td>I,II</td>
<td>I</td>
<td>NCI/North American Brain Tumor Consortium</td>
<td>Active</td>
</tr>
<tr>
<td>Valproic acid, Temozolomide, radiation</td>
<td>GBM</td>
<td>I,IIA</td>
<td>II</td>
<td>NCI</td>
<td>Active</td>
</tr>
<tr>
<td>Valproate, Etoposide</td>
<td>neuronal tumors and brain metastases</td>
<td>I,IIA</td>
<td>I</td>
<td>M.D. Anderson Cancer Center</td>
<td>Active</td>
</tr>
<tr>
<td>Depsipeptide</td>
<td>High-grade gliomas</td>
<td>I</td>
<td>I,II</td>
<td>NCI/North American Brain Tumor Consortium</td>
<td>Closed</td>
</tr>
</tbody>
</table>
one of these also includes radiotherapy. A third trial is SAHA plus Isotretinoin and Carboplatin, a fourth uses SAHA plus Bortezomib, and a fifth trial is testing SAHA as a monotherapy. SAHA targets class I and II HDACs at micromolar concentrations.

Trials are also currently underway for two additional HDACi, valproic acid (Depakene, Abbott Labs, Abbott Park, IL) and depsipeptide (Romedepsin; FK-228; Gloucester Pharmaceuticals, Cambridge, MA). Valproic acid is being tested against GBM in combination with temozolomide plus radiation, and in a broader second trial against neuronal tumors and brain metastases in combination with etoposide. Depsipeptide monotherapy was tested against recurrent high-grade gliomas; this study is now closed. Valproic acid is active against Class I and IIA HDACs at millimolar concentrations; depsipeptide is active against Class I HDACs at nanomolar concentrations.

There are additional promising HDACi that might be effective in clinical trials. Butyrate is an aliphatic acid HDACi effective against Class I and IIA HDACs at millimolar concentrations. A derivative of butyrate, pivaloyloxy-methyl butyrate (AN-9; Titan Pharmaceuticals, South San Francisco, CA) shows efficacy in GBM cell culture and animal models (Entin-Meer et al. 2005, 2007). AN-9 sensitized GBM mouse xenografts to radiation and showed decreased tumor growth and increased survival. There are several HDACi that have shown efficacy against cancer cells but not yet specifically for gliomas. For example, Panobinostat (LBH589, Novartis) is in clinical trials for the treatment of both solid tumors and hematologic malignancies. It is well tolerated and induces clinical responses in cutaneous T-cell lymphoma (CTCL) patients (Ellis et al. 2008) Another HDAC that is in clinical trials for both multiple cancer types and that could be considered for glioma treatment is Belinostat (PXD101, TopoTarget A/S) (Gimsing et al. 2008). The discovery and development of new epigenetic enzyme-targeting compounds is an area of active research in the pharmaceutical industry.

26.4.3 Epigenetic Marks as Biomarkers for Clinical Evaluation

Blood plasma in cancer patients contains DNA derived from tumor cells due to necrotic or apoptotic cancer cells releasing genomic DNA. This potentially provides a less invasive method for biomarker detection. Aberrantly hypermethylated cancer genes found in plasma could be one such type of biomarker. This type of analysis may provide clinically useful information such as diagnosis, prognosis, and follow-up post-therapy. Methylated tumor-specific biomarkers have in fact been found in plasma and serum for several types of cancer (Esteller et al. 1999b, Wong et al. 1999). There is a measurable amount of tumor DNA in the plasma of high-grade glioma patients, and in 60% of patients the same methylated promoters (p16INK4a, MGMT, p73, and RARbeta were tested) could be detected in both tumor and plasma DNA (Weaver et al. 2006).
The frequency of detection of methylated promoters in plasma of GBM patients was similar to that in other cancers, suggesting that the blood–brain barrier does not completely block the transfer of tumor DNA to plasma. This method is theoretically highly sensitive, since small amounts of methylated DNA can be detected in a sample by methylation-specific PCR.

26.5 Future Directions for Epigenetics of Gliomas

Epigenetic research into gliomas is poised to make substantial contributions to understanding glioma biology, adding predictive biomarkers and identifying new targets for therapy. New glioma models, such as patient GBM-derived tumor stem cells grown as neurospheres, may be a valuable addition to epigenetic research into GBM, particularly if the epigenetic profiles of the corresponding primary tumor are retained, as has been shown for gene expression patterns and invasive growth patterns of these cells (Lee et al. 2006a, Li et al. 2008). Epigenomic profiling of DNA methylation, histone modifications and non-coding RNAs (such as microRNAs) in primary tumors, orthotopic xenografts, and tumor neurospheres are strategies that will likely uncover many additional epigenetic alterations in gliomas, and therefore targets for therapy.

There are still many questions remaining about the role of epigenetics in gliomas and in all cancers. The causes and consequences of epigenetic alterations are still mostly unknown, and the relative contributions of genetic and environmental factors in causing epigenetic alterations have not been quantified. Why are some genes or pathways more affected by epigenetic rather than genetic alterations or vice versa? It is clear that approaches simultaneously examining both genetic and epigenetic defects, complemented with functional studies, will be essential. It will also be prudent to further study the effects of HDACi on the cancer genome as a whole to understand the molecular consequences of this treatment strategy.

Combination therapy with both DNMT and HDAC inhibitors might be one strategy against gliomas. This dual treatment approach may have a synergistic effect and allow lower doses of each drug to be used. An area that is mostly unexplored in glioma is the development and testing of drugs directed against histone modifications other than acetylation. H3K27 methylation at silenced tumor suppressor promoters could be targeted to reactivate these genes, for example using the S-adenosylhomocysteine hydrolase inhibitor 3-Deazaneplanocin A (DZNep), although the specificity of DZNep for H3K27 methylation remains to be determined (Tan et al. 2007).

Reflecting the increased interest in epigenetics in cancer, The Cancer Genome Atlas (TCGA; http://cancergenome.nih.gov/about/mission.asp) is examining genomic changes and DNA methylation in three cancers: GBM, lung, and ovarian cancer. DNA methylation is being profiled in candidate genes by the Illumina GoldenGate® BeadArray. Currently available data are from the Illumina Cancer Panel I, which includes 1,505 CpG loci selected from 807 genes.
A recent TCGA publication demonstrated that *MGMT* promoter hypermethylation was found to be associated with a hypermutator phenotype due to deficient mismatch repair in temozolomide-treated GBMs (TCGA, 2008). A complementary, project sequenced the exons of 20,661 protein coding genes in GBM (Parsons et al. 2008). The International Cancer Genome Consortium (ICGC) is an additional effort, currently in the planning stages, which will include epigenomic profiling of DNA methylation. Considering there are 30,000 CpG islands in the human genome, next-generation sequencing methods may be required to fully investigate aberrant DNA methylation in CNS tumors. A truly genome-scale map of DNA methylation and histone modifications in GBM will be one key to accelerating understanding of epigenetic mechanisms underlying this deadly disease.

**Abbreviations**

5-aza  5-aza-2’-deoxycytidine  
CGI  CpG island  
DNMT  DNA methyltransferase  
GBM  glioblastoma multiforme  
HDAC  histone deacetylase  
HDACi  histone deacetylase inhibitor  
ICF  immunodeficiency, centromere instability and facial anomalies  
LOI  loss of imprinting  
MGMT  O6-methylguanine-DNA methyltransferase  
SAHA  suberoylanilide hydroxamic acid  
TIC  tumor initiating cell  
TSA  trichostatin A
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Chapter 27
MicroRNAs in the Central Nervous System and Potential Roles of RNA Interference in Brain Tumors

Benjamin Purow

Abstract The study of RNA interference, in the form of endogenous micro-RNAs (miRNAs) or exogenous small interfering RNAs (siRNAs), is revealing powerful regulatory mechanisms throughout biology. Though small, these short RNA duplexes can lead to potent suppression of their targets. Numerous miRNAs are dysregulated in cancers, and several have been shown to play oncogenic or tumor suppressor roles. miRNAs are also pivotal in the development and function of the central nervous system. Brain tumors, positioned at the intersection of both, are strongly influenced by miRNAs. Early studies have shown upregulated miRNAs such as miR-21 and miR-221/222 to act in an oncogenic fashion, while the underexpressed miR-124 and miR-7 appear to suppress brain tumor formation. miRNAs and siRNAs also offer novel targeted approaches to the treatment of brain tumors. In this chapter we will discuss miRNAs in the central nervous system, their roles in brain tumors, and potential miRNA- and siRNA-based therapeutic strategies in neuro-oncology.

Contents
27.1 Introduction ................................................. 652
27.2 miRNA and siRNA Background ................................. 652
27.3 MicroRNAs in CNS Development and Function ................. 655
27.4 Individual MicroRNAs in the CNS ............................. 656
27.5 MicroRNAs in Cancer ...................................... 657
27.6 MicroRNAs in Brain Tumors .................................. 660
  27.6.1 Oncogenic miRNAs in Brain Tumors ......................... 661
  27.6.2 miRNAs with Tumor Suppressor Properties in Brain Tumors ... 663
27.7 Potential miRNA- and siRNA-Based Therapies for Brain Tumors .... 664
  27.7.1 Delivery of siRNAs or miRNAs as Therapy .................. 664
  27.7.2 Oncogenic miRNA-Based Therapies ........................ 665

B. Purow (✉)
Neuro-Oncology Division, Neurology Department, University of Virginia, One Hospital Drive, Old Medical School, Room 4814, Charlottesville, VA 22908, USA
e-mail: bwp5g@virginia.edu

© Humana Press, a part of Springer Science+Business Media, LLC 2009
27.1 Introduction

RNA interference refers generally to short double-stranded RNA oligonucleotides which are complementary to target mRNAs and lead to their silencing. This silencing occurs via an ancient and evolutionarily conserved pathway that may be accessed in two ways – either through synthetic small interfering RNAs (siRNAs) or through their endogenous analog, the microRNAs (miRNAs). siRNAs, designed to target a single gene product, have been a powerful research tool over the last 10 years and are now beginning to reach the clinic. The more recently recognized miRNAs are quite different. Found throughout plant and animal cells, these 21–22 base RNA oligonucleotides play critical roles in biology and form complex regulatory webs with their numerous targets. The central nervous system (CNS) is no exception and may represent the richest site for miRNA activity. miRNAs have been demonstrated to be vitally important not only in normal development and cellular function, but also in cancer cells. Given their potent effects in neurobiology and in oncology, it is perhaps not surprising that a growing number of reports have shown that they regulate brain tumors as well. In this chapter we will review miRNA and siRNA processing and mechanisms, miRNA roles in CNS development and function, and potential therapeutic applications of miRNAs and siRNAs in neuro-oncology.

27.2 miRNA and siRNA Background

RNA interference was initially recognized in *Caenorhabditis elegans* as a phenomenon of specific gene silencing when a matching double-stranded RNA was introduced (Fire et al. 1998). This biological phenomenon was also found to be present in *Drosophila* (Hammond et al. 2000), but was not demonstrated in vertebrates until short RNA duplexes were delivered instead of longer ones. It was discovered that long double-stranded RNAs were processed to short 20–22 nucleotide RNA duplexes in the cytoplasm by the RNA-cleaving enzyme Dicer, and that these short RNA duplexes were the active element (Hamilton and Baulcombe 1999; Hammond et al. 2000; Bernstein et al. 2001; Grishok et al. 2001). Long double-stranded RNAs >30 bases triggered a non-specific interferon response in vertebrate cells that globally degraded mRNAs (Brown et al. 1976), but synthetic small interfering RNAs did not and were noted to induce specific gene suppression. Later, miRNAs were recognized as an endogenous form of RNA interference utilizing the same or similar mechanisms. miRNAs
were actually discovered much earlier in *C. elegans* as short double-stranded loops of RNA encoded within the genome (Ambros 1989; Wightman et al. 1993), though their ubiquity initially went unnoticed. Later, they were also found to be present in plants and animals, including humans (Lagos-Quintana et al. 2001; Reinhart et al. 2002). miRNAs are located in areas of the genome previously thought to be “junk DNA,” either in introns or in transcriptional units within intergenic areas (Lee and Ambros 2001; Lagos-Quintana et al. 2003). It is now recognized that these areas are far from silent, often producing powerful regulatory non-coding RNAs, and miRNAs may be the most vital of these. It is estimated that the human genome may hold approximately one thousand of these short hairpins, with up to one-third of human genes potentially regulated by them. Many of the miRNAs identified in mammals have been found in brain samples and are more highly expressed in the CNS than elsewhere. Numerous reports have shown very striking effects from some of these miRNAs in differentiation and function of neurons and glia, supporting their importance in the CNS.

miRNAs are originally transcribed from the genome as part of large primary transcripts, called pri-miRNAs (pri-miRNAs or pri-miRs) (Fig. 27.1). Sometimes these pri-miRs include more than one miRNA hairpin. These large transcripts are processed in the nucleus by the Drosha protein complex to form roughly 70-base pre-miRNA hairpins (pre-miRNAs or pre-miRs) (Lee et al. 2003). Other RNA-binding proteins may regulate processing of particular miRNAs, but this has not yet been well explored. One recently reported example, lin28 regulation of the processing of let-7 miRNAs, suggests that this may be an important phenomenon (Newman et al. 2008; Viswanathan et al. 2008). Following processing to the pre-miR form, the miRNAs are transported from the nucleus to the cytoplasm by the exportin-5 protein (Lund et al. 2004). Once in the cytoplasm, pre-miRs are processed further by the Dicer complex to create mature double-stranded miRNAs of 20–23 base pairs (Hutvagner and Zamore 2002). These mature miRNAs are then bound by the RISC complex (RNA-induced silencing complex) of the RNA interference pathway. The miRNA/RISC complex then targets mRNAs with sites in their 3′-untranslated regions (3′-UTR) complementary to the miRNA (Ha et al. 1996). This usually results in suppression of translation by an unknown mechanism, though it may involve routing of target mRNAs to the P-body organelle in the cytoplasm (Liu et al. 2005; Sen and Blau 2005). miRNA target inhibition can also cause degradation of target mRNAs, particularly if there is a very high degree of complementarity between the miRNA and the target region in the 3′-UTR. Degradation of target mRNAs was originally thought to be quite rare in humans, but more recent work suggests that it may be more common than was previously thought (Yu et al. 2007; Baek et al. 2008; Selbach et al. 2008). In general, it appears important that the region of complementarity includes the “seed region,” bases 2–8 or 1–7 of the miRNA (Lai et al. 2005). Generally, the more seed matches for a given miRNA present in a gene’s 3′-UTR, the stronger the inhibition. Two recent proteomics studies have
confirmed that individual miRNAs can weakly affect the expression of hundreds of genes, but strongly affect expression in quite few (Baek et al. 2008; Selbach et al. 2008). Notably, one report indicates that miRNA binding to the 5'-untranslated region of target mRNAs is just as effective as binding to 3'-UTRs (Lytle et al. 2007), but this may be far less significant given the relatively smaller size of 5'-UTRs versus 3'-UTRs and findings from extensive proteomics analysis (Selbach et al. 2008). miRNA and siRNA processing is summarized in Fig. 27.1.
Since the recognition that delivery of 20–22 base RNA duplexes perfectly complementary to a target mRNA led to its degradation, siRNAs rapidly became the method of choice for inhibiting expression of a target gene – supplanting antisense and ribozymes. While the success of these synthetic siRNAs was initially quite hit-or-miss, the criteria for their design have been continuously refined and now the likelihood of efficient target suppression with a given siRNA is much higher. Small interfering RNAs appear to utilize part of the RNA interference pathway described above, but enter at a late point at which one strand can be bound to the RISC complex. siRNAs are designed to be perfectly complementary to a single mRNA, so cleavage of the target results. Importantly, siRNAs may be complementary to the target mRNA at any point, not just in the UTRs. In some cell types, their use is limited by the ability to deliver them efficiently to the cytoplasm. Additionally, siRNAs can only suppress a target for a short period measured in days. To get around this, the siRNA can be delivered in an expression vector in the form of a short hairpin RNA, or shRNA, analogous to a pre-miRNA. Such shRNAs may be stably expressed in cells through delivery modalities such as viruses. Following shRNA expression, the hairpin loop is cleaved off by Dicer to leave the 20–22 base double-stranded siRNA. Use of siRNAs to silence a target gene is also complicated by off-target silencing of other genes, reducing the specificity of suppression and potentially affecting the resulting phenotype (Scacheri et al. 2004). It may be possible to reduce this by avoiding complementarity in the siRNA’s 5’-area to non-targeted genes – the equivalent of “seed matches” if the siRNA were a miRNA.

27.3 MicroRNAs in CNS Development and Function

Several studies over the past 5 years have performed global profiling of miRNA expression in various animal and human tissues, including the CNS (Dostie et al. 2003; Krichevsky et al. 2003; Ambros and Lee 2004; Babak et al. 2004; Barad et al. 2004; Kim et al. 2004; Liu et al. 2004; Sun et al. 2004; Thomson et al. 2004). Usually this has been done with microRNA microarrays, typically custom made but now available commercially or as a contract service. These studies have shown numerous miRNAs to be preferentially or exclusively expressed in the nervous system, with many fewer organ-specific miRNAs found for other organ systems. Other profiling studies have shown that expression of this large group of nervous system miRNAs varies widely across both space and time; miRNA expression changes dramatically from one area of the brain to the next and as the nervous system develops (Krichevsky et al. 2003; Kapsimali et al. 2007; Bak et al. 2008). The nervous system-specific expression of many of these miRNAs is evolutionarily conserved, supporting their importance. Additionally, many new central nervous system-specific miRNAs were identified in one study comparing miRNAs in the central nervous system of
primates versus lower organisms (Berezikov et al. 2006). It is tempting to speculate from an evolutionary perspective that miRNAs may be a major factor in the expansion of brain size and function, given that miRNAs differ far more than the genome as a whole in the evolution of recent species such as primates. Additionally, miRNAs may also be a major determinant of intraspecies variability in brain function among humans; one interesting recent report showed that variability in gene expression in human brain cortex across different individuals correlated with the number of miRNA seed matches in the genes’ 3′-UTRs (Zhang and Su 2008).

The critical role of miRNAs in the CNS is indicated by studies in which the expression of the Dicer processing protein is knocked out in specific brain areas. Elimination of Dicer in the mouse forebrain led to microcephaly and dendritic spine abnormalities (Davis et al. 2008). In a second study by the same groups, Dicer knockout in striatal neurons was found to cause severe neuromotor phenotypes but did not lead to neuronal death (Cuellar et al. 2008). Many other studies have probed the role of individual miRNAs expressed highly in the central nervous system.

### 27.4 Individual MicroRNAs in the CNS

While miRNAs as a whole are clearly essential for the development of the nervous system, the power of individual miRNAs is quite striking. The earliest and perhaps most notable example of this came in zebrafish. Giraldez and colleagues created Dicer knockout mice in which the brain defects could be rescued by adding back processed miR-430 – suggesting that the brain deficits were due almost exclusively to a deficiency of miR-430 (Giraldez et al. 2005). A similar central role for miR-430 in the mammalian central nervous system has not yet been shown. However, single miRNAs may be pivotal in the human nervous system as well, with miRNA-124 standing out as the best studied and most prominent. miR-124a and b are highly and specifically expressed in neurons (Sempere et al. 2004; Bak et al. 2008) and play a key role in the differentiation of precursors to mature neurons. One potential mechanism for this (Makeyev et al. 2007) is miR-124 targeting of PTBP1, a potent regulator of alternative mRNA splicing found in non-nervous system cells. This downregulation leads to upregulation of functional PTBP2, another mRNA splicing regulator in nervous system cells. The expression of PTBP2 and not PTBP1 leads to proper splicing patterns in nervous system cells, a far-reaching consequence for a single miRNA target. Another mechanism for the proneural importance of miR-124 stems from the demonstration that miR-124a inhibits expression of both the RE1 silencing transcription factor (REST) and its partner small C-terminal phosphatase 1 (SCP1), and neuronal fate is opposed by REST/SCP1 (Conaco et al. 2006; Visvanathan et al. 2007). Interestingly, REST/SCP1 also inhibits expression of miR-124, suggesting that there is a
miR-124/REST-SCP1 axis determining neuronal fate. In addition to the importance of miR-124 in neuronal differentiation, recent evidence indicates that its downregulation may be important in certain brain tumors, and this will be addressed later in this chapter.

miRNAs may have especially prominent roles in the dendritic spines involved in synapses. Several pre- and mature miRNAs have been found to be localized in post-synaptic densities, suggesting they are processed there and act at that location within the cell (Lugli et al. 2008). An individual miRNA, miR-134, has been shown to drive the formation of dendritic spines (Schratt et al. 2006). A different miRNA, miR-132, has been demonstrated to increase synaptic plasticity, and interestingly the expression of this miRNA is increased by the CREB transcription factor dependent on neuronal activity (Wayman et al. 2008).

Other work has suggested roles for individual miRNAs in specific parts of the brain. For example, Choi and colleagues have shown in zebrafish and mice that terminal differentiation of olfactory neurons requires the miR-200 family, though mature olfactory neurons do not require it (Choi et al. 2008). miR-9, one of the highest-expressed miRNAs in the central nervous system, also plays a role in brain development through the determination of midbrain/hindbrain separation (Leucht et al. 2008). miR-7 may be important in the pituitary and hypothalamus, where its expression is high. Its expression is particularly high in the human pituitary, presumably due to the fact that one of its three isoforms lies within an intron of a highly expressed pituitary-specific gene (Farh et al. 2005; Bak et al. 2008). Lee and colleagues demonstrated one role for miR-7b in the mouse hypothalamus, where it is upregulated in response to hyperosmolar stress and downregulates Fos expression (Lee et al. 2006). As with miR-124, downregulation of miR-7 appears significant in brain tumors and will be discussed later in the chapter.

27.5 MicroRNAs in Cancer

Prior to considering potential roles for miRNAs in brain tumors, their impact on oncology as a whole should be discussed. The study of miRNAs is generating increasing enthusiasm among cancer researchers, yielding new insights into cancer biology as well as potential tools for diagnosis and treatment. miRNA profiling can be used to identify cancer types or subtypes, and may in fact be better at this than standard expression profiling with oligonucleotide microarrays (Lu et al. 2005). Expression of numerous miRNAs is dysregulated in cancer, and miRNAs are disproportionately located in areas of amplification or deletion in cancer (Calin et al. 2004). For a few such loci, the genes targeted by these genetic alterations had been unsuccessfully hunted for many years before it was realized that the relevant local feature was a miRNA and not a gene (Calin et al. 2002). miRNAs can have oncogenic properties through their targeting of major tumor suppressor genes, while others act as tumor suppressors through their inhibition of oncogenes (prominent oncogenic and tumor
suppressor miRNAs are listed in Table 27.1 and also described in more detail below).

The miR-17-92 miRNA cluster was the first to be formally demonstrated as an oncogenic microRNA or oncomiR. This region is amplified in B-cell lymphomas, and driving its expression in mouse B cells accelerated cancer

### Table 27.1 Selected prominent microRNAs in cancer

Oncogenic microRNAs upregulated in multiple cancers are shown at the top of the chart, with potential mechanisms and key targets tabulated on the right. This set includes potential oncomiRs in brain tumors. At the bottom of the table are microRNAs commonly downregulated in various cancers, with potential tumor suppressor functions

<table>
<thead>
<tr>
<th>Oncogenic microRNAs</th>
<th>Dysregulated in cancers</th>
<th>Potential functions/relevant targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>miR-17-92 cluster</td>
<td>B-cell CLL (He et al. 2005b)</td>
<td>Cooperates with myc (He et al. 2005b)</td>
</tr>
<tr>
<td>miR-21</td>
<td>Glioblastoma (Chan et al. 2005; Silber et al. 2008); breast, colon, lung, pancreas, prostate, stomach (Iorio et al. 2005; Volinia et al. 2006; Lee et al. 2007); HNSCC (Tran et al. 2007)</td>
<td>Promotes cell survival – targets PDCD4 (Frankel et al. 2008), PTEN (Meng et al. 2007), TPM1 (Zhu et al. 2007); promotes invasion – targets RECK, TIMP3 (Gabriely et al. 2008)</td>
</tr>
<tr>
<td>miR-221</td>
<td>Glioblastoma (Ciafre et al. 2005); melanoma (Felicetti et al. 2008); prostate (Galardi et al. 2007); pancreatic (Lee et al. 2007); thyroid (Nikiforova et al. 2008); kidney/bladder (Gottardo et al. 2007); thyroid (He et al. 2005a); ovarian (Dahiya et al. 2008)</td>
<td>Targets tumor suppressors p27 and p57 (Gillies and Lorimer 2007; Fornari et al. 2008)</td>
</tr>
<tr>
<td>miR-155</td>
<td>Glioblastoma (Silber et al. 2008); breast, colon, lung (Iorio et al. 2005; Volinia et al. 2006); tongue SCC (Wong et al. 2008); lung (Yanaihara et al. 2006); lymphoma (Kluiver et al. 2005)</td>
<td>Targets hematopoietic development genes (O’Connell et al. 2008); targets TP53INP1 (Gironella et al. 2007)</td>
</tr>
<tr>
<td>miR-10b</td>
<td>Glioblastoma (Ciafre et al. 2005; Silber et al. 2008); breast (Ma et al. 2007)</td>
<td>Promotes metastasis – Inhibits HOXD10 (Ma et al. 2007)</td>
</tr>
<tr>
<td>Tumor suppressor microRNA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>miR-15/16</td>
<td>B-cell CLL (Calin et al. 2002); pituitary (Bottoni et al. 2005)</td>
<td>Inhibits survival by targeting Bcl-2 (Cimmino et al. 2005)</td>
</tr>
<tr>
<td>let-7 family</td>
<td>Lung, colon (Takamizawa et al. 2004; Akao et al. 2006), likely most others</td>
<td>Target ras, myc (Johnson et al. 2005; Sampson et al. 2007)</td>
</tr>
<tr>
<td>miR-34 a,b,c</td>
<td>Neuroblastoma (Welch et al. 2007); colon (Tazawa et al. 2007)</td>
<td>A mediator of p53; targets CDK6, c-met, CCND1 (He et al. 2007; Sun et al. 2008) and N-myc (Wei et al. 2008a)</td>
</tr>
</tbody>
</table>
formation in conjunction with overexpression of the myc oncogene (He et al. 2005b). The miRNAs within the cluster appeared to protect the B cells from the apoptosis triggered by myc overexpression alone. Other potential oncogenic miRNAs have been identified in various cancers through profiling studies (Volinia et al. 2006). miRNA-21 stands out as perhaps the most universally overexpressed in different cancer types, including brain tumors, and will be discussed in more detail later (Chan et al. 2005; Iorio et al. 2005; Volinia et al. 2006; Lee et al. 2007; Tran et al. 2007). miRNA-221 is dysregulated in a wide variety of tumors, including brain tumors, and will also be addressed in more detail in a subsequent section (Ciafre et al. 2005; He et al. 2005a; Gottardo et al. 2007; Lee et al. 2007; Nikiforova et al. 2008). miRNA-155 is overexpressed in a number of cancers, particularly hematopoietic, and is also a major regulator of normal lymphocytes (Iorio et al. 2005; Kluiver et al. 2005; Ramkisson et al. 2006; Tam and Dahlberg 2006; Volinia et al. 2006; Yanaihara et al. 2006; Vigorito et al. 2007; Wong et al. 2008).

miRNAs have also been reported to drive specific malignant behaviors, such as invasiveness and chemoresistance. miR-10b is upregulated in metastatic breast cancer cells and increases breast cancer invasion and metastasis, possibly via inhibition of the HOXD10 gene that normally represses the pro-metastatic RHOC gene (Ma et al. 2007). Another group screened a miRNA library in a non-invasive breast cancer line and noted that miRs -373 and -520c strongly promoted invasiveness (Huang et al. 2008). Endogenous miR-373 was important for cell migration in a number of cancer lines, and this was associated with inhibition of CD44. Other miRNAs, including miR-21 and miR-7, have also been shown to promote or inhibit invasiveness (Gabriely et al. 2008; Kefas et al. 2008; Zhu et al. 2008). Resistance to chemotherapy has also been linked to miRNAs. One report associated expression of miR-21, let-7i, and other miRNAs to chemoresistance (Blower et al. 2008), while others demonstrated that miRs -15b and -16 played this role in gastric cancer (Xia et al. 2008).

Some miRNAs have been discovered which normally act as inhibitors of oncogenes and which are downregulated in cancers. A case in point is the 13q14 genomic region deleted in a majority of cases of chronic lymphocytic leukemia (CLL), a region found to hold miR-15a and miR-16-1 (Calin et al. 2002). These miRNAs target the survival protein Bcl-2, providing a rationale for their downregulation in CLL (Cimmino et al. 2005). The most widely downregulated miRNAs in cancer are the let-7 family, which includes numerous variants. Nearly all are highly expressed in normal tissues and minimally expressed in cancers (Sempere et al. 2004; Takamizawa et al. 2004; Akao et al. 2006). The let-7 family targets key oncogenes such as myc and ras, so downregulation of this miRNA family provides cancers with a single means to upregulate both pathways (Johnson et al. 2005; Sampson et al. 2007). Recent exciting reports suggest that the key stem cell protein lin-28 suppresses processing of the let-7 miRNAs, and that upregulation of lin-28 is one mechanism by which cancers downregulate let-7 (Newman et al. 2008; Viswanathan et al. 2008). The miRNA-34 family is another group downregulated in some cancers and with
important biological roles. Several groups showed recently that the tumor suppressor p53 drives expression of miR-34 a, b, and c, and that miR-34 is an important mediator of the pro-apoptotic effects of p53 (Chang et al. 2007; Corney et al. 2007; He et al. 2007; Raver-Shapira et al. 2007). Key targets of miR-34 include the oncogenes CDK6, c-met, and cyclin D1 (CCND1) (He et al. 2007; Sun et al. 2008).

27.6 MicroRNAs in Brain Tumors

The study of miRNAs in brain tumors is one in which the number of review articles may exceed the actual reports, to paraphrase a colleague. Given the apparent centrality of miRNAs in the human nervous system and their increasingly recognized roles in cancer, it has almost been assumed that they would be important in brain tumors. However, there have been relatively few reports to date specifically addressing miRNAs in brain tumors. Despite this slow start, the number of published reports in this area has been increasing and promises to offer vital new understanding and therapeutic approaches for brain tumors. These early reports indicate that some of the oncogenic or tumor suppressor miRNAs important in other cancer types are significant in brain tumors as well, but there also appear to be miRNAs uniquely relevant in neuro-oncology.

Beginning a few years ago, reports of global miRNA profiling in brain tumors began to appear. This has generally been performed with microarrays similar to typical oligonucleotide microarrays, though there are now commercially available formats that allow quantitative real-time PCR of 400–500 miRNAs simultaneously in multiple plates. Both cell lines and tissues have been studied. One report assessed miRNA expression in the NCI-60 panel of cell lines, identifying trends among cell lines of a few tumor types (Gaur et al. 2007). Numerous miRNAs were downregulated among brain tumor lines, particularly miR-124 and miR-7 – both of which shall be revisited later in this chapter. The first study with brain tumor tissues compared miRNA expression in a small number of glioblastomas (GBMs) to normal brain samples (Ciafre et al. 2005). Several miRNAs were found to be upregulated in some of the GBMs, including miRNAs mentioned earlier that play roles in several cancers: miR-21, miR-221, and miR-10b. miR-125b also had increased expression in GBMs, and this miRNA has previously been shown to play a role in proliferation in cancer cell lines (Lee et al. 2005). Among the downregulated miRNAs were miR-128 and the miR-181 family. miR-128 has been found to be upregulated in neurons (Smirnova et al. 2005), so its downregulation in glioblastomas may reflect their greater similarity to astrocytes than to neurons. miR-181 has been shown to correlate with differentiation and to inhibit the pro-survival oncogene TCL1 (Naguibneva et al. 2006; Pekarsky et al. 2006), possibly explaining pressure to downregulate its expression in tumors.

Brain tumors other than GBM have also undergone preliminary profiling studies. One early report compared expression of a few miRNAs in
oligodendroglioma, brain with astrocytosis, fetal brain, and adult brain (Nelson et al. 2006). mir-9 had increased expression in oligodendrogliomas versus adult cortex and astrocytosis, miR-124a was decreased in oligodendrogliomas versus adult and fetal cortex, and miR-125b showed negligible change. miR-9 was also highlighted in a recent profiling study of primary brain tumors versus metastases to brain; the authors found that expression of miR-9/miR-9* (miR-9* is the opposite strand in the miR-9 duplex) and miR-92b could be used to accurately distinguish the two groups (Nass et al. 2008). miRNA profiling has been performed for pituitary tumors as well, comparing miRNA expression in 32 pituitary adenomas versus that in 6 normal samples (Bottoni et al. 2007). Numerous miRNAs were up- or downregulated, and the downregulated miRNAs included miR-128a, miR-7-1 and miR-7-3, three let-7 family members, and miR-9-3. The same group also showed earlier that miR-15 and miR-16 are downregulated in pituitary tumors, potentially elevating their expression of the prosurvival factor Bcl-2 (Bottoni et al. 2005).

Further results on miRNA profiling in glioblastomas is expected from The Cancer Genome Atlas (TCGA), a U.S. government-sponsored project spanning multiple centers for the purpose of profiling three different cancers on numerous fronts. Glioblastoma is among the TCGA’s three cancers, which were chosen for the large amounts of high-quality stored tissue and for their poor prognoses. Initial miRNA profiling results of glioblastomas are publicly available online, though registration and approval are required for higher level access to any patient information associated with the samples. Some early analyses of TCGA data on miRNA and gene expression in GBMs were presented at the 2008 American Association for Cancer Research (AACR) meeting (Qi et al. 2008). Three subtypes were identified by gene expression and by miRNA expression analyses, with agreement between both groups and also with a previous report on classification of high-grade gliomas (Phillips et al. 2006). While the TCGA data on miRNA expression in GBMs will no doubt continue to bear fruit, it will be helpful in the future to have such high-throughput efforts also include non-neoplastic brain samples for comparison. Additionally, miRNA profiling across different grades of brain tumors, or between primary and secondary GBMs, would be useful as well. Such global miRNA profiling will not only enhance subsequent efforts to classify brain tumors but also enable new insights into their biology and suggests individual miRNAs for further study.

27.6.1 Oncogenic miRNAs in Brain Tumors

Early profiling work in this young field indicated that miR-21 was upregulated in GBMs versus fetal and adult brain and non-neoplastic tissues (Krichevsky et al. 2003). The inhibition of this miRNA with short antisense 2′-O-methyl oligonucleotides or LNA (locked nucleic acid) oligonucleotides triggered
apoptosis in glioblastoma cells, suggesting that miR-21 played an important role in GBM cell survival. Furthermore, the combination of LNA oligonucleotide inhibition of miR-21 with neural precursor cell delivery of a soluble form of tumor necrosis factor-related apoptosis inducing ligand (S-TRAIL) showed synergistic anti-tumor effects in vitro and in vivo. These studies established miR-21 as an oncogenic miRNA in glioblastoma that can be targeted for therapy (Corsten et al. 2007). This appears to match its role in many other tumor types as well. In other cancers miR-21 expression has been shown to be a prognostic factor, but this has not yet been reported in brain tumors (Roldo et al. 2006; Schetter et al. 2008). The mechanism for miR-21 upregulation in GBMs has not been elucidated but may involve the activity of the transcription factors Stat3 (Loffler et al. 2007) or AP-1 (Fujita et al. 2008) which are both upregulated in GBM (de la Iglesia et al. 2008) (Desbaillets et al. 1999).

The mechanism(s) for the oncogenic effects of miR-21 has not yet been identified precisely and indeed may vary across different tumor types. A few targets of miR-21 have been documented and proposed as the most relevant, but its effects may stem from combined inhibition of these and other targets. Four groups have proposed that miR-21 targeting of the PDCD4 gene (programmed cell death 4) is central to its effects (Asangani et al. 2008; Frankel et al. 2008; Lu et al. 2008; Zhu et al. 2008). PDCD4 has not been specifically linked to brain tumors to date, but it plays a role in apoptosis and suppression of invasion and metastasis. Notably, one group described a successful “rescue” experiment in which siRNA to PDCD4 could largely spare a breast cancer line from the effects of a miR-21 inhibitor on cell viability (Frankel et al. 2008). Such rescue experiments are critical in miRNA studies to demonstrate the importance of a particular target. However, they are rarely reported, likely due to the relevance of multiple targets in the effects of most miRNAs. Other groups have not described rescue experiments with miR-21 inhibitors but have shown targeting of important cancer genes. PTEN, a critical tumor suppressor gene in glioblastoma and other advanced cancers, is a target of miR-21 (Meng et al. 2007). The tumor suppressor gene tropomyosin 1 (TPM1) has also been reported as a key miR-21 target (Zhu et al. 2007). Sprouty 2, a negative regulator of receptor tyrosine kinase signaling, is inhibited by miR-21 as well (Sayed et al. 2008). miR-21 downregulation of invasion and metastasis may be partially mediated by its inhibition of the RECK and TIMP-3 genes, which are matrix metalloprotease (MMP) inhibitors (Gabriely et al. 2008).

miR-221 is overexpressed in GBMs, as noted earlier, and appears to be another key oncomiR across multiple cancers (Ciafro et al. 2005). It has been noted to be elevated in melanoma, pancreatic cancer, prostate cancer, bladder cancer, ovarian cancer, hepatocellular carcinoma, and papillary thyroid carcinoma (He et al. 2005a; Galardi et al. 2007; Gottardo et al. 2007; Lee et al. 2007; Dahiyat et al. 2008; Felicietti et al. 2008; Nikiforova et al. 2008). The mechanisms behind its tumor-promoting effects have not been investigated as extensively as those for miR-21, but Lorimer and colleagues have shown in GBM that miR-221/miR-222 inhibits p27 (Gillies and Lorimer 2007). Fornari and colleagues
have also demonstrated in hepatocellular carcinoma that miR-221 targets the tumor suppressors p27 and p57 (Fornari et al. 2008). How miR-221 is upregulated in GBMs is unknown, but in other cancers the oncogenes driving its overexpression include mycN and PLZF (Felicetti et al. 2008; Schulte et al. 2008).

### 27.6.2 miRNAs with Tumor Suppressor Properties in Brain Tumors

No miRNAs have yet been conclusively demonstrated as classic tumor suppressor genes in brain tumors, with evidence that their downregulation promotes tumorigenesis in the nervous system. However, three groups to date have shown tumor suppressor properties of a few miRNAs in brain tumors (tabulated in Table 27.2).

Expression profiling of 192 miRNAs with quantitative real-time PCR in anaplastic astrocytomas, GBMs, and non-neoplastic brain tissue (Silber et al. 2008) disclosed numerous up- and downregulated miRNAs, with the upregulated miRNAs in GBMs comprised of known oncomiRs such as miR-10b, miR-21, and miR-155. miR-210 also demonstrated increased expression, and this miRNA has been shown in breast cancer to be hypoxia-regulated and a negative prognostic indicator (Camps et al. 2008). The authors then focused on the miRNAs with decreased expression in high-grade gliomas, in particular miR-124 and miR-137. miR-124 is a well-known pro-neuronal miRNA described earlier in this chapter, and miR-137 is also highly expressed in neurons. Transfection of either of these miRNAs into glioblastoma tumor stem cells increased neuronal differentiation upon serum exposure, as indicated

<table>
<thead>
<tr>
<th>MicroRNA</th>
<th>Expression in brain tumors</th>
<th>Potential functions/relevant targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>miR-124</td>
<td>Downregulated in glioblastomas (Silber et al. 2008)</td>
<td>Cause cell cycle arrest, promote neuronal differentiation in GBM tumor stem cells (Silber et al. 2008)</td>
</tr>
<tr>
<td>miR-137</td>
<td>Downregulated in medulloblastomas (mir-124) (Pierson et al. 2008)</td>
<td></td>
</tr>
<tr>
<td>miR-7</td>
<td>Downregulated in glioblastomas (Kefas et al. 2008; Silber et al. 2008)</td>
<td>Inhibits proliferation, survival and migration; targets the EGF receptor and Akt pathway (Kefas et al. 2008)</td>
</tr>
<tr>
<td>miR-15/16</td>
<td>Downregulated in pituitary adenomas (Bottoni et al. 2005)</td>
<td>Targets the p43 gene, which regulates angiogenesis and inflammation and is anti-neoplastic (Bottoni et al. 2005); also known to target the pro-survival gene Bcl-2 (Cimmino et al. 2005)</td>
</tr>
</tbody>
</table>
by both morphology and marker profile. miR-124 and miR-137 also triggered G1-cell cycle arrest in glioblastoma cells, and the authors suggest that this may have been due to the potent inhibition of cdk6 they demonstrated for both miRNAs. The mechanism for miR-137 downregulation appeared to involve methylation, as the de-methylating agent 5-aza-2'-deoxycytidine (5-aza-dC) markedly increased its expression in glioma cells. Thus both of these neuronal miRNAs act as potential tumor suppressors in gliomas, and their delivery may have therapeutic potential. They may also have relevance in other brain tumors; miR-124 downregulation, inhibition of cell proliferation, and targeting of cdk6 have been described in medulloblastomas as well (Pierson et al. 2008).

miRNA-7 was shown in another report to be downregulated in GBMs relative to non-neoplastic brain (Kefas et al. 2008), and this was subsequently confirmed in the work described above. Kefas and colleagues demonstrated potent targeting by miR-7 of the epidermal growth factor receptor (EGFR) and of the Akt pathway, both of which appear to play prominent roles in the genesis of GBMs (Libermann et al. 1985; Haas-Kogan et al. 1998; Holland et al. 2000) (see also Chapters 15, 20, 38). Insulin receptor substrate-1 and -2 (IRS-1 and -2), upstream regulators of Akt activation, were both downregulated by transfection with pre-miR-7. The mechanism for miR-7 downregulation in GBMs appeared to be at the level of pri-miR to pre-miR processing, possibly involving unidentified RNA-binding regulatory proteins. Transfection with miR-7 slowed glioma cell growth, increased apoptosis, and decreased invasion in multiple glioma cell types, raising the prospect of miR-7 delivery as a potential therapy for glioma.

### 27.7 Potential miRNA- and siRNA-Based Therapies for Brain Tumors

#### 27.7.1 Delivery of siRNAs or miRNAs as Therapy

miRNA- and siRNA-based approaches offer a number of novel therapeutic strategies against brain tumors. While the hope is that these strategies can be targeted in an elegant fashion against tumor cells while sparing normal cells, achieving this is not straightforward. At the simplest level, siRNAs to some essential tumor gene, perhaps an oncogene, will be efficiently delivered to brain tumor cells. Targeting could result from selective toxicity of the siRNA to the tumor cells, selective delivery, or a combination of both. Numerous groups have shown the in vitro effectiveness of knockdown of a given gene against brain tumor cells (e.g., Purow et al. 2005; Amos et al. 2007; Pyrko et al. 2007; Li et al. 2008; Saito et al. 2008; Wei et al. 2008b, to cite a few), and recent work in animal models has indicated its feasibility against brain tumors in vivo (Arwert et al. 2007; Zhao et al. 2007; Chen et al. 2008; Kargiotis et al. 2008). Significant challenges remain in optimizing the use of short RNAs as cancer therapy. If the
RNAs are delivered in an unmodified form, they are rapidly degraded. Several approaches are being pursued to modify or conjugate short RNAs to protect them in an in vivo milieu and to help them reach the cytoplasm of target cells. Perhaps an even more daunting challenge lies in identifying an efficient method for delivering short RNAs to tumor cells, though progress continues to be made with viral delivery of shRNAs and liposomal delivery of siRNAs. The state-of-the-art has recently been reviewed elsewhere (Pirollo and Chang 2008). Delivery of RNAs seems especially challenging for brain tumors, which are frequently disseminated through normal and essential brain tissue. However, we may ultimately have more success with brain tumors than other cancer types, given the potential of convection-enhanced delivery (CED) to saturate a brain region (Nguyen et al. 2003; Chen et al. 2005) and the inability of most brain tumors to metastasize outside the brain.

27.7.2 Oncogenic miRNA-Based Therapies

Oncogenic miRNAs are a new class of targets for brain tumor therapy. Inhibition of miR-21, miR-221, and miR-10b may all represent promising approaches, with miR-21 inhibition already showing efficacy in glioma models. These miRNAs can be inhibited through delivery of short modified oligonucleotides (oligos) complementary to their sequence. Such oligonucleotides may take various forms, such as locked nucleic acid (LNA) oligos or antagomiRs previously shown to act as efficient and specific blockers of microRNAs (Kruzfeldt et al. 2005; Orom et al. 2006). Alternatively, it may be possible to diminish activity of an oncogenic miRNA through delivery of a “decoy” transgene with an artificial 3’-UTR containing multiple target sites for that miRNA, monopolizing available copies (Ebert et al. 2007). This decoy approach may also permit the design of transgenic mice with the activity of a given miRNA diminished. Other approaches to inhibiting oncomiRs could involve down-regulation of their transcription or processing.

27.7.3 Tumor-Suppressive miRNA-Based Therapies

Downregulated miRNAs with tumor suppressor properties could also be the basis of new brain tumor therapies. In this case, therapy could consist of simple delivery of the miRNA itself. Candidate miRNAs to date include miR-124, miR-137, and miR-7. One potential advantage of such treatments is that the miRNAs are found in normal brain, so spillover of delivery to surrounding normal cells would hopefully be non-toxic. Combinations of such miRNAs may be even more effective, but this has not yet been evaluated. As an alternative to endogenous tumor-suppressive miRNAs, it is possible to design artificial miRNAs that may offer theoretical advantages (Zeng et al. 2002;
Schwab et al. 2006). An artificial miRNA can be engineered to inhibit multiple desired targets, as opposed to the single target offered by an siRNA (Schwab et al. 2006; Ossowski et al. 2008). They can also be designed to avoid undesirable targets such as tumor suppressor genes, offering a potential advantage versus endogenous miRNAs as therapy; it seems likely that endogenous tumor-suppressive miRNAs lose efficacy against cancer cells because of tumor suppressor genes among their numerous targets.

### 27.7.4 Indirect miRNA-Based Strategies for Brain Tumor Therapy

While delivery of siRNAs, shRNAs, miRNAs, or miRNA inhibitors offers the potential for targeted therapies against brain tumors, there are at least two major risks that have been identified to date. Delivery of double-stranded RNAs longer than 30 bases triggers an interferon response mediated by Toll-like receptor 3 (Sledz et al. 2003; Kariko et al. 2004), but the same response may be triggered by too high a concentration of short RNA duplexes (Bridge et al. 2003). This could require modulation of the quantity of short RNAs delivered in vivo. It has also been found that overexpression of shRNA in vivo may be toxic through another mechanism. Grimm and colleagues noted in mice that viral delivery of high amounts of shRNAs to the liver often led to potentially lethal hepatotoxicity, apparently due to competition with endogenous miRNAs for factors such as exportin 5 (Grimm et al. 2006). However, it did appear that this could be bypassed by modulating the amount and fashion of shRNA delivery.

One exciting strategy that avoids such side effects is the use of miRNA-regulated transgenes or viruses to attack tumors through their miRNA expression profile. A number of studies in recent years have investigated the use of selective viruses against brain tumors, and these have proven the viability of such viral strategies (see Chapters 46 and 47). If a miRNA is identified that is expressed in normal brain but lacking in brain tumor cells, then a therapeutic/toxic transgene can be virally delivered with an artificial 3′-UTR containing complementary sites for that miRNA (Fig. 27.2). Transgene expression will be inhibited in normal cells containing the miRNA but not in cancer cells lacking it. This strategy of using miRNA expression profiles to selectively target transgenes has been demonstrated in hematopoietic and stem cells in three intriguing recent reports (Brown et al. 2006, 2007a, b). A subsequent study used under-expression of the let-7 miRNA family to develop a tumor-selective virus, given the low expression of let-7 miRNAs in most cancer types and their high expression in normal tissues (Edge et al. 2008). The authors cloned let-7 target sites behind the vesicular stomatitis virus (VSV) M gene necessary for VSV propagation, yielding an engineered VSV that selectively propagated in cancer cells. It may also be possible to design similar strategies targeting transgenes or viruses to cells overexpressing a miRNA such as miR-21, but this will require more intricate approaches.
There is no doubt that other miRNA-related strategies will be developed to combat brain tumors and other cancers in the coming years. One area that may bear fruit is the modulation of miRNA expression or processing. Recent reports by two groups describe the ability of the lin28 protein to bind pri-let-7 miRNAs, inhibiting their processing to pre-let-7 (Newman et al. 2008; Viswanathan et al. 2008). It seems certain that such regulatory RNA-binding proteins exist for other important miRNAs as well, and conceivably small-molecule inhibitors of these interactions could be developed.

27.8 Conclusion

The impact of the young field of RNA interference has been felt nowhere more keenly than in oncology, with the possible exception of neuroscience. With brain tumors at the intersection of both disciplines, it makes sense that powerful roles for miRNAs are being discovered in brain tumors. Early studies of miRNA expression in brain tumors have already provided important leads. In general, oncogenic miRNAs overexpressed in many cancers are also overexpressed in brain tumors, including miR-21, miR-10b, and miR-221.
Underexpressed miRNAs with tumor-suppressive function in brain tumors, such as miR-124 and miR-7, have also been identified and may be more selectively relevant to neuro-oncology. Key oncogene and tumor suppressor targets of these miRNAs have been identified, yielding new mechanistic insights into the regulation of genes such as EGFR and PTEN. Investigation of miRNAs and siRNAs in neuro-oncology offers the hope of novel targeted therapies to these resistant tumors. Initial strategies will involve delivery of siRNAs or shRNAs, tumor-suppressive miRNAs, or inhibitors of oncogenic miRNAs, but ultimately may also include more creative approaches such as miRNA-regulated viruses or modulators of miRNA processing.
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Chapter 28
Of Escherichia coli and Man: Understanding Glioma Resistance to Temozolomide Therapy

Clark C. Chen, Kristopher T. Kahle, Kimberly Ng, Masayuki Nitta, and Alan D'Andrea

Abstract Our understanding of the human cellular response to DNA alkylating agents has its origin in a rich history of genetic experimentation in prokaryotic model systems, including the bacterium Escherichia coli. The recent clinical finding that chemotherapy with the DNA alkylating agent, temozolomide, improved survival in patients afflicted with malignant gliomas has heightened interests in translating this understanding into therapeutic strategies. Because the molecular responses to temozolomide and other DNA alkylating agents are similar between humans and many prokaryotes, insights garnered from bacterial genetics may facilitate such translation. Studies in both prokaryotic and human systems reveal that the cellular response to temozolomide involves a dynamic network of interacting pathways. Given this complexity, it is perhaps not surprising that any single genetic alteration may confer either sensitivity or resistance to temozolomide depending on the context of other interacting pathways. Thus, models of the cellular resistance to temozolomide should account for the network of interacting pathways rather than focusing on any single canonical pathway.
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28.1 Introduction

Despite therapeutic advances, malignant glioma remains a devastating disease, causing death in nearly all patients within 5 years of diagnosis. Historically, the cornerstones of therapy for malignant gliomas involve surgery and radiotherapy; however, these treatment modalities provide only marginal survival benefits (Reardon et al., 2006). Given the inherent radiation resistance of malignant gliomas and their infiltrative nature (Burger et al., 2002), it is anticipated that chemotherapeutic agents would be required for meaningful improvement in clinical prognosis. The first chemotherapeutic agent to demonstrate efficacy for malignant glioma is the DNA damaging agent temozolomide (TMZ). In the landmark-randomized trial by Stupp et al., incorporation of TMZ was shown to confer significant survival benefit. The 2-year survival of patients treated with surgery and radiation alone was 10.4%. In contrast, patients treated with the same regimen and TMZ was 26.5% (Stupp et al., 2005).

The therapeutic benefit of TMZ, however, was modest due to either intrinsic or acquired chemoresistance (Giese et al., 2004; Reardon et al., 2006; Sarkaria et al., 2008). Understanding the cellular mechanisms underlying resistance to TMZ remains a critical aspect of therapeutic development.

Our understanding of the cellular response to DNA alkylating agents (see Glossary) is largely derived from genetic and biochemical studies performed in prokaryotic systems (Wei et al., 1996). Since both prokaryotic and eukaryotic genomes are subject to similar chemical reactions, they are liable to the formation of similar damaged substrates. As such, it is not surprising that human cells employ many of the same repair mechanisms as those observed in bacteria (Friedberg et al., 1995). Further, the repair proteins between humans and bacteria share a high degree of amino acid sequence conservation. In most instances, human repair proteins are identified by virtue of their sequence or functional homology to their prokaryotic counterparts (Friedberg et al., 1995; Friedberg et al., 2004; Tano et al., 1990). Experimental interrogations of these proteins in mammalian systems are often interpreted in light of the paradigms developed in prokaryotic systems. Thus, a discussion of human repair processes
in the context of the prokaryotic models should be helpful in sparking insights in terms of therapeutic strategies.

Of the prokaryotic systems, our knowledge of DNA repair is most comprehensive in the bacteria *Escherichia coli* (Friedberg et al., 1995). As such, this chapter will discuss the mechanisms of resistance to TMZ in glioma cells in light of the paradigms previously established in *E. coli*. We will begin by giving a brief overview of the chemical properties of TMZ and the various types of lesions in DNA that it causes. Subsequently, we will discuss the clinically relevant effects of each lesion type and the repair mechanisms involved in their correction.

### 28.2 Temozolomide (TMZ): Chemical Properties

Temozolomide (8-carbamoyl-3-methylimidazo[5,1-d]-1,2,3,5-tetrazin-4(3H)-one) is a bicyclic heterocyclic compound (Fig. 28.1a) derived from imidazotetrazine (Stevens et al., 1984). In a neutral or basic environment (pH > 7), the electrophilic C4 of the tetrazinone ring is susceptible to nucleophilic attack by water molecules, leading to the formation of the active drug 5-(3-methyltriazen-1-yl)imidazole-4-carboxamide (MTIC) (Denny et al., 1994). MTIC rapidly degrades into an inactive carboxylic acid derivative and a highly reactive methyldiazonium cation. The half-life of MTIC in an aqueous environment is approximately 2 hours (Kim et al., 1997).

The reactive methyldiazonium ion reacts with electron donors within DNA, yielding transfer of a methyl group from the ion to the DNA. This reaction can occur at all O- and N-atoms of nucleobases (see Glossary) as well as on O-atoms in the phosphodiester backbone. The most common nucleophilic centers within duplex DNA that are accessible to methylation by TMZ are the following (Fig. 28.1b): N7 position of guanine (70% of adducts), N3 position of adenine and cytosine (25% of adducts), and O6 position of guanine (5%) of adducts (Darkes et al., 2002; Denny et al., 1994; Friedberg et al., 1995). The biologic effects of these modifications differ, as do their repair mechanisms.

### 28.3 Repair of Temozolomide-Induced DNA Damage in *E. coli*

The biologic effects of the various nucleotide modifications listed above are, for the most part, elucidated in *E. coli* and subsequently extrapolated to human cells (Friedberg et al., 1995). To better understand the effects of TMZ in humans, we will first review the biologic effect of these lesions in the *E. coli* model.

#### 28.3.1 N7-Methyl Guanine

In *E. coli*, the N7-methyl guanine, which accounts for ~70% of TMZ-induced adducts, predominantly undergoes rapid spontaneous depurination (see
Fig. 28.1 (a) Formation of reactive ion from temozolomide. In a neutral or basic environment, the electrophilic C4 of the tetrazinone ring is susceptible to nucleophilic attack by water molecules, leading to the formation of the active drug MTIC. MTIC rapidly degrades into an inactive carboxylic acid derivative and a highly reactive methylidiazonium ion (adapted from Darkes et al., 2002). (b) Sites of methylation by temozolomide. The most common nucleophilic centers within duplex DNA that are accessible to methylation by TMZ are N7 position of guanine (70% of adducts), N3 position of adenine and cytosine (25% of adducts), and O6 position of guanine (5% of adducts) (Darkes et al., 2002; Denny et al., 1994; Friedberg et al., 1995)
Gloryary) resulting in the formation of abasic sites (see Glossary). These abasic sites are prohibitive to DNA replication and are ultimately converted into cytotoxic double-stranded breaks (Drablos et al., 2004). A small portion of the N7-methyl guanine are recognized by AlkA, a broad specificity glycosylase (see Glossary and below). This enzyme removes the N7-methyl guanine nucleobase, leaving behind an abasic site (Krokan et al., 1997; Seeberg et al., 1995; Wyatt et al., 1999). AlkA is a 30 kDa glycosylase that recognizes a wide variety of damaged bases, including alkylation products N7-methyl guanine and N3-methyl adenine, deamination products, ring-opened purines, oxidation products, and others (Krokan et al., 1997; Seeberg et al., 1995; Wyatt et al., 1999). alkA gene expression is strongly induced by treatment with DNA alkylating agents.

Following the removal of the damaged nucleobase, the abasic sites are repaired via a process referred to as base excision repair (BER, see Glossary). In this process (Fig. 28.2a for E. coli BER, Fig. 28.2b for mammalian BER), an enzyme known as apurinic and apyrimidinic endonuclease (also known as AP endonuclease) hydrolyzes the phosphodiester backbone 5′ to the lesion and a DNA deoxyribophosphodiesterase (dRpase) excises the residual 2-deoxyribose-5-phosphate, generating a gap of one nucleotide. The gap is filled by DNA polymerase β, and the continuity of the DNA is restored by DNA ligase. As the BER process is extremely efficient in wild-type E. coli, the cytotoxic effect of N7 methylated guanine is detectable only in mutants defective in the process (Krokan et al., 1997; Seeberg et al., 1995; Wyatt et al., 1999).

### 28.3.2 N3-Methyl Adenine

N3-methyl adenine is a major cytotoxic adduct in E coli and accounts for approximately 12% of TMZ-induced DNA lesions (Darkes et al., 2002;
Fig. 28.2 (a) Mechanism of base excision repair (BER) in E. coli. During base excision repair, AP endonucleases hydrolyze the phosphodiester backbone 5’ to the lesion and a dRpase excises the residual 2-deoxyribose-5-phosphate, generating a gap of one nucleotide. The gap is filled by DNA polymerase β, and the continuity of the DNA is restored by DNA ligase. X denotes a damaged nucleobase that triggered BER. (b) Mechanism of base excision repair in mammalian cells. Similar to bacteria, abasic sites resulting from spontaneous depurination of N7-methyl guanine or from glycosylase processing of N3-methyl adenine in mammals are processed by the mechanism of base excision repair. The abasic sites are processed by the AP endonuclease to produce a single base gap. The strand is detected by PARP1, which catalyzes the synthesis of a polymer of ADP-ribose on various nuclear proteins including histone H1. These modifications alter chromatin structure and facilitate the access of other DNA repair proteins to the site of strand break. PARP2 is also activated in response to DNA strand breaks and facilitates ADP ribosylation of histone H2. Following chromatin modification, PARP1 stimulates the activity of polymerase β to hydrolyze the 5’dRP moiety and fills the single nucleotide gap. The continuity of the phosphodiesterase backbone is then restored by the ligase activity of the XRCC1/LIG3 complex.
Denny et al., 1994; Friedberg et al., 1995). N3-methyl adenine does not undergo spontaneous depurination. However, if not removed from the DNA, 3-methyl adenine causes the formation of double-stranded DNA breaks and, to a lesser extent, single-stranded DNA breaks (for detailed mechanisms, see Friedberg et al., 1995). N3-methyl adenine is excised from DNA by two distinct glycosylases named TagA and AlkA. TagA specifically recognizes N3 methyl-modified purines, while AlkA recognizes a wide variety of damaged bases as mentioned above. The abasic site is subsequently repaired via BER as shown in Fig. 28.2a.

tagA encodes a 21-kDa protein that is expressed constitutively and is not induced upon treatment with DNA alkylating agents (Steium and Seeberg, 1986). The encoded protein recognizes only N3-methyl adenine and N3-methyl
guanine. Mutants defective in the tagA gene function specifically accumulate N3-methyl adenine and are moderately hypersensitive to DNA alkylation (Sancar and Sancar, 1998). Moreover, overexpression of *E. coli* tagA in mammalian cells conferred resistance to DNA alkylating agents (Klungland et al., 1992).

Like alkA mutants, tagA mutants are only moderately sensitive to DNA alkylating agents. The alkA tagA double mutant, however, exhibits extreme sensitivity to alkylation exposure, suggesting the functional redundancy between these two glycosylases (Sancar and Sancar, 1998).

### 28.3.3 N3-Methyl Cytosine

N3-methyl cytosine accounts for approximately 13% of TMZ-induced lesions and is typically generated when the MTIC-derived methylidiazonium ions interact with the single-stranded regions of the genome (Darkes et al., 2002; Denny et al., 1994; Friedberg et al., 1995). This alkylated nucleotide blocks DNA replication in *E. coli* and is, therefore, cytotoxic (Sedgwick et al., 2007). In *E. coli*, the major mechanism of repair for N3-methyl cytosine is by direct restoration through the protein AlkB (Dinglay et al., 2000). Unlike AlkA, which recognizes a broad range of substrates, AlkB specifically recognizes N3-methyl cytosine. *alkB* encodes a 24-kDa protein that belongs to a large class of enzymes known as the 2-oxoglutarate and Fe(II)-dependent oxygenase superfamily (Drabolo 1397). This enzyme utilizes Fe$^{2+}$ and 2-oxoglutarate as cofactors to oxidize the N3-methyl group of the damaged cytosine. The oxidized methyl moiety is spontaneously released as formaldehyde, thereby restoring the native cytosine (Sedgwick and Lindahl, 2002). *E. coli* alkB mutants are extremely sensitive to alkylation exposure (Kataoka et al., 1983). Interestingly, overexpression of the *E. coli* alkB gene in human cells confers resistance to DNA alkylating agents (Chen et al., 1994).

### 28.3.4 O6-Methyl Guanine

For N3-methyl cytosine, the methyl group protrudes into the minor grove of the DNA duplex (which is normally free of methyl groups) in a conformation that inhibits DNA polymerase function. O6-methyl guanine (O6MeG for short), on the other hand, can mispair with thymine to allow polymerase bypass. While the O6-methyl guanine moiety is not inherently cytotoxic, the mispair with thymine (O6MeG:T) is processed by DNA mismatch repair (MMR for short, see Glossary) to yield cytotoxic intermediates. DNA mismatch repair is a ubiquitous repair process that normally serves to correct non-Watson–Crick paired duplexes (see Glossary) that arise either
Fig. 28.3 (a) Normal mechanism of mismatch repair (MMR) in *E. coli*. *E. coli* mismatch repair begins with MutS, a protein that binds specifically to mismatched DNA. This binding in turn recruits MutL and MutH, activating the latent endonuclease activity of MutH. MutH cleaves the newly synthesized strand, generating a nick. The nick is used by Helicase II to unwind the DNA into a single-stranded region that is digested by either 3' or 5' exonucleases. The gapped DNA is subsequently resynthesized by DNA polymerase III and the continuity of DNA restored by DNA ligase. Here, resynthesized DNA is indicated by the zigzag line. The DNA gap can alternatively be restored by homologous recombination (HR) with or without DNA translesion synthesis (TLS). (b) Mechanism of mismatch repair in *E. coli* in the presence of O6-methyl guanine. During DNA replication, the O6MeG mispairs with thymine. This mispair triggers the activation of mismatch repair, which excises the thymine-containing strand. However, during gap filling DNA synthesis, another thymine is inserted across from O6MeG. The second mispair triggers another round of DNA mismatch repair. Multiple cycles of “futile” repair are subsequently triggered, culminating in the generation of
Fig. 28.3 (continued)
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spontaneously or in response to DNA damage. The mechanistic details of this process are complex and remain the subject of intense investigation (Kunkel and Erie, 2005). In *E. coli*, this process begins with MutS, a protein that binds specifically to mismatched DNA (Fig. 28.3a). This binding in turn recruits MutL and MutH, activating the latent endonuclease activity of MutH. MutH cleaves the newly synthesized strand, generating a nick. The nick is used by Helicase II to unwind the DNA into a single-stranded region. The unwound single-stranded DNA is digested by either 3′ or 5′ exonucleases, yielding a gap. This gap is subsequently resynthesized by DNA polymerase III using the parental strand as template, and the continuity of DNA restored by DNA ligase (Kunkel and Erie, 2005). Unfortunately, this repair process does not remove the mutated O6MeG since it is typically located on the parental strand. Therefore, during gap filling DNA synthesis, another thymine is inserted across from O6MeG restoring the DNA to the pre-repair state. This second mispair triggers another round of DNA mismatch repair. Ultimately, repeated cycles of “futile” repair are triggered, culminating in the generation of single-stranded DNA gaps (Fig. 28.3b). The mechanistic details underlying this process remain an area of active investigation.

These gaps are ultimately repaired by two different repair processes, either by homologous recombination (HR, see Glossary) or translesion synthesis (TLS, see Glossary). However, when the number of gaps exceeds cellular capacity for repair, cell death ensues (Friedman et al., 1997; Lage and Dietel, 1999; Liu et al., 1996; Stojic et al., 2004).

Since DNA damaged by alkylation requires MMR processing for its cytotoxic effect, MMR-deficient *E. coli* is highly resistant to DNA alkylating agents (Jones and Wagner, 1981; Karran and Marinus, 1982). Because HR and TLS facilitate the repair of DNA gaps resulting from MMR processing of alkylated DNA, mutants defective in homologous recombination or translesion synthesis exhibit heightened sensitivity to alkylation exposure (Bjedov et al., 2007; Nowosielska et al., 2006).

**Fig. 28.3** (continued) single-stranded DNA gaps. When the number of gaps exceeds cellular capacity for repair, cell death occurs. (c) Mechanism of mismatch repair in human cells in the presence of O6-methyl guanine. Eukaryotic mismatch repair shares many features of the *E. coli* system, but the proteins involved differ depending on the nature of the mismatch. Repair of the O6-methyl guanine–thymine mismatch is initiated when heterodimers of MutS homologs (MSH2–MSH6) bind to a mispair. This binding recruits the MLH1–PMS2 complex (the human homologue of MutL). This complex harbors an endonuclease activity that nicks the strand bearing the thymine. This nick is ultimately processed into a gap catalyzing the futile cycles described in Fig. 28.3b. Ultimately, the gap triggers G2 arrest. This arrest requires an intact ATR/CHK1 axis. The activated CHK1 phosphorylates CDC25C, causing its degradation and G2 arrest.
The O6MeG:T mispairs that escape MMR repair ultimately result in mutagenesis. Because the strand bearing thymine base pairs with an adenine in the subsequent round of replication, the outcome is a G->A transition (Horsfall et al., 1990).

Besides MMR activation, *E. coli* harbors two repair pathways that remove O6MeGs. The pathways involve the enzymatic activity of two methyltransferases: Ada and Ogt. These enzymes directly remove the O6 methyl moiety and restore the chemical integrity of guanine (Potter et al., 1987). *ada* encodes a 38-kDa protein that consists of two functional domains linked by a hinge region. The two domains can function independently. The C-terminal domain directly transfers the O6 methyl moiety onto its Cys-321 residue (Sedgwick et al., 1988). The N-terminal domain contains a zinc finger motif that is required for transcriptional modulation of itself (*ada*), *alkA*, and *alkB* in response to alkylation exposure (Myers et al., 1992). Ogt has biochemical properties similar to those exhibited by Ada in that they shared a high affinity for O6MeG. Not surprisingly, the region containing the methyl acceptor cysteine in Ogt exhibits extensive amino acid homology to Ada (Rebeck et al., 1989). Unlike Ada, however, Ogt levels are not induced upon alkylation exposure (Potter et al., 1989). Both *ada* and *ogt* *E. coli* mutants, are highly sensitive to alkylation exposure (Drablos et al., 2004). Overexpression of both *E. coli* proteins in mammalian cells confers resistance against DNA alkylating agents (Drablos et al., 2004).

### 28.4 Evolutionarily Conserved Temozolomide Resistance Mechanisms

As discussed, the molecular mechanisms underlying DNA repair were first elucidated in prokaryotic models such as *E. coli*. With the recent cloning and characterization of the homologous genes in higher organisms, there has been an explosion of information about eukaryotic DNA repair. With regard to the process of DNA repair, the proteins and mechanisms involved appear highly similar despite the significant evolutionary distance between humans and *E. coli*. However, as human cells have evolved complexities in subcellular organization (e.g., chromatin structures) and cell growth regulation (e.g., cell cycle progression and cell death), human repair proteins have developed additional functionalities to accommodate these complexities. In many instances, proteins unique to the eukaryotes are recruited to the site of damage (Ame et al., 2004; Schreiber et al., 2002). In other situations, a single ancestral DNA repair gene evolves into multiple homologues, each with specialized functions (Aas et al., 2003; Dinglay et al., 2000; Duncan et al., 2002; Wei et al., 1996). The human homologues of the various DNA alkylating repair pathways discussed above will be reviewed here.
28.4.1 N7-Methyl Guanine

Analogous to the bacterial repair system, human cells accumulate abasic sites as a result of spontaneous depurination of N7-methyl guanine. These basic sites are then repaired by the human BER machinery (Fig. 28.2b). Analogous to the bacteria system, the abasic sites in human cells are subsequently processed by the AP endonuclease, APE, to generate a single base gap (Demple et al., 1991; Hansen and Kelley, 2000).

In contrast to the E. coli DNA repair system where higher order chromatin structures are absent, the human repair proteins face the challenge of negotiating these structures during repair. In BER, the chromatin structure is, in part, modulated by a group of proteins called poly(ADP-ribose) polymerase (PARP). The strand discontinuity produced during BER is detected by PARP1, a founding member of a superfamily of 18 proteins (Ame et al., 2004; Haince et al., 2005). In response to the DNA strand break, PARP1 synthesizes polymers of ADP-ribose onto the various nuclear proteins including histone H1 (Poirier et al., 1982). These modifications alter chromatin structure (Poirier et al., 1982; Tulin et al., 2006) and facilitate the access of DNA repair proteins to the site of strand break. Another member of the PARP family, PARP2, is also involved in this process. PARP2 catalyzes ADP ribosylation of a host of nuclear proteins including histone H2 (Ame et al., 2004; Schreiber et al., 2002). Mice deficient in Parp1 or Parp2 exhibit sensitivity to DNA alkylating agents as well as delay in the processing of DNA strand breaks (Ménissier de Murcia et al., 2003; Shall and De Murcia, 2000). Of note, PARP1 inhibitors have been shown to sensitize glioma to TMZ in both in vivo and in vitro models (Curtin et al., 2004; Sarkaria et al., 2008).

Following chromatin modification, PARP1 stimulates the activity of polymerase β to hydrolyze the 5′-deoxyribose phosphate (5′dRP) moiety and fills the single nucleotide gap (Wood et al., 2005). The continuity of the phosphodiesterase backbone is subsequently restored by the ligase activity of the XRCC1/LIG3 complex (see Glossary) (Caldecott et al., 1994, 1995). XRCC1, in turn, specifically associates with and inactivates PARP1 (Masson et al., 1998). As would be expected, genetic silencing or inactivation of APE, polymerase β, XRCC1, or LIG3 individually confers sensitivity to DNA alkylating agents (Elleberger and Tomkinson, 2008; Fritz et al., 2003; Trivedi et al., 2005). However, the interplay between these proteins is complex. For instance, overexpression of APE is frequently seen in certain tumor types (Morgan et al., 1999; Xu et al., 1997). Overexpression of APE in an XRCC1-proficient cell is protective against alkylation exposure (Grosch et al., 1998; Ramana et al., 1998). However, the same overexpression in an XRCC1-deficient tumor sensitizes cells to DNA alkylation. Mechanistically, by virtue of its endonuclease activity, APE overexpression increases DNA strand break accumulation in response to alkylation exposure. The repair of these strand breaks normally requires an intact XRCC1/LIG3 complex. XRCC1 mutants suffer diminutive capacity in strand break repair.
and are, therefore, hypersensitive to APE1 overexpression (Sossou et al., 2005). This example illustrates how a genetic alteration can confer either sensitivity or resistance to TMZ depending on the cellular context.

### 28.4.2 N3-Methyl Adenine

The human protein alkyl-adenine glycosylase (AAG; also known as methylpurine DNA glycosylase or MPG) is the primary glycosylase responsible for the repair of N3-methyl adenine. In contrast to other human DNA repair proteins that are identified by virtue of their sequence homology to bacterial repair proteins, AAG is not related to the *E. coli* AlkA or TagA at the sequence level. However, its glycosylase specificity is broad and similar to that described for AlkA (Krokan et al., 1997; Seeberg et al., 1995; Wyatt et al., 1999). Moreover, overexpression of human AAG restores alkylation resistance in *E. coli* *alkA* mutants, suggesting functional conservation between these genes (Bonanno et al., 2002). As such, the human AAG protein is considered an orthologue of the *E. coli* AlkA.

The human AAG exists in two isoforms, resulting from differential splicing of either exon 1a (hAAG1) or exon 1b (hAAG2) (O’Connor, 1993; Vickers et al., 1993). Both isoforms appear expressed in all tissues examined. No functional differences between these isoforms have been found to date (O’Connor, 1993; Pendlebury et al., 1994).

In terms of sensitivity to DNA alkylating agents, the effects of inactivating human AAG appear variable and dependent on the cellular context. *Aag* null mouse embryonic stem cells are hypersensitive to DNA alkylating agents (Allan et al., 1998; Engelward et al., 1996). However, the bone marrow cells derived from the same mice are hyper-resistant to alkylation exposure (Roth and Samson, 2002). To add to this complexity, overexpression of human AAG in human cells conferred sensitivity to TMZ, while the same overexpression in an *E. coli* *alkA* mutant conferred resistance (Bonanno et al., 2002; Trivedi et al., 2005). While the mechanisms underlying these observations remain elusive, it is clear that the physiologic effects of AAG on TMZ resistance differ pending on cellular context.

To date, no human homologue or orthologue of the *E. coli* TagA protein has been identified.

### 28.4.3 N3-Methyl Cytosine

The *E. coli* AlkB protein is critical in repairing TMZ-induced N3-methyl cytosine (Dinglay et al., 2000). The first human homologue of the *E. coli* AlkB (ABH1) was found in 1996 (Wei et al., 1996). Two others, ABH2 and ABH3, were subsequently identified by sequence analysis and functional
complementation (Aas et al., 2003; Duncan et al., 2002). Using domains conserved in these three homologues, ABH4-8 were identified (Kurowski et al., 2003).

Of these homologues, only two (ABH2 and ABH3) have been shown to act on N3-methyl cytosine to directly reverse the alkylation damage (Aas et al., 2003). ABH2 preferentially repairs double-stranded DNA substrates, while ABH3 preferentially repairs single-stranded RNA substrates. When expressed in E. coli alkB mutants, ABH2 best restores alkylation resistance (Ringvoll et al., 2008). These results combine to suggest that ABH2 is the key homologue of the E. coli AlkB in terms of DNA damage repair. Indeed, mice deficient in Abh2, but not Abh3, are hypersensitive to DNA alkylating agents (Ringvoll et al., 2006). These studies suggest that ABH2 is a potential determinant of cellular sensitivity to TMZ. This hypothesis awaits experimental validation.

### 28.4.4 O6-Methyl Guanine

In human cells, the primary mechanism of repair for O6-methyl guanine involves the protein O6-methyl guanine methyltransferase (MGMT). The human MGMT was initially cloned from a cDNA library by virtue of its ability to correct DNA alkylation sensitivity of E. coli ogt mutants (see Section 7.3.4) (Tano et al., 1990). At the amino acid level, it is 28% identical to the E. coli Ogt. In the C-terminal region where the catalytic site is located, the two proteins share 60–65% homology (Tano et al., 1990). The human MGMT encodes a 22-kDa protein that repairs O6-alkylation adducts in a one-step reaction that transfers the adduct from the O6 position of guanine to a cysteine residue in the catalytic pocket (Kaina et al., 2007). The alkylated MGMT subsequently undergoes poly-ubiquitination followed by proteolysis (Srivenuagopal et al., 1996). As one MGMT molecule can repair only one alkyl adduct, the cellular repair capacity depends on the rate at which the cell can resynthesize MGMT. Indeed, MGMT is one of the handful of DNA repair genes that are transcriptionally upregulated in response to alkylation exposure (Christmann et al., 2003; Fritz et al., 1991; Grombacher and Kaina, 1995).

As with other eukaryotic DNA repair processes, MGMT activity is regulated by post-translational modification and subcellular localization. MGMT is localized in the cytoplasm and translocates into the nucleus upon DNA damage (Lim and Li, 1996). Its activity is inhibited by phosphorylation (Mullapudi et al., 2000; Srivenugopal et al., 2000) and facilitated by open chromatin structures (Ryan et al., 1986).

As the O6-methyl adduct is one of the major products of TMZ treatment, constituting approximately 5% of the TMZ-induced lesion (Darkes et al., 2002; Denny et al., 1994; Friedberg et al., 1995), cells deficient in MGMT are more sensitive to TMZ (Futscher et al., 1989; Glassner et al., 1999; Smith and Brent, 1989). MGMT expression levels have been inversely correlated to favorable response to DNA alkylating agents in both experimental models and malignant
glioma specimens (Anda et al., 2003; Belanich et al., 1996; Jaeckle et al., 1998; Wang et al., 1996).

The human \textit{MGMT} gene possesses a CpG island (Gardiner-Garden and Frommer, 1987), which spans approximately 1,000 bases around the transcriptional start site. Direct sequencing after bisulfite treatment yielded 108 CpG sites (Mikeska et al., 2007) that are methylated. Methylation of a subset of these CpGs has been associated with transcriptional silencing in tissue culture models (Herfarth et al., 1999; Watts et al., 1997).

If the observations made in the tissue culture models can be extended to tumor specimens, one would anticipate that the extent of \textit{MGMT} promoter methylation would correlate with MGMT protein level and, therefore, therapeutic response. This hypothesis was examined in 206 GBM patients who were randomized to radiation or radiation plus TMZ in a phase III clinical trial. Tumor specimens were collected and examined for \textit{MGMT} promoter methylation using methylation-specific PCR. For patients with tumors containing a methylated \textit{MGMT} promoter, a survival benefit was observed with TMZ and radiation treatment as compared to those receiving only radiation (21 months versus 15 months). Such benefit was not observed in patients with tumors containing unmethylated \textit{MGMT} promoters (Hegi et al., 2005). Similar observations have been made by others though none of these previous studies were done with specimens collected from a randomized trial (Balana et al., 2003; Esteller, 2000; Hegi et al., 2004; Kamiryo et al., 2004; Komine et al., 2003; Watanabe et al., 2005). These findings demonstrate that the methylation status of the \textit{MGMT} gene promoter is a marker of therapeutic response to TMZ in patients with glioblastoma.

While none of the above cited studies rigorously tested the correlation between \textit{MGMT} promoter methylation and gene expression, it was widely assumed that in the methylated group of patients low to no MGMT expression would be found. Similarly, it was expected that all the patients in the other group would show strong MGMT expression. Therefore, it came as a surprise when poor to no correlations were found between \textit{MGMT} promoter methylation status and MGMT protein in tumor specimens (Brell et al., 2005; Maxwell et al., 2006; Preusser et al., 2008; Rodriguez et al., 2008; Sasai et al., 2008). In these studies, a significant portion of the tumor harboring methylated \textit{MGMT} promoter still expressed high levels of MGMT protein. Likewise, a significant portion of tumor harboring unmethylated \textit{MGMT} promoter showed low level of MGMT protein.

In the nonmethylated patient group, the discrepancy between \textit{MGMT} promoter methylation and MGMT protein levels can be explained by poor specimen processing. For instance, \textit{MGMT} mRNA and protein degrade if there is significant delay between specimen procurement and processing. Another issue relates to the semiquantitative nature of immunohistochemistry and the notorious difficulties with such technique in avoiding artifacts due to antibody quality and antigen retrieval procedures. Further, the presence of stromal elements in tumor can bias methylation-specific PCR.
In the methylated group, however, the inconsistency between MGMT promoter methylation and protein levels cannot be as easily explained. This discrepancy suggests the possibility that MGMT promoter methylation and MGMT protein level may capture distinct, though likely overlapping, aspects of malignant glioma biology. This hypothesis postulates that MGMT promoter methylation might simply be a surrogate marker of the overall methylation status of the genome (Herfarth et al., 1999; Jacinto and Esteller, 2007; Paz et al., 2003; Turker, 2002; Watts et al., 1997). This raises the interesting possibility that MGMT-independent gene functions may determine or contribute to the cellular response to TMZ. Such hypothesis would explain the limited efficacy of MGMT inhibitors in the clinical setting (Mrugala and Chamberlain, 2008). In sum, the hypothesis proposed here awaits further experimental validation. Global profiling of promoter methylation status with correlation to MGMT promoter methylation and clinical outcome may be a helpful first step in testing this hypothesis.

28.4.5 MMR and DNA Damage Checkpoint Activation

The increased resistance of DNA mismatch repair-deficient cells to DNA alkylating agents has been the subject of multiple rounds of rediscoveries. The observation was initially made in E. coli over 20 years ago (Shanabrug, 1983). With the discovery of eukaryotic mismatch repair systems, the observation was remade in yeast, plant, mouse, and ultimately human tumor cells (Friedberg et al., 1995).

Eukaryotic mismatch repair shares many features of the E. coli system, but the proteins involved differ, depending on the nature of the mismatch (Fig. 28.3c). Repair is initiated when heterodimers of MutS homologues [either MSH2–MSH6 (MutSz) or MSH2–MSH3 (mutSβ)] bind to a DNA mismatch. MutSz (MSH2–MSH6) is primarily responsible for the repair of single base mispairs, whereas the MutSβ (MSH2–MSH3) is critical in the repair of insertion deletion loops. This binding recruits the MLH1–PMS2 complex (the human homologue of MutL). The MLH1–PMS2 complex harbors an endonuclease activity that nicks the mismatch-bearing strand. This nick is processed into a gap by a combination of exonucleases. The gapped DNA is ultimately repaired by DNA polymerase III and ligase I (Kunkel and Erie, 2005).

Similar to observations made in E. coli, alkylation exposure in human cells causes accumulation of single-stranded DNA gaps in a mismatch repair-dependent manner (Mojas et al., 2007). For reasons that are not clear, these gaps are tolerated during the first cell cycle after alkylation exposure but trigger G2/M checkpoint activation during the second cell cycle (Stojic et al., 2004). It has been proposed that the gaps generated during the first S phase are converted into double-stranded breaks during the second S phase. These breaks, in turn, trigger G2/M checkpoint activation (Plant and Roberts, 1971).
The G2/M checkpoint activation following gap generation requires an intact ATR/CHK1 axis but not ATM (see Glossary) (Stojic et al., 2004). ATM and ATR are critical kinases that are activated in response to DNA damage. ATM is rapidly activated by clastogenic damages such as ionizing radiation (Bakkenist and Kastan, 2003). On the other hand, ATR is known to be preferentially activated by replication fork arrest (Abraham, 2001). Upon TMZ treatment, ATR phosphorylates the CHK1 kinase that in turn phosphorylates CDC25C. This phosphorylation facilitates the degradation of CDC25C, resulting in G2 arrest (see Glossary). Inactivation of ATR function by expression of a dominant negative mutant or pharmacologic CHK1 inhibition abolishes the TMZ-induced G2 arrest (Stojic et al., 2004) and sensitizes the U87 glioblastoma cell line to TMZ toxicity (Hirose et al., 2001a). Evidence suggests that the activation of ATR in this context may involve direct physical interaction between MSH2 and ATR (Wang and Qin, 2003) or via a p38 kinase cascade (Hirose et al., 2003).

In contrast to hematopoietic neoplasms that undergo extensive apoptosis after TMZ treatment, only a small portion (approximately 10–20%) of glioblastoma cells treated with TMZ undergo apoptosis (Chakravarti et al., 2006; Gunther et al., 2003). The remaining cells undergo prolonged G2/M arrest (8–10 days) followed by cellular senescence (Hirose et al., 2001b). Loss of G2/M arrest is associated with the accumulation of micronuclei, a feature consistent with mitotic catastrophe (Hirose et al., 2001a; Hirose et al., 2005, 2003).

Over the past 20 years, MMR deficiency has been shown to confer resistance to DNA alkylating agents in a number of experimental models. However, the pertinence of these observations in the clinical setting remains controversial (Friedberg et al., 1995). Clinical interests in DNA mismatch repair were recently ignited by the identification of a MSH6 inactivating mutation in a high-grade glioma specimen that recurred after TMZ therapy (Hunter et al., 2006). This mutation was associated with loss of protein expression as assessed by immunohistochemistry (IHC). Subsequent analyses of MSH6 expression in a panel of matched pretreatment and recurrent tumors revealed that MSH6 expression was present in all pretreatment samples but lost in 41% of post-treatment cases. The authors concluded that mismatch repair inactivation by MSH6 mutation contributes to TMZ resistance and tumor recurrence (Cahill et al., 2007). However, a follow-up study examining this hypothesis reports that MSH6 mutation or loss of MSH6 protein expression in clinical specimens did not correlate with TMZ resistance (Maxwell et al., 2008).

The importance of MMR in TMZ resistance was also examined in the first report put forth by The Cancer Genome Atlas project (TCGA). In this study, 601 selected genes were exhaustively sequenced in a total of 91 GBM specimens. Of the 91 specimens, seven were derived from recurrent tumor after treatment with DNA alkylating agents. Six of the seven tumors harbored mutations in MMR genes including MLH1, MSH2, MSH6, and PMS2
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(TCGA Research Network et al., 2008). However, the study did not test whether these mutations inactivated the encoded protein. Moreover, it was unclear whether these mutations were the result of TMZ therapy or the cause of resistance. Since that mutations in the MMR genes were exceedingly rare in GBM specimens prior to TMZ therapy (TCGA, 2008), it is conceivable that DNA alkylating agents induced mutations in “hot spots” located within MMR genes.

In sum, the notion that MMR plays a critical role in TMZ resistance is an attractive one, especially given findings in the various experimental systems. There are some data supporting this notion in the clinical setting though caveats of these data sets need to be taken into consideration. In this context, molecular profiling of MMR as a determinant for whether TMZ therapy should be administered remains premature at the present time.

28.4.6 Fanconi Anemia (FA) DNA Repair Pathway

In *E. coli*, mutants defective in homologous recombination and DNA translesion synthesis are sensitive to alkylation exposure. Since these processes are highly conserved evolutionarily, it is likely that these processes participate in glioma response to TMZ (Friedberg et al., 1995).

In higher eukaryotes, HR and TLS are modulated by the Fanconi anemia (FA) pathway. The regulation of the FA pathway is highly complex, involving at least 12 proteins (FANCA, B, C, D1, D2, E, F, G, I, J, L, M) (Medhurst et al., 2001; Pace et al., 2002; Taniguchi and D’Andrea, 2002). In response to DNA damage, coordinated regulation of these proteins leads to mono-ubiquitination of the downstream FANCD2 protein. This modification, in turn, causes the FANCD2 and the FANCI protein to cluster at sites of DNA damage, leading to nuclear foci formation (Garcia-Higuera et al., 2001). Interactions between FANCD2/FANCI complex and the proteins involved in homologous recombination and DNA translesion synthesis at these sites facilitate the process of DNA repair (Garcia-Higuera et al., 2001; Howlett et al., 2002; Taniguchi et al., 2002).

Extrapolating from the *E. coli* paradigm where HR and TLS play critical roles in alkylation response, the coordination of HR and TLS by the FA repair pathway may affect cellular resistance to alkylation exposure. Indeed, TMZ treatment of FA-proficient cell lines led to a dose- and time-dependent increase in FANCD2 mono-ubiquitination as well as FANCD2 nuclear foci formation, both hallmarks of FA pathway activation. Importantly, glioblastoma cell lines deficient in the FA repair pathway exhibited increased sensitivity to TMZ relative to the FA-proficient glioma cell lines. Moreover, inhibition of FA pathway activation caused hypersensitivity to TMZ in the U87MG glioma cell line. The TMZ sensitizing effect of FA inhibition was additive to that of
MGMT inhibition. These results suggest the importance of eukaryotic homologous recombination and DNA translesion synthesis in alkylation resistance (Chen et al., 2007).

In summary, cellular resistance to TMZ is determined by a complex network of DNA repair pathways that are highly analogous to models developed in *E. coli*. A diagrammatic summary of these pathways is shown in Fig. 28.4.

---

**Fig. 28.4 Mechanisms of cellular resistance to temozolomide.** Toxicity of temozolomide is derived from methylation of the various nucleotides. The most common damages produced by temozolomide are N7 position of guanine (70% of adducts), N3 position of adenine and cytosine (25% of adducts), and O6 position of guanine (5% of adducts). The O6-methyl guanines are primarily repaired by MGMT in a single-step reaction that transfers the methyl moiety from the damaged nucleoside to the MGMT protein. The O6-methyl guanines that escape MGMT repair are processed by mismatch repair into secondary cytotoxic lesions. These lesions are repaired by various DNA repair pathways, including Fanconi anemia (FA) repair pathway. N3-methyl adenine is excised from DNA by AAG, and the abasic site is subsequently repaired by base excision repair. N7-methyl guanine undergoes rapid spontaneous depurination, resulting in the formation of cytotoxic abasic sites. A small portion of the N7-methyl guanine is also recognized by AAG to yield abasic sites. These abasic sites are repaired via base excision repair. N3-methyl cytosines are directly restored to cytosine by ABH2.
28.5 Temozolomide Resistance Mechanism Unique to Higher Eukaryotes

With the development of subcellular organization and the need for cell growth regulation, eukaryotic cells evolved unique cellular processes that are not present in prokaryotic cells. Some of these processes affect cellular resistance to TMZ and will be discussed here.

28.5.1 p53

The p53 tumor-suppressor gene encodes critical functions that modulate cell division and death in higher eukaryotes. These functions appear unique to higher eukaryotes, as no homologue has been identified in lower eukaryotes or prokaryotes (Levine, 1997). Because mutations in the p53 gene are found in more than 50% of human glioblastomas (Hayashi et al., 1997; Newcomb et al., 1997) (see also Chapter 14), a large number of investigations have been devoted to understanding the mechanism of p53 activity. These studies revealed that p53 acts primarily as a transcription factor that is activated in response to genotoxic stress, including DNA damage. This activation results in either cell cycle arrest or apoptosis (Levine, 1997).

Studies of p53 effect on TMZ resistance suggest a complex picture, with contradictory results from independent groups. There are reports that glioblastoma cell lines with functional p53 responses exhibit increased sensitivity to DNA alkylation relative to those with dysfunctional p53 (Bocangel et al., 2002). However, in another study where TMZ sensitivity was compared between isogenic cell lines differing only in p53 status, the opposite was found. In this study, inactivation of the p53 response in the U87MG cell line (normally wild type for p53) by expression of the HPV E6 protein resulted in increased TMZ sensitivity. Further investigation revealed that E6 expression in U87MG cells facilitated escape from the G2/M arrest. These cells ultimately die from mitotic catastrophe (Hirose et al., 2001b). Consistent with this second study, a small molecule inhibitor of p53 enhanced TMZ sensitivity in a GBM xenograft model (Dinca et al., 2008). The discrepancy between these studies raises the possibility that the effect of p53 on TMZ response may be modulated by other genetic determinants.

Given the wide spectrum of genes transcriptionally regulated by p53, it is conceivable that any of the p53-regulated genes involved in apoptosis, cell cycle regulation, mitogen response, cell survival, or DNA repair may modulate TMZ response (Levine, 1997). Any predictive model of cellular response to TMZ will require a comprehensive integration of all aspects of p53 biology. For instance, the expression of MGMT requires a wild-type p53 protein (Blough et al., 2007). The loss of MGMT expression in a p53-deficient tumor would predict that the cells should become hypersensitive to TMZ. However, it is equally conceivable
that this loss of MGMT expression may be overshadowed by the loss of pro-apoptosis or pro-senescence genes that are similarly dependent on a wild-type p53 (Levine, 1997).

### 28.5.2 Autophagy

Autophagy is one of the two major protein degradation systems that are found in eukaryotes (Fig. 28.5). The other is the ubiquitin–proteasome system. In autophagy, a small volume of cytoplasm is enclosed by membranes to form the autophagosome. The autophagosome, in turn, fuses with the lysosome, where the cytoplasm-derived materials are degraded (Mizushima, 2004). Autophagy is thought to be required for normal turnover of cellular components. It is also induced in cancer cells in response to a variety of anticancer agents to either promote cell survival or programmed cell death (Kondo et al., 2005; Levine and Yuan, 2005).

![Fig. 28.5 The process of autophagy](image)

In multiple glioblastoma cell lines, treatment with TMZ is associated with the induction of autophagy (Kanzawa et al., 2004). Moreover, pharmacologic inhibition of this process results in sensitization to TMZ (Kanzawa et al., 2004). TMZ-induced autophagy is associated with elevated steady-state levels of cellular ATP. Together, these results suggest that cellular response to TMZ include increased autophagy and associated catabolic processes that provide
the energy necessary to ensure cell survival (Katayama et al., 2007). It is important to note that these observations have yet been validated using clinically derived specimens.

28.6 Conclusion

To date, the alkylating agent TMZ remains one of the few chemotherapeutic agents that has demonstrated definitive efficacy in the treatment of malignant gliomas. It is currently the standard of treatment for glioblastoma in the clinic in conjunction with radiation therapy. Understanding the molecular mechanisms underlying glioma resistance to this agent is a prerequisite in devising future therapeutic strategies. Many of the mechanisms of alkylation resistance were previously defined in E. coli and subsequently extrapolated to human cells. Other resistance mechanisms appear unique to human cells. Irrespective of evolutionary conservation, cellular mechanisms of alkylation response appear highly complex, since the same genetic alteration may confer drug resistance in one setting while producing sensitivity in another. As such, new paradigms of cellular resistance should include assessments of the dynamic interplay among many critical pathways rather than a narrow focus on any particular genetic alteration. An understanding of this dynamic interplay would allow for customized treatment regimens individually tailored to the genetic landscape of each tumor and optimization of clinical efficacy.

Abbreviations

<table>
<thead>
<tr>
<th>Term</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temozolomide</td>
<td>TMZ</td>
</tr>
<tr>
<td>N7-methyl guanine</td>
<td>N7MeG</td>
</tr>
<tr>
<td>N3-methyl adenine</td>
<td>N3MeA</td>
</tr>
<tr>
<td>N3-methyl cytosine</td>
<td>N3MeC</td>
</tr>
<tr>
<td>O6-methyl guanine</td>
<td>O6MeG</td>
</tr>
<tr>
<td>Base excision repair</td>
<td>BER</td>
</tr>
<tr>
<td>DNA mismatch repair</td>
<td>MMR</td>
</tr>
</tbody>
</table>
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Glossary

DNA alkylating agents Agents that transfer alkyl group from one molecule to another. Alkyl groups refer to groups of carbon and hydrogen atoms arranged in a chain. Common alkyl groups include methyl (CH3) or ethyl (CH2–CH3) moieties.
Nucleotides  The structural units of DNA. These molecules consist of three joined structures (Fig. 28.1b): a base moiety (adenine, guanine, cytosine, or thymine), a sugar, and a phosphate group.

Nucleobases  Another name for the base moiety of the nucleotide.

Abasic sites  Sites within DNA where the nucleobases have been removed.

Depurination  A DNA alteration involving hydrolysis of the bond between a purine base (i.e., adenine or guanine) and the sugar moiety of the DNA.

Glycosylase  Enzymes that remove the nucleobase while leaving the sugar–phosphate backbone intact.

Base excision repair (BER)  A cellular process that repairs damaged nucleobases by direct excision of the nucleobase. This process is followed by the removal of the remaining nucleotide. The single nucleotide gap is then resynthesized by a specific DNA polymerase (Fig. 28.2a).

Mismatch repair (MMR)  A cellular process that recognizes and repairs non-Watson–Crick base-paired nucleotides. The same system is also involved in the repair of damaged nucleotides (Fig. 28.3a).

Non-Watson–Crick pairing  Base pairing that deviate from A:T and G:C.

Homologous recombination (HR)  A cellular process that results in physical exchange between two strands of DNA. The process involves the alignment of similar sequences followed by breaking and rejoining of the phosphate backbone. It is a major mechanism for repairing gapped or fragmented DNA.

Translesion synthesis (TLS)  A cellular process that allows DNA replication machinery to replicate past damaged DNA. It involves the switching of replicative polymerases for specialized translesion polymerases that carry out the insertion of bases opposite the damaged nucleotides. By allowing for bypass of these DNA damages, TLS allows for completion of DNA synthesis/repair and thereby confers resistance to the various DNA damaging agents.

XRCC1/LIG3 complex  The human ligase 3 (LIG3) is the ligase responsible for restoring continuity of DNA during BER. All human DNA ligases function as a complex with a “partner” protein. For instance, LIG1 associates with replication factor proliferating cell nuclear antigen (PCNA) and LIG4 associates with XRCC4. These partners modulate the activity of the associated ligase as well as the respective repair process. The partner for LIG3 is XRCC1. These two proteins form a tight complex, and both proteins are required for BER. XRCC1 is short for X-ray Repair Complementing defective repair in Chinese hamster cells. As the name implies, the gene is cloned by virtue of its ability to restore radiation resistance in a Chinese hamster cell line that is otherwise highly sensitive to ionizing radiation. Please see Friedberg et al. (1995) for additional details.
**ATM**  Ataxia Telangiectasia Mutated. The gene that is mutated in the disease that bears the same name. ATM is a member of the phosphoinositide 3-kinase-like kinase (PIKK) family, which includes several proteins that are required for DNA repair. The ATM kinase is activated by damaged or broken DNA strands. This process initiates a phosphorylation cascade that ultimately triggers DNA damage checkpoint activation and facilitates DNA repair.

**ATR**  ATM and Rad3-Related. As the name implies, the ATR kinase is closely related to ATM and is a member of the PIKK family. In contrast to ATM, ATR primarily responds to stalled replication forks. In response to these structures, ATR phosphorylates several downstream target proteins, eventually leading to DNA damage checkpoint activation.

**CHK1**  Checkpoint Kinase 1. CHK1 is a critical downstream effector ATR. In response to stalled replication fork, ATR is activated to phosphorylate CHK1. This phosphorylation activates the kinase activity of CHK1. Activated CHK1, in turn, phosphorylates downstream effectors, including CDC25.

**CDC25**  Short for Cell Division Cycle 25. The yeast gene was cloned by virtue of its ability to complement a mutant defective in cell cycle progression. Historically, this yeast mutant was the 25th mutant that exhibited this phenotype (hence CDC25). The gene product was found to harbor a phosphatase activity. The human homologue was subsequently cloned and found to play roles in cell cycle progression highly analogous to that observed in yeast. Both the yeast and human CDC25 remove an inhibitory phosphate residue in critical downstream proteins to allow progression through the cell cycle.
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Chapter 29
Brain Tumor Stem Cell Markers

Jeremy N. Rich

Abstract  Brain tumors display striking heterogeneity of cellular morphology and differentiation status. Recent studies have identified tumor subpopulations in several brain tumor types that self-renew and can propagate tumor formation in mice models. These cells, called tumor stem cells, are defined functionally but several markers are under investigation to identify brain tumor stem cells. Although no marker has proven absolutely informative for the identification of brain tumor stem cells, several markers show promise for either prospective enrichment of some populations of brain tumor stem cells or for their identification in immunohistologic studies. The use of stem cell markers must be approached with caution as the method of detection and context are essential in interpretation. Several studies have investigated the relationship between expression of stem cell markers and patient prognosis with variable findings. The information provided by tumor stem cell markers may depend on the subtypes of tumors generated from different tumor cells of origin or oncogenic stimuli. Future studies may refine the utility of stem cell markers to the study of cancer stem cells through the identification of improved or additional markers and/or new methodologies. It is imperative to realize that brain tumor stem cells remain defined through functional assays (self-renewal, multilineage differentiation, and tumor propagation) and the expression of any marker is not definitive for a tumor stem cell phenotype.
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Cancers are complex organ systems that are aberrantly regulated and are formed from neoplastic cells and associated vasculature, inflammatory cells, and recruited nonneoplastic cells (Reya et al. 2001). Within the neoplastic compartment, brain tumors exhibit cellular heterogeneity with differences in morphology and marker expression, suggesting a potential hierarchy in differentiation status. This cellular diversity is reflected in clinical observations in neuro-oncology. For example, noninvasive imaging of the tumor bulk poorly predicts overall survival. Brain tumors commonly do not globally recur but rather show nodular enhancement, suggesting growth from a small tumor cell population. The outgrowth of a selected set of tumor cells has been explained through two model systems: the classic stochastic model in which all tumor cells are equally likely to acquire further genetic changes creating an advantage in growth and a hierarchical model in which some tumor populations are less differentiated and are capable of generating the differentiated bulk of tumor cells. These models are likely nonexclusive and improved models may be created with elements of both systems. The hierarchical model of tumor growth supports the presence of tumor cells that reproduce characteristics of normal adult stem cells, which are long-lived and are functionally defined by their ability to self-renew (create at least one daughter cell, that is, an exact replica of the parental cell), sustain proliferation, and differentiate into relevant cellular identities. Tumor stem cells are tumor populations that share the ability to self-renew and propagate tumors. Radiation oncologists have appreciated the fact that not all neoplastic cells are equally sensitive to irradiation, so have defined tumor stem cells as cells capable of regenerating tumors after irradiation. More recently, seminal studies have demonstrated that rare cells within leukemias were capable of propagating tumors (Lapidot et al. 1994; Bonnet and Dick 1997). These approaches have been extended to several solid cancers, including several primary brain tumors, suggesting that cellular heterogeneity may be present in many (but not necessarily all) cancers with a hierarchy in tumor propagation potential and the presence of tumor stem cells (Al-Hajj et al. 2003; Ignatova et al. 2002; Hemmati et al. 2003; Singh et al. 2003; Galli et al. 2004; Singh et al. 2004; Yuan et al. 2004; Hope et al. 2004; Taylor et al. 2005; Li et al. 2007; O’Brien et al. 2007; Ricci-Vitiani et al. 2007; Dalerba et al. 2007). However, the tumor stem cell hypothesis is poorly understood and highly
controversial. Not all tumors need to be driven by tumor stem cells and tumor stem cells need not be rare. In addition, a tumor stem cell does not imply a stem cell of origin but may have acquired similar capabilities as a stem or progenitor cell due to genetic and epigenetic alterations. Among the solid cancers, brain tumors have been witness to a large number of tumor stem cell studies that have delineated roles of tumor stem cells in therapeutic resistance, angiogenesis, and invasion/metastasis. Therefore, understanding tumor stem cells may hold benefit for brain tumor therapy.

29.2 Tumor Stem Cell Markers

Defining a tumor stem cell remains a central challenge in the field. As noted above, tumor stem cells are defined through functional assays of self-renewal and tumor propagation. The use of functional assays necessitates a retrospective identification of tumor stem cells. Unfortunately, this prevents direct comparison of tumor stem cells to the tumor bulk or nonstem tumor cells. To identify tumor stem cells, many groups have applied techniques pioneered in normal stem cell biology. Normal neural stem cells can grow as three-dimensional nonadherent multicellular structures (neurospheres) in growth factor-defined media. The repeated generation of neurospheres has been taken as evidence for self-renewal but caution must be exercised as the neurosphere assay is subject to significant artifact due to clumping of small cellular structures (Singec et al. 2006). Ultimately, in vivo tumor generation remains the gold standard and must be part of any tumor stem cell study. The use of functional assays presents difficulties in comparative analyses of tumor stem and nonstem cells necessitating the development of tumor stem cell markers that would permit to prospectively enrich for populations that fulfill the criteria for tumor stem cells. Preliminary studies have demonstrated modest success supporting the utility of markers that inform the selection of brain tumor cells that self-renew and propagate tumors. Broadly, two classes of markers are under development (Fig. 29.1). Cell surface markers can segregate viable tumor populations by flow cytometry or magnetic bead sorting that are enriched or depleted for tumor stem cells for further study. Intracellular markers have been identified that may also be informative of a tumor stem cell identity but are more challenging to use for viable cell studies, yet may be useful in genetic models, immunohistochemical studies, or in some enzymatic/function studies [e.g., aldehyde dehydrogenase 1 (ALDH1) or side population (SP)]. To date, no tumor stem cell marker has been absolutely informative. Not all marker-positive cells are tumor stem cells and not all tumor stem cells express tested stem cell markers. Therefore, the expression of a marker cannot be interpreted as proof of tumor stem cell identity.

Stem cell markers must be interpreted within specific contexts. The methodology employed to assay a marker must be approached with caution. The mRNA of a marker often does not correlate with the protein levels of the same
gene product and the presentation of an antigen in flow cytometry requires additional post-translational modification and localization that may differ from denatured proteins on immunoblotting. The expression of a marker may also be highly variable within the same tumor type and may be altered upon changes in tumor grade or stage. Many stem cell markers are associated with polarized cells. Cells exhibit highly altered morphology when cultured outside of the native microenvironment, particularly when cultured on plastic. Therefore, a marker may be informative when used on uncultured cells from a tumor but may be uninformative with long-term cultured cells. To date, few standardized protocols are available, so marker-positive cells from one lab may be very different from those derived from other investigators. The application of tumor stem cell markers to clinical studies faces many of the same challenges of other biomarkers requiring analysis with carefully selected methods in appropriate patient and control cohorts. Some of the criticisms leveled against the cancer stem cell hypothesis are directed against weaknesses in tumor stem cell markers. Although great strides have been made in brain tumor stem cell biology, the currently available markers require additional study and new markers are required but early indications suggest that stem cell markers may have some utility in prognosis.

There are few validated markers and each may have strengths and weaknesses. We cannot separate a stem cell stage of differentiation from a more restricted progenitor stage at this time in the CNS, so it is likely that the current
markers that are largely based on neural stem/progenitor markers may identify a mixed population of cells. The current diagnoses of brain tumors may contain subgroups represented by a diversity of tumor stem cells that may require the development of multiple tumor stem cell markers. Due to the limited state of our understanding, the discussion of brain tumor stem cell markers is by necessity brief.

29.3 Prominin-1/CD133

Prominin-1 [cluster of differentiation 133 (CD133)] is the most developed brain tumor stem cell marker. Prominin-1 is a pentaspan transmembrane glycoprotein located on cellular protrusions that was originally identified separately through the development of antibodies against the mouse neuroepithelium (Weigmann et al. 1997) and CD34\textsuperscript{bright} hematopoietic stem and progenitor cells derived from human fetal liver and bone marrow and blood (Yin et al. 1997; Miraglia et al. 1997). The function of prominin-1 is unknown but mutations in prominin-1 are detected in patients with familiar macular degeneration and disrupt photoreceptor disk morphogenesis in a genetic mouse model (Yang et al. 2008). These studies further showed that prominin-1 binds to protocadherin 21, a photoreceptor-specific cadherin, and actin filaments. A frameshift prominin-1 mutation that impairs proper photoreceptor localization was found in a pedigree with autosomal-recessive retinal degeneration (Maw et al. 2000). Prominin-1 is localized within the cell surface membrane in cholesterol-based lipid microdomains (lipid rafts) and may function in membrane topology (Röper et al. 2000). The expression of prominin-1 is controversial and may be dependent on the assay method. CD133 is expressed by embryonic neural stem cells (Uchida et al. 2000) but similar populations are not detected in the adult brain, although ependymal cells are CD133+ in the adult (Pfenninger et al. 2007). Clearly, CD133 is a useful marker for functional endothelial precursors (Peichev et al. 2000) in addition to the aforementioned stem/progenitor populations. Most studies have employed the AC133 antibodies that are directed against the glycosylated protein (Weigmann et al. 1997; Yin et al. 1997). However, another research group developed a different antiserum directed against recombinant prominin-1 (Florek et al. 2005). This antibody (zhE2) bound to a much broader spectrum of cells in normal tissues. A genetically engineered murine model in which the lacZ reporter was placed under the control of the CD133 promoter demonstrated that prominin-1/CD133 is expressed in non-stem cells as well as stem cells (Shmelkov et al. 2008). Other models under development may provide a more complex understanding of CD133 expression and, by extension, function in normal physiology. Another recent genetic model demonstrates CD133 expression in intestinal stem cells that are potential cells of origin for cancers (Zhu et al. 2009).

CD133 was found to be useful in enriching tumor-repopulating cells initially in leukemia (Horn et al. 1999; Bühring et al. 1999) and contains prognostic
information (Lee et al. 2001). Based on its expression on neural stem/progenitor cells, CD133 was investigated in its utility as a brain tumor stem cell marker. In elegant studies first performed in vitro and then in vivo, brain tumor stem cells were exclusively detected in CD133+ cells from gliomas and medulloblastomas (Singh et al. 2003; Singh et al. 2004). In other studies, tumor-derived neurospheres from pediatric brain tumors also expressed CD133 in addition to other stem cell markers (Sox2, musashi-1, bmi-1, maternal embryonic leucine zipper kinase, and phosphoserine phosphatase) (Hemmati et al. 2003). Even in these earliest reports, investigators recognized variation between tumors in marker expression. CD133 is also informative in ependymomas in conjunction with other markers (nestin and BLBP) (Taylor et al. 2005). Many reports have confirmed the utility of CD133 in prospective isolation of brain tumor stem cells (Bao et al. 2006a; Bao et al. 2006b; Piccirillo et al. 2006; Calabrese et al. 2007; Bao et al. 2008) and CD133 has proven useful in a number of other solid cancers, including colorectal cancers (O’Brien et al. 2007; Ricci-Vitiani et al. 2007). However, challenges to the universal expression of CD133 have been raised and some tumors have tumor-propagating potential without significant numbers of CD133+ cells (Beier et al. 2007). Interestingly, in these studies primary glioblastomas had much higher levels of CD133+ cells than recurrent tumors. The difficulties posed by CD133 as a marker likely have multiple explanations. First, the AC133 reagents are challenging to use (Bidlmaier et al. 2008). In flow cytometry assays, CD133+ peaks are not fully separated from isotype antibody control peaks in most tumor preparations. Without a clear separation, the delineation between CD133− and CD133+ populations poses challenges. In addition, the precise methodologies used to disaggregate tissues and purify cellular populations can have profound effects on CD133 fractions (Panchision et al. 2007). The culture conditions are critical to maintain appropriate tumor stem cell populations (Lee et al. 2006) but direct transfer to an in vivo environment may be optimal to preservation of a CD133+ tumor cell fraction (Shu et al. 2008). CD133 is a target of promoter methylation alterations in cancers (Tabu et al. 2008; Yi et al. 2008) and may be regulated during the cell cycle (Jaksch et al. 2008). It is almost certainly the case, however, that morphologically identical brain tumors have underlying complex cellular differences due to different cell of origin or oncogenic changes that are represented with different brain tumor stem cells that may express different marker immunophenotypes.

CD133 analysis has also been applied to immunohistochemical studies of brain tumor specimens. Not surprisingly, variability in these studies has also been noted, likely due to the combination of tumor heterogeneity and reagent specificity. Within tumors, CD133+ cells reside in a perivascular niche (Bao et al. 2006a; Calabrese et al. 2007; Christensen et al. 2008). Variability in the costaining for CD133 and proliferation markers has been noted (Christensen et al. 2008; Ma et al. 2008). Several studies have shown that CD133 informs prognosis (Zeppernick et al. 2008; Beier et al. 2008; Thon et al. 2008; Howard and Boockvar 2008) but some investigators have found that CD133 expression
is not informative (Christensen et al. 2008). It is premature to consider CD133 as a validated prognostic indicator.

In conclusion, CD133 is undergoing an evolution in its use and limitations as a brain tumor stem cell marker but appears to be informative and useful when present in a tumor.

### 29.4 Nestin

Nestin is an intermediate filament protein expressed by neural stem cells (Lendahl et al. 1990; Reynolds and Weiss 1992). Shortly after nestin was recognized as a neural stem cell marker, studies demonstrated its expression in brain tumor cells (Valtz et al. 1991; Tohyama et al. 1992; Fults et al. 1992; Dahlstrand et al. 1992). Genetically engineered models have demonstrated that the expression of oncogenes under the control of the *Nestin* gene promoter can drive brain tumor formation (Holland et al. 1998; Holland et al. 2000). Activating Notch signaling that is active in brain tumor stem cells (Fan et al. 2006) increases nestin expression (Shih and Holland 2006). However, nestin is widely expressed in brain tumors including the proliferative endothelium of these cancers (Sugawara et al. 2002). The expression of nestin is highly variable but may correlate with tumor grade and sometimes survival (Dahlstrand et al. 1992; Almqvist et al. 2002; Ikota et al. 2006; Rani et al. 2006; Mao et al. 2007; Strojnik et al. 2007; Ma et al. 2008; Yang et al. 2008). Nestin+ cells are also expressed at sites of glioma infiltration (Kong et al. 2008). As nestin is an intracellular protein, it is less useful in the prospective sorting of viable tumor cells outside of genetic models. Thus, nestin is an important marker but is not necessarily specific for brain tumor stem cells.

### 29.5 Bmi1

Bmi1 is a polycomb ring finger oncogene that regulates chromatin remodeling. Bmi1 was initially identified as target of viral integration in the E mu-myc transgenic mouse model (van Lohuizen et al. 1991). Bmi1 is recognized as a core stem cell regulator but its role in brain tumors is less clear. Bmi1 regulates normal cerebellar development and is overexpressed in human medulloblastoma biopsy specimens (Leung et al. 2004). Bmi1 is also expressed in astrocytomas (Tirabosco et al. 2008; Häyry et al. 2008b). Copy number alterations of the *BMI1* locus, located on the short arm of chromosome 10 (10p13) (Alkema et al. 1993), are frequently detected in gliomas (Nakahara et al. 2004; Häyry et al. 2008a, b). Bmi1 is expressed in brain tumor stem cells (Hemmati et al. 2003) and is required for tumor initiation in brain tumor models (Bruggeman et al. 2007). Although no studies have directly linked Bmi1 to prognosis in brain cancer patients, the Bmi1 gene signature is informative for survival in gliomas and medulloblastomas (Glinsky et al. 2005).
29.6 Musashi1

Musashi1 is a highly conserved RNA-binding protein expressed in neural stem/progenitors (Nakamura et al. 1994; Sakakibara et al. 1996; Kaneko et al. 2000). Musashi1 regulates mammary progenitor cell proliferation through regulation of the Wnt and Notch pathways through increased secretion of the PLF1 growth factor and inhibition of the secreted Wnt inhibitor, DKK3 (Wang et al. 2008). Musashi1 is expressed by brain tumor stem cells (Hemmati et al. 2003; Bao et al. 2006b; Thon et al. 2008). Musashi1 is expressed by gliomas (Strojnik et al. 2007; Ma et al. 2008; Kong et al. 2008) and medulloblastomas (Yokota et al. 2004). RNA interference against Musashi1 in the medulloblastoma cell line Daoy restricted proliferation and downregulated proliferation-related genes (Sanchez-Diaz et al. 2008).

29.7 Notch

The Notch signaling pathway is a highly conserved cell–cell communication pathway originally discovered due to the presence of notched wings in *Drosophila* mutants. There are four Notch proteins that are single pass receptors for the Delta and Serrate ligands. Upon binding of Notch with the appropriate ligands, two sequential cleavage events of the Notch protein are required for the intracellular domain of Notch to become liberated and regulate transcription. The second Notch cleavage event is catalyzed by gamma secretase. Notch signaling regulates neural stem cells (Androutsellis-Theotokis et al. 2006) and is expressed by gliomas (Purow et al. 2005; Phillips et al. 2006; Boulay et al. 2007), medulloblastomas (Yokota et al. 2004), and ependymomas (Modena et al. 2006). Notch is frequently expressed by brain tumor stem cells (Ignatova et al. 2002; Fan et al. 2006). Notch1 and Notch2 may play differential roles in tumor biology but the importance of each protein remains unclear. Gamma secretase inhibitors have been used to inhibit Notch activity and decrease brain tumor stem cell function both in culture and in vivo (Fan et al. 2006).

29.8 Sox2

SRY (sex determining region Y)-box 2 (Sox2) is a transcription factor that is essential in self-renewal of stem cells. Sox2 forms a transcription complex in stem cells with Oct4 and Nanog to regulate pluripotency (Wang et al. 2006). Sox2 has been recently recognized as a critical regulator of an induced pluripotent stem (iPS) cell state (Takahashi and Yamanaka 2006). Interestingly, neural stem cells express high levels of Sox2 at baseline and can undergo induced pluripotency without the addition of exogenous Sox2 (Kim et al. 2008). Sox2 is expressed by
brain tumor stem cells (Hemmati et al. 2003; Bao et al. 2006b). Targeting Sox2 attenuates glioma stem cell proliferation (Gangemi et al. 2008).

29.9 A2B5


29.10 Other Potential Brain Tumor Stem Cell Markers

Self-renewal and embryonic stem cell gene expression signatures may be informative for brain tumors (Murate et al. 2008; Ben-Porath et al. 2008), suggesting that many new brain tumor stem cell markers may await discovery. Many other gene products are in early stages of investigation as brain tumor stem/transit amplifying cell markers, including MELK (Hemmati et al. 2003; Nakano et al. 2008), L1CAM (Bao et al. 2008), inhibitor of differentiation 4 (ID4) (Jeon et al. 2008), and IQGAP1 (Balenci et al. 2006). CD44 has been demonstrated to be useful as a tumor stem cell marker in other cancers (Al-Hajj et al. 2003) and is expressed in brain tumors (Kuppner et al. 1992; Li et al. 1993; Baltuch et al. 1995; Bouvier-Labit et al. 2002), so may be useful in brain tumor stem cell studies as well. Other neural stem cell markers, particularly CD15/stage-specific embryonic antigen-1 (SSEA-1)/Lewis x structure (Le\(^x\)), may be useful (Read et al. 2009). These markers await validation in larger studies.

29.11 Perspectives

The tumor stem cell field has largely advanced due to improved functional assays and identification of stem cell markers. Improved stem cell markers may permit a more reliable isolation and characterization of tumor stem cell populations. Cell surface markers have the advantage of utility in viable cell assays to segregate populations for more focused studies. The functional ALDH1 enzyme may permit additional assays but validation is required. Brain tumor stem cell markers will also need improvement to better determine in patients whether tumor stem cells are functionally important.
29.12 Conclusions

Several brain tumor stem cell markers are under investigation. The most prominent is CD133 but others may confer additional information. No single marker is likely to be definitive and all marker assays require validation with functional tumor stem cell assays. To date, the value of stem cell markers in brain tumor prognosis is unresolved but holds promise for the near future.
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Part III
Therapeutic Targets and Targeting Approaches
Chapter 30
Clinical Agents for the Targeting of Brain Tumor Vasculature

Elizabeth R. Gerstner and Tracy T. Batchelor

Abstract Glioblastomas are characterized by a robust, abnormal vascular network that leads to heterogeneous blood flow. Some tumor areas receive adequate flow, while others become hypoxic from poor flow. Radiation and chemotherapy require sufficient oxygenation to be maximally effective, so hypoxia decreases tumor response to therapy. Vascular endothelial growth factor (VEGF), predominately through its receptor VEGFR-2, interacts with a variety of intracellular signaling pathways to promote this abnormal tumor angiogenesis and permits glioblastoma growth. Consequently, a variety of drugs that target the VEGF pathway are being tested in clinical trials with promising results. The precise role of these agents in glioblastoma treatment needs to be optimized but likely will entail combating peritumoral edema, inducing vascular normalization, and destroying the cancer stem cell niche. Unfortunately, most patients treated with anti-VEGF agents eventually relapse and potential mechanisms of tumor escape such as upregulation of alternate angiogenesis pathways are actively being studied. Anti-VEGF agents have clearly prolonged progression-free survival in recurrent glioblastoma patients and have been a significant addition to our drug armamentarium for many patients while at the same time providing important clues into underlying tumor physiology.
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30.1 Introduction

Glioblastoma (GBM) is the most common type of malignant primary brain tumor. There are approximately 10,000 GBMs diagnosed each year in the United States and the 5-year survival rate is under 10%. Current treatment for patients with GBM entails maximal safe resection, focal, fractionated radiation with concurrent temozolomide, an oral alkylating chemotherapeutic agent, followed by 6–12 monthly cycles of post-radiation temozolomide. Despite this treatment, the median survival is only 15 months (Stupp et al. 2005, 2009). Because of this poor prognosis, new therapeutic options are desperately needed. Current research efforts have begun to exploit the fact that GBMs are highly vascularized tumors. Consequently, agents that target the tumor vascular network are increasingly being explored in clinical trials with encouraging results.

30.2 Angiogenesis in Gliomas

Angiogenesis in GBM involves complicated interactions between glioma cells, stromal cells, and endothelial cells. A detailed review of glioma angiogenesis is beyond the scope of this chapter, so we will focus on the VEGF signaling pathway which appears to promote the majority of new blood vessel formation in GBMs (see Chapter 21) (Jain et al. 2007).

Growing tumors eventually reach a point at which the existing blood supply is no longer adequate and areas within the tumor become hypoxic leading to cell death and necrosis (see Chapter 22). In response to hypoxia, GBMs undergo an “angiogenic switch” and increase secretion of various growth factors to promote new blood vessel formation. VEGF appears to play a critical role in this process and GBMs have a 50-fold greater expression of VEGF than lower grade astrocytomas which are not characterized by robust angiogenesis (Plate et al. 1992). Low oxygen levels increase the stability of hypoxia-inducible factor-1 (HIF-1) which binds to the VEGF gene promoter to increase VEGF mRNA transcription (Forsythe et al. 1996, Jensen et al. 2006). Elevated HIF-1 and VEGF correlate with advanced tumor grade and HIF-1 inhibition leads to inhibition of VEGF secretion (Jensen et al. 2006).
Signaling of VEGF through its tyrosine kinase receptors VEGFR-1 and R-2 on endothelial cells is mediated by a variety of intracellular pathways including PTEN/p13-kinase/Akt (Gomez-Manzano et al. 2003), MAPK/ERK (Yoshino et al. 2006), and nitric oxide (Saino et al. 2004). VEGFR-2 is considered the critical receptor associated with cancer-related angiogenesis. In addition, VEGF upregulates Notch-Deltalike ligand 4 (DLL4) expression in tumor vasculature (Kerbel 2008). The DLL4 pathway has been recognized as an important mediator of tumor-related angiogenesis although the precise role of DLL4 in angiogenesis is unclear. Both VEGFR-1 and R-2 and the downstream molecules in the VEGF signaling pathway represent possible points of therapeutic intervention (Table 30.1).

<table>
<thead>
<tr>
<th>Drug</th>
<th>Mechanism</th>
<th>Most advanced phase</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antibodies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bevacizumab</td>
<td>VEGF antibody</td>
<td>Phase II*</td>
<td>*Bevacizumab alone: 35.1 % APF6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>*Bevacizumab + irinotecan: 50.2% APF6 (Cloughesy et al. 2008)</td>
</tr>
<tr>
<td>Aflibercept</td>
<td>VEGF-A &amp; -B, PlGF “receptor body”</td>
<td>Phase II</td>
<td>30% response rate (De Groot et al. 2008)</td>
</tr>
<tr>
<td><strong>Small-molecule inhibitors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cediranib</td>
<td>VEGFR-1/-2/-3, c-kit, PDGFR-α/β inhibitor, weak FGFR-1, EGFR inhibitor</td>
<td>Phase II*</td>
<td>25.8% APF6 (Batchelor et al. 2007)</td>
</tr>
<tr>
<td>Vatalanib</td>
<td>VEGFR-1/-2/-3, PDGFR-β, c-kit inhibitor</td>
<td>Phase II</td>
<td>33/47 patients with PR/SD (Conrad et al. 2004)</td>
</tr>
<tr>
<td>Sunitinib</td>
<td>VEGFR-2, PDGFR, c-kit inhibitor</td>
<td>Phase II</td>
<td>Ongoing</td>
</tr>
<tr>
<td>XL184</td>
<td>VEGFR-2, c-met, Tie-2, c-kit inhibitor</td>
<td>Phase II</td>
<td>Ongoing</td>
</tr>
<tr>
<td>Pazopanib</td>
<td>VEGFR-1/-2/-3, PDGFR-α/β, c-kit inhibitor</td>
<td>Phase I/II</td>
<td>Ongoing</td>
</tr>
<tr>
<td>AEE788</td>
<td>VEGFR-1/-2, EGFR inhibitor</td>
<td>Phase I/II</td>
<td>Results pending</td>
</tr>
<tr>
<td>Sorafenib</td>
<td>VEGFR-2/-3, PDGFR-β, Flt-3, Raf inhibitor</td>
<td>Phase I/II</td>
<td>Ongoing</td>
</tr>
<tr>
<td>Vandetanib</td>
<td>VEGFR-1/-2, EGFR, Ret kinases inhibitor</td>
<td>Phase I/II</td>
<td>Ongoing</td>
</tr>
<tr>
<td>SU6668</td>
<td>VEGFR-2, FGFR, PDGFR, c-kit inhibitor</td>
<td>Phase I</td>
<td>Ongoing</td>
</tr>
<tr>
<td>AAL881</td>
<td>VEGFR-2, Raf inhibitor</td>
<td>Preclinical</td>
<td></td>
</tr>
</tbody>
</table>

VEGF, vascular endothelial growth factor; VEGFR, vascular endothelial growth factor receptor; PlGF, placental growth factor; EGFR, epidermal growth factor receptor; PDGFR, platelet-derived growth factor receptor; FGFR, fibroblast growth factor receptor.

and Fig. 30.1). In principle, inhibiting VEGF-induced angiogenesis should selectively target actively dividing tumor endothelial cells because normal brain endothelial cells rarely participate in active angiogenesis, making this pathway an attractive target.

Several other growth factors interact with the VEGF pathway to promote the growth and survival of tumor and endothelial cells through stimulation of alternate tyrosine kinase receptors (TKR). Platelet-derived growth factor-B (PDGF-B) (Brockmann et al. 2003, Tsai et al. 1995), epidermal growth factor (EGF) (Goldman et al. 1993, Mellinghoff et al. 2005), tumor necrosis factor-α (TNF-α) (Ryuto et al. 1996), and basic fibroblast growth factor (bFGF) (Morrison et al. 1990, Tsai et al. 1995) can all upregulate expression of VEGF in gliomas. The angiopoietins, Ang-1 and Ang-2, have a complicated
interaction with VEGF through their TKRs, Tie1 and Tie2. In the presence of VEGF, Ang-2 promotes vessel sprouting but in the absence of VEGF, Ang-2 causes vessel regression (Reiss et al. 2005). In addition, other proangiogenic peptides independent of VEGF are upregulated in gliomas. For example, IL-8 is strongly expressed in areas of GBM hypoxia (e.g., around pseudopalisading necrosis) and may contribute to glioma angiogenesis through modulation of NFκB (Brat et al. 2005, Desbaillets et al. 1997, Garkavtsev et al. 2004). Consequently, effective tumor control will ultimately require targeting more than just VEGF and its receptor.

Preventing angiogenesis is hypothesized to arrest tumor growth through several mechanisms. The traditional notion is that antiangiogenic agents prevent new blood vessel formation and prune the existing tumor vessels leading to tumor deprivation of oxygen and nutrients (Folkman 2007). Vascular normalization is another potential mechanism by which antiangiogenic agents may achieve an antitumor effect when combined with other cytotoxic therapies. Glioblastoma vessels are highly abnormal and are characterized by enlarged vessel diameter, increased permeability, lack of adequate pericyte coverage, and abnormally thickened basement membranes. Often, lumen diameter is decreased and there is evidence for vascular degeneration and thrombosis (see Chapter 22). A number of antiangiogenic agents have been shown to normalize this abnormal vascular network associated with GBMs (see Chapter 21) (Jain et al. 2006, Kragh et al. 2002, Tenan et al. 2000, Winkler et al. 2004). The vessel abnormalities enumerated above may prevent effective delivery of chemotherapeutic agents to tumor cells and also contribute to the abnormal hypoxic tumor microenvironment that accounts for some of the intrinsic resistance of these tumors to cytotoxic therapies (Brat et al. 2004, Jain et al. 2005). As opposed to pruning or destroying blood vessels, vascular normalization induces structural and functional changes in the abnormal tumor vasculature that transforms these vessels to a more “normal” morphological state. Through normalization, anti-VEGF agents may improve the efficacy of chemotherapy by facilitating the delivery of cytotoxic drugs to the tumor and by diminishing tumor hypoxia (Jain et al. 2005). Finally, another possible mechanism of action of antiangiogenic drugs is disruption of the perivascular niche of cancer stem cells. GBM stem cells, the self-renewable cells thought to give rise to gliomas, exist in a stem cell–vascular niche that allows these cells to remain in a self-renewing state (Calabrese et al. 2007). Antiangiogenic agents may disrupt the critical interaction between these GBM stem cells and endothelial cells, thus contributing to their death.

### 30.3 Antibodies to Growth Factors/Receptors

Antibodies have the advantage of being highly specific for their target so that there is little cross reactivity and fewer “off-target” side effects. The half-life of an antibody is generally long allowing for less frequent dosing. Conversely,
antibodies are costly to produce and must be administered by intravenous infusion. Moreover, antibodies are large molecular weight protein molecules with limited penetration of the normal blood–brain barrier (BBB). However, when targeting endothelial cells that line tumor blood vessels or in the setting of a disrupted BBB, this may be less of an impediment.

### 30.3.1 Bevacizumab (Avastin)

Bevacizumab, a recombinant, humanized monoclonal antibody to VEGF with a half-life of approximately 20 days, is being studied in patients with GBM with encouraging preliminary results. Bevacizumab inhibits VEGFR-mediated cell signaling by sequestration of its ligand VEGF-A (commonly referred to as VEGF). VEGF-A is the best characterized VEGF isoform and likely the most important for brain tumor angiogenesis. The role of the other isoforms, VEGF-B, -C, and -D, has not been fully characterized. A phase II study of 35 patients with recurrent GBM treated with bevacizumab and irinotecan, a cytotoxic chemotherapeutic that inhibits topoisomerase I, demonstrated promising results. Forty-six percent of patients were alive and progression-free at 6 months (APF6), a commonly used metric in recurrent malignant glioma studies, and median progression-free survival was 24 weeks (Vredenburgh et al. 2007a, b). Median overall survival was 42 weeks. This compares favorably to a historical database of various phase II studies in recurrent GBM in which the median APF6 was 15% (Wong et al. 1999). High VEGF expression in the original tumor tissue correlated with radiographic response, while high expression of carbonic anhydrase 9 (CA9), a marker of hypoxia and acidosis, was correlated with reduced survival (Sathornsumetee et al. 2008a, b).

A subsequent randomized phase II trial of patients with recurrent GBM confirmed the impact on APF6. One hundred and sixty-seven patients were randomized to bevacizumab alone (85 patients) or bevacizumab concomitantly with irinotecan (82 patients) (Cloughesy et al. 2008). Because of the possible normalizing effects on tumor vasculature, bevacizumab in combination with irinotecan (a cytotoxic agent) was postulated to be more effective than bevacizumab alone (Friedman et al. 1999). The APF6 was 35.1% in the bevacizumab alone arm and 50.2% in the combination therapy arm but there was significant overlap in the confidence intervals. Median overall survival was 9.7 months in the bevacizumab arm and 8.9 months in the combination arm with more frequent Grade 3 toxicity in the bevacizumab and irinotecan arm (67% versus 48%). Consequently, it is unclear whether or not there is a significant advantage to combining bevacizumab with irinotecan over bevacizumab alone considering the increased rate of toxicity observed in the combination arm and the similar median overall survival between the two arms of the study. Alternate drug combinations with bevacizumab such as erlotinib, an EGFR tyrosine kinase inhibitor, and etoposide are being explored in patients with recurrent GBM (Rich et al. 2008). In addition, bevacizumab is being studied in combination with temozolomide and
radiation in newly diagnosed GBM patients and this regimen was determined to be relatively safe in a small pilot study (Lai et al. 2008).

### 30.3.2 Aflibercept (VEGF-Trap)

Aflibercept is a recombinant human chimeric fusion protein that contains segments of the extracellular domain of human VEGFR-1 and R-2 fused with the constant region (Fc) of human IgG1. The protein blocks two VEGF subtypes, VEGF-A and VEGF-B, as well as placental growth factor (PIGF), another ligand for VEGFR-Z. It has a higher affinity for VEGF than bevacizumab, a half-life of approximately 25 days, and works by sequestering extracellular VEGF and preventing its interaction with VEGFRs (Holash et al. 2002). Preliminary data from a phase II trial of aflibercept in recurrent malignant glioma patients demonstrated a 30% radiographic response rate in the GBM subset (14 patients with stable disease, 8 patients with a partial response) (De Groot et al. 2008). Twelve patients (25%) had to terminate treatment due to toxicity; one patient had CNS ischemia and one patient had a systemic hemorrhage. In a mouse xenograft model, aflibercept combined with radiation was shown to be more effective than radiation alone, suggesting that it might be beneficial in combination with radiation and temozolomide in newly diagnosed GBM patients, so a trial is planned in this patient population (Wachsberger et al. 2007).

### 30.4 Tyrosine Kinase Inhibitors

Small molecule tyrosine kinase inhibitors (TKIs) interfere with tyrosine or serine/threonine kinase growth factor receptor signaling by attaching to the intracellular ATP-binding pocket of the receptor. These agents have the advantage of being orally active. Most of the agents in this class lack specificity for one TKR, thus allowing for broad inhibition of a variety of growth factor pathways, albeit at the risk of increasing potential side effects.

#### 30.4.1 Cediranib (Recentin)

Cediranib is a TKI that blocks all VEGFRs (-1/-2/-3), c-kit, and PDGFR-α/β. It is administered orally and has a half-life of 12.5–35.4 hours, so it can be administered once daily. In a phase II study of 30 patients with recurrent GBM treated with cediranib alone, the radiographic response proportion was 56%, median PFS was 117 days, and the overall survival was 231 days (Batchelor et al. 2007). In this study, the APF6 was 25.8% which compares favorably to historical controls. Application of a number of MRI techniques in this study led to the observation that cediranib transiently normalizes the glioblastoma
vascular network as measured by significant reduction in tumor vessel diameter and permeability. This was the first study to identify a “normalization window” secondary to anti-VEGF therapy in human cancer patients. A consequence of reduced vascular permeability in these patients was reduction of vasogenic cerebral edema, a cause of major morbidity in this patient population. The antiedema effect of cediranib also resulted in a steroid-sparing effect in this population with most subjects able to reduce or discontinue corticosteroids that had been previously prescribed for vasogenic cerebral edema. A randomized phase III trial of cediranib versus cediranib with lomustine, an oral alkylating agent that has been a standard therapeutic in the GBM population, is ongoing. In addition, a phase Ib/II trial of cediranib in patients with newly diagnosed GBM in combination with radiation and temozolomide is underway.

### 30.4.2 Vatalanib

Vatalanib (PTK787) is a pan-VEGFR, PDGFR, and c-kit inhibitor with a short half-life that requires twice a day dosing (Wood et al. 2000). Preclinical studies using C6 glioma cell lines that expressed VEGF demonstrated that vatalanib treatment leads to smaller tumor volumes and increased necrosis (Goldbrunner et al. 2004). In a phase I/II trial of 47 patients with recurrent GBM treated with vatalanib alone, 2 patients had a partial response and 31 patients had stable disease as measured by MRI (Conrad et al. 2004). The drug was well tolerated with dose limiting toxicities observed only in patients taking ≥1000 mg daily. Vatalanib has also been studied in combination with other drugs. In a phase I/II trial of 51 recurrent GBM patients treated with vatalanib and lomustine or temozolomide, 4 subjects had a partial response (3 with vatalanib + temozolomide, 1 with vatalanib + lomustine) and 27 had stable disease (19 with vatalanib + temozolomide, 8 with vatalanib + lomustine) (Reardon et al. 2004). The median time to progression was 15.7 weeks for these patients. In another study, 8 of 37 patients with recurrent GBM had a partial response when treated with imatinib, hydroxyurea, and vatalanib (Kirkpatrick et al. 2008). Imatinib is a PDGFR inhibitor and hydroxyurea induces double-strand DNA breaks, so the combination was thought to affect multiple tumor targets. Since temozolomide has now become standard of care for newly diagnosed GBM, vatalanib is being studied in combination with this alkylating drug as well. However, Novartis, the manufacturer of this drug, has halted further develop of vatalanib.

### 30.4.3 Other TKIs

There are several broader spectrum TKIs that target VEGFRs currently under study in the GBM patient population (Table 30.1). Sorafenib has a wide spectrum of targets in tumor cells including VEGFR-1/2, PDGFR-β, c-kit,
bRAF, and RAF1 kinases. It was determined to be safe in a phase I trial of patients with recurrent malignant glioma (Nabors et al. 2007). A phase I/II study exploring sorafenib in combination with temsirolimus (an mTOR inhibitor) or erlotinib (an EGFR inhibitor) is ongoing.

Vandetanib (ZD6474) inhibits VEGFR-1/-2, EGFR, and Ret kinases. In preclinical glioma mouse models, vandetanib prolonged survival, decreased tumor growth, decreased VEGF secretion, and disrupted tumor vascularity (Rich et al. 2005, Sandstrom et al. 2004). Clinical studies of vandetanib in the GBM patient population are ongoing.

AEE788 is a combined inhibitor of EGFR and VEGFR-1/-2 which inhibited VEGFR-driven angiogenesis in preclinical models (Traxler et al. 2004). In one such mouse model of glioma, AEE788 was shown to decrease tumor growth and to increase median survival when used in combination with an mTOR inhibitor (RAD001) (Goudar et al. 2005). A phase I/II trial in recurrent GBM patients has been completed with acceptable toxicity but the final results have not been published (Reardon et al. 2005).

### 30.5 Resistance to Anti-VEGF Therapy

Although anti-VEGF therapies have been associated with prolonged progression-free and overall survival in several clinical trials in glioma patients, the tumors eventually relapse in most cases. In addition, there appears to be a subset of patients who do not respond at all to anti-VEGF therapy. It is possible that these latter patients have a tumor that is not dependent on VEGF for angiogenesis or growth. The former patients who initially respond but then relapse have likely developed escape mechanisms to bypass VEGF inhibition. Hypothesized escape mechanisms include upregulation of alternate proangiogenic pathways, improved protection of tumor neovasculature by increasing pericyte coverage, increased invasiveness of tumor cells that co-opt native brain blood vessels, and increased metastatic seeding at distant sites (more typical with systemic cancer) (Bergers and Hanahan 2008). Support for these mechanisms has predominately come from preclinical models. In one clinical study, patients with recurrent GBM who relapsed after treatment with cediranib had elevated stromal-derived growth factor 1 (SDF1α), bFGF, and tie-2, all of which have been implicated in alternate angiogenesis pathways (Batchelor et al. 2007).

### 30.6 Toxicities of Anti-VEGF Agents

Agents that target the VEGF pathway have several uncommon but serious complications (Table 30.2) (Verheul and Pinedo 2007). Hypertension has been a notable side effect because VEGF blocks nitric oxide and prostacyclin synthesis, impairs baroreceptor response, and perturbs endothelial cell function. Many patients, particularly those with borderline hypertension, require
treatment with antihypertensive agents. Both arterial and venous thrombosis as well as hemorrhage have been reported a concern in the GBM patient population which is already at risk for intratumoral hemorrhage and deep vein thrombosis. Reassuringly, though, intracerebral hemorrhage has been reported in only a small percentage of GBM patients treated with anti-VEGF therapy in studies to date. Poor wound healing because of angiogenic blockade has been observed and is a particular worry in patients who have recently undergone craniotomy for resection of their tumor. Bowel perforation has also been rarely reported.

### 30.7 VEGF-Inhibitors as Anti-edema Therapies

Malignant gliomas are often associated with a significant amount of vasogenic edema requiring chronic corticosteroid use. Unfortunately, this often leads to steroid-related toxicity such as osteoporosis, weight gain, insomnia, and psychiatric effects, all of which decrease quality of life in these patients. Vasogenic edema is the result of over secretion of VEGF leading to disruption of the BBB and increased vascular permeability. Vascular permeability permits the influx of macromolecules and fluid into brain tissue, resulting in vasogenic edema and elevated interstitial fluid pressure (Korfman et al. 1957). By blocking VEGF, anti-VEGF agents restore the integrity of the BBB and decrease vasogenic edema. Vatalanib, cediranib, and bevacizumab have all been shown to decrease vasogenic edema as measured by serial MRI scans (Batchelor et al. 2007, Conrad et al. 2004, Drevs et al. 2002, Gonzalez et al. 2007, Pope et al. 2006).

The antipermeability effect of anti-VEGF therapies may be beneficial in a related condition associated with elevated vessel permeability – cerebral

<table>
<thead>
<tr>
<th>Toxicity</th>
<th>Possible mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bleeding</td>
<td>Platelet dysfunction</td>
</tr>
<tr>
<td>Impaired wound healing</td>
<td>Platelet dysfunction</td>
</tr>
<tr>
<td>Thrombotic events</td>
<td>EC apoptosis, platelet activation</td>
</tr>
<tr>
<td>Hypertension</td>
<td>Blockade of NO and prostacyclins, decreased capillary density, impaired baroreceptor response</td>
</tr>
<tr>
<td>Proteinuria</td>
<td>Podocyte dysfunction in kidney glomeruli</td>
</tr>
<tr>
<td>Rash</td>
<td>Epidermal cell apoptosis, EC dysfunction</td>
</tr>
<tr>
<td>Hand–foot syndrome</td>
<td>Mucosal cell apoptosis, EC dysfunction</td>
</tr>
<tr>
<td>GI perforation</td>
<td>Decreased thyroid vascularity</td>
</tr>
<tr>
<td>Hypothyroidism</td>
<td>Hypothyroidism</td>
</tr>
</tbody>
</table>

EC, endothelial cell; NO, nitric oxide; GI, gastrointestinal.
radiation necrosis. Radiation necrosis occurs several months to years after therapeutic doses of radiation and is thought to be caused by endothelial cell damage and the release of VEGF. Patients with cerebral radiation necrosis develop progressive vasogenic brain edema and typically require long-term corticosteroid use to control swelling. Bevacizumab was shown to ameliorate radiation necrosis in eight patients based on the improvement in MRI scans (decreased T2 signal and contrast enhancement) and decreased requirement for corticosteroids (Gonzalez et al. 2007).

30.8 Assessing Glioblastoma Response and Progression with Anti-VEGF Therapies

By convention, glioma response to therapy is determined by a reduction in contrast enhancement on post-contrast images. GBMs enhance after the intravenous administration of contrast agent (typically gadolinium) because the tumor vasculature has a permeable BBB that allows the leakage of contrast from the intravascular space into the brain parenchyma where the tumor is located. Therefore, a decrease in enhancement after therapy with standard cytotoxic chemotherapy agents is interpreted as a decrease in tumor burden. However, in the setting of antiangiogenic agents, the association between reduction in contrast enhancement and decreased tumor burden is less clear. Anti-VEGF agents restore the integrity of the BBB which results in a reduction in permeability and contrast leakage on post-contrast MRI scans (Fig. 30.2). Because of reduced vessel permeability subsequent tumor growth may not be visible on standard post-contrast MRI sequences.

Preclinical models have suggested that blocking VEGF and thus angiogenesis may lead to the tumor co-opting native brain blood vessels as an alternate way of maintaining an adequate blood supply (Kunkel et al. 2001, Rubenstein et al. 2000). Histological sections from gliomas in rats treated with a VEGF antibody have demonstrated tumor cells infiltrating into normal surrounding brain and tracking along native brain blood vessels (Kunkel et al. 2001). These blood vessels maintain an intact BBB, so tumor surrounding them will not be visible on contrast-enhanced MRI. While yet to be demonstrated in humans with histological confirmation, there is a concern that observed changes on fluid attenuation inversion recovery (FLAIR) images, which are sensitive to changes in white matter (e.g., edema or infiltrating tumor), or diffusion imaging, which is sensitive to changes in cell density, may represent tumor growth without an associated increase in contrast enhancement (Gerstner et al. 2008). Therefore, new neuroimaging criteria or biomarkers may be needed to assess glioma response in the setting of anti-VEGF therapy.
30.9 Future Role of Anti-VEGF Agents in the Therapy of Glioblastoma

Results to date of anti-VEGF therapies for GBM have been encouraging. These results are preliminary and await validation in prospective phase III trials but there appears to be some positive impact on progression-free survival and
overall survival in glioblastoma patients. Unfortunately, all therapies eventually fail, so additional approaches will be required. Tumor angiogenesis is a pathophysiological process characterized by redundant pathways and multiple potential escape mechanisms. Agents that target other components of the angiogenesis pathway (FGF, PDGF, angiopoietins, etc.) will be necessary for a sustained antiangiogenic effect. The long-term effects of prolonged inhibition of angiogenesis on normal organs have not been adequately studied and may ultimately limit application of this type of therapy. Improved identification of the normalization window in GBM by noninvasive serial imaging may allow exploitation of this anti-VEGF effect by identification of the optimal time intervals in which to combine anti-VEGF and cytotoxic therapies. In addition, anti-VEGF therapies may prove effective in the treatment of conditions associated with increased permeability including vasogenic edema in the brain or spinal cord or malignant effusions.
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Chapter 31
Bone Marrow-Derived Cells in GBM Neovascularization

Gabriele Bergers

Abstract Historically, the formation of new blood vessels was thought to depend upon the activation of existing endothelial cells within the injured tissue or tumor. Based on a wealth of studies from different laboratories over the last 10 years, there has now been increasing appreciation that angiogenesis in the adult is also supported by the mobilization and recruitment of bone marrow-derived circulating vascular progenitor cells and proangiogenic myeloid support cells to generate a new tumor vasculature. Although the functional significance of endothelial progenitor cells (EPC) and pericyte progenitors (PPC) as major contributors to tumor vessel formation is controversial due to their extremely variable and in general rather low frequencies of incorporation into tumor vessels, there is more evidence that innate bone marrow-derived cells (BMDC) contribute to the formation and maintenance of tumor vessels. Influx of BMDC appears to be dependent on the degree of hypoxia and can make up to more than 20% of the cellular content in tumors such as glioblastoma (GBM). Congruent with observations in various tumor types, incorporation of EPC and PPC into the growing brain tumor vasculature is nevertheless observed at a modest rate but can vary significantly between different GBM mouse models, while myeloid proangiogenic support cells display the majority of BMDC and even have been shown to be sufficient to initiate neovascularization in GBM. Importantly, intratumoral hypoxia appears to be a driving force in GBM neovascularization. It induces various proangiogenic growth factors including VEGF, PIGF, and SDF-1α that besides activating residing endothelial cells can also regulate BMDC influx into sites of vascular remodeling in the tumor. These results prompt an agenda to assess the prevalence and functional significance of BMDC in GBM propagation and vascularization.
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31.1 Introduction

31.1.1 Neovascularization Is a Prerequisite for Tumor Progression

In the early 1970s, Dr. Judah Folkman proposed that tumor growth and progression is dependent on the tumor’s ability to form new blood vessels, a concept that has been validated in nearly all tumor types (Folkman, 1971). Based on the restriction of oxygen diffusion in tissues, most tumors can grow to a limited size of about 1–2 mm in diameter where they can stay dormant for long time periods by reaching a steady state between proliferation and apoptosis. Such dormant lesions have been identified not only in mouse models of tumorigenesis but also during autopsies of individuals who died of causes other than cancer, supporting the notion that only a small percentage of dormant lesions will progress to become full-blown cancers (Black and Welch, 1993). Indeed, tumors require an additional discrete step to further expand and progress, coined the “angiogenic switch,” to fuel the growing and progressing tumor with new blood vessels (Folkman et al., 1989; Hanahan and Folkman, 1996; Hanahan and Weinberg, 2000). Given that the ability of blood vessels to stay in either a quiescent or an activated stage depends on the levels of pro- and antiangiogenic factors, induction of the angiogenic switch depends on how heavily the balance tips in favor of proangiogenesis (Bergers and Benjamin, 2003; Folkman, 2006). Depending on the tumor type, the angiogenic switch can occur at different stages of tumor progression or in premalignant lesions as demonstrated in mouse models of multistep tumorigenesis and can be correlated with the onset of tumor growth in advanced premalignant stages in various human cancers such as mammary, cervical, and prostate carcinomas (Hanahan and Folkman, 1996).

There are, however, exceptions in which tumors can grow in the absence of neovascularization. Low-grade and anaplastic astrocytomas (grade II and III astrocytomas, respectively) are unable to promote angiogenesis but are still capable of propagating by co-opting the dense normal brain vasculature (Berger and Wilson, 1999; Kleihues et al., 2007b). When, however, astrocytomas progress to their most aggressive form referred to as glioblastoma multiforme (GBM or
WHO grade IV astrocytoma), then neovascularization needs to be initiated, making GBM one of the most vascularized and angiogenic tumors (Brat et al., 2002; Eberhard et al., 2000; Holash et al., 1999; Kleihues et al., 2007a; Zagzag et al., 2000). These data support the notion that although neovascularization can occur at distinct and different stages of tumorigenesis, it is usually a rate-limiting step and a prerequisite for tumor progression.

### 31.1.2 Tumor Neovascularization Is Driven by Angiogenic and Vasculogenic Mechanisms

New blood vessels in tumors are predominantly derived from the existing vasculature by a process referred to as angiogenesis. Upon activation of the quiescent vasculature by angiogenic factors, specifically by vascular endothelial growth factor (VEGF), blood vessels (mother vessels) loosen their pericyte coat and exhibit vasodilation and increased vascular permeability (Dvorak, 2000). The vascular basement membrane and extracellular matrix are then locally degraded by various proteases. All these morphological changes enable plasma proteins to extravasate into the perivascular space to lay down a provisional matrix on which endothelial cells migrate into the perivascular space toward angiogenic stimuli. During this process, endothelial cells multiply and form a migration column that is directed by a migratory endothelial tip cell and followed by proliferating endothelial stalk cells. Finally, the latter adhere to each other and form a lumen at which pericytes are recruited concomitant with the formation of a new vascular membrane to support vessel maturation and stability (Bergers and Benjamin, 2003; Gerhardt et al., 2003). While in physiological angiogenesis, this process is tightly regulated by a balance of pro- and antiangiogenic molecules, tumor angiogenesis has lost the appropriate control mechanisms and, therefore, blood vessels fail to become quiescent, enabling the constant growth of new tumor vessels. Partly due to the imbalanced vascular activity, tumor blood vessels are architecturally quite different from normal blood vessels (Baluk et al., 2005). For example, normal brain vessels are slim and smoothly shaped, while the vasculature of GBM is hyperdilated, tortuous, and hemorrhagic with glomeruloid bodies containing clusters of endothelial cells and pericytes, a phenotype that is partly attributed to the abnormally high levels of VEGF in these tumors (Blouw et al., 2003; Dvorak, 2000; Jain et al., 2007). Factors that stimulate angiogenesis like VEGF, fibroblast growth factor (FGF), and placental growth factor (PIGF) (see Chapter 21) are produced by either tumor cells and/or the host cell compartment, which includes bone marrow-derived proangiogenic myeloid cells. In addition, neovascularization can be further supported by the recruitment of vascular progenitor cells, which upon incorporation into growing blood vessels differentiate into endothelial cells or pericytes (Aghi and Chiocca, 2005; Bababeygy et al., 2008; Du et al., 2008a; Kopp et al., 2006; Lyden et al., 2001; Nolan et al., 2007; Peters et al., 2005; Rajantie et al., 2004; Schmid and Varner, 2007; Song et al., 2005). Since
this situation mimics the vasculogenic process used by the early embryo in which blood vessels coalesce with vascular progenitor cells, it is commonly described as adult vasculogenesis (Carmeliet, 2005).

31.2 Bone Marrow-Derived Cells Contribute to Neovascularization in GBM

There is an increasing appreciation that tumors recruit heterogeneous populations of bone marrow-derived cells that not only are directly incorporated into tumor vessels and facilitate vasculogenesis but also indirectly regulate and support blood vessel growth by providing crucial proangiogenic factors (De Palma et al., 2005; Du et al., 2008a; Grunewald et al., 2006; Lin et al., 2006; Murdoch et al., 2008; Pollard, 2004; Schmid and Varner, 2007; Shojaei et al., 2008b). At least two major pathways have been described for the attraction of bone marrow-derived cells to the tumor, of which both can be initiated by intratumoral hypoxia. In the first pathway, growth factors such as VEGF and PIGF (placental growth factor), which are released by the tumor, induce and activate matrix metalloproteinase MMP-9 in hematopoietic and stromal cells in the bone marrow to release soluble Kit-ligand (sKitL, stem cell factor, steel factor), which in turn permits the transfer of endothelial and hematopoietic stem cells from a quiescent to a proliferative niche and promotes their mobilization into the bloodstream (Hattori et al., 2002; Heissig et al., 2002). In the second pathway, stromal-derived factor-1α (SDF-1α/CXCL12), the ligand for CXCR4, which can be induced by hypoxia and VEGF, and is expressed in perivascular, endothelial, or tumor cells, is involved in the recruitment of CXCR4+ hematopoietic progenitors to tumors (Ceradini et al., 2004; Hattori et al., 2003; Petit et al., 2007). In the adult, SDF-1α/CXCL12 plays a pivotal role in the retention and homing of hematopoietic stem cells into the bone marrow environment. When SDF-1α is elevated in tumors, it retains infiltrating CXCR4+ bone marrow-derived cells in close proximity to angiogenic blood vessels (Aghi and Chiocca, 2005; Du et al., 2008a; Grunewald et al., 2006; Petit et al., 2007).

A very common technique to detect BMDC in xenograft tumors is based on reconstituting lethally irradiated donor mice with GFP-labeled bone marrow cells from transgenic mice expressing a GFP gene under the β-actin promoter. After successful bone marrow transplantation, tumor cells are then inoculated and the recruitment of BMDC to the tumor visualized by their green color (GFP) (Fig. 31.1 and Color Plate 47). Several laboratories have utilized this technique to analyze BMDC influx into various xenograft tumor mouse models, both subcutaneously and orthotopically, as well as in endogenous mouse models of cancer (Aghi and Chiocca, 2005; De Palma and Naldini, 2006; Ganss, 2006; Song et al., 2005). This review will give a general overview about the distinct BMDC populations involved in tumor
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neovascularization and highlight the observations of BMD constituents and their function in GBM.

### 31.2.1 Vascular Progenitor Cells

Vascular progenitor cells have been described to mainly stem from the bone marrow where they are mobilized into the bloodstream upon specific angiogenic stimuli. While endothelial progenitor cells (EPC) incorporate into the

**Fig. 31.1** (continued) HIF1 recruits bone marrow-derived cells (BMDC) to orthotopic glioblastomas (GBM). (A) Adult bone marrow constitutes a reservoir of various stem and progenitor cells capable of contributing to neovascularization and progression in tumors. Methods whereby genetically marked bone marrow is transplanted into tumor-bearing recipient mice have allowed for the positive identification and visualization of bone marrow-derived cells (BMDC) within tumors. Not only do such approaches permit the tracking and quantification of BMDC recruitment in various tumor systems, they further allow for the isolation and functional characterization of the various BMDC populations in promoting tumor vessel growth. One example of this approach is to transplant GFP-expressing bone marrow cells from β-actin-eGFP donor mice into lethally irradiated, nonfluorescent recipient animals (e.g. FvBN Ragko mice) to fluorescently mark BMDC. About 4 weeks after transplantation, successful bone marrow reconstitution can be verified in peripheral blood, and then tumor cells (e.g., murine SV40 Tag + Hras + astrocytes aka WT-GBM) are inoculated. This approach provides several advantages: (1) it allows for the analysis of bone marrow reconstitution at any time by simply taking a peripheral blood sample and analyzing it by flow-activated cell sorting (FACS) for GFP + cells; (2) BMDC in tumor sections can be easily detected by their green color without additional immunohistochemical analysis; and (3) it permits the detection, fractionation, quantification, and marker characterization of tissue-incorporated BMDC by FACS. In this example, tumor sections are stained with an antibody against CD31 in red to visualize blood vessels. Recruitment of BMDC was detected by the presence of GFP-positive cells in tumor sections. EPC are detected as green cells that have been incorporated into red tumor vessels and therefore appear yellow (yellow arrow). PPC are wrapped around tumor vessels (green arrow) and CD45 + myeloid cells are located between blood vessels (white arrow). The exact identities of BMDC in tumor sections can be determined by further immunohistochemical or immunofluorescent staining procedures of lineage-specific markers. (B) A more efficient and versatile way to quantify and characterize BMDC from single tumor cell suspension by FACS. For example, EPC can be detected as GFP+/VEGFR2+ or VE-cadherin+ cells, PPC can be determined as GFP+Sca-1+/PDGFR-β+ cells, and myeloid cells can be identified with the marker CD45. In order to determine the various subtypes of CD45 + myeloid cells, additional markers like Tie-2, VEGFR1, GR1, CD11b, and F4/80 can be utilized. Modified from (Du et al., 2008). (C) Hypoxia in GBM induces at least two factors involved in recruitment of BMDC, i.e., VEGF as well as SDF-1α in an HIF-1-dependent manner. An ELISA assay revealed that intratumoral VEGF and SDF-1α levels were about four times higher in WT-GBM than in GBM that were genetically deficient in HIF-1α (HIFko-GBM). Congruently, VEGF expression was elevated in WT-GBM tumor sections, specifically around necrotic areas (N), whereas HIFko-GBM exhibited a severe reduction in VEGF expression. Similarly, WT-GBM contained clusters of SDF-1α+ cells (green; encircled), whereas SDF-1α expression in HIFko-GBM was limited to a few single cells (white arrows). Modified from Du et al. (2008) and Blouw et al. (2003) (see Color Plate 47)
vasculature and differentiate into endothelial cells, pericyte progenitor cells (PPC) envelop blood vessels and mature into pericytes and vascular smooth muscle cells (Carmeliet, 2005; Carmeliet and Tessier-Lavigne, 2005; Ergun et al., 2008; Kopp et al., 2006; Lamagna and Bergers, 2006).

### 31.2.1.1 Endothelial Progenitor Cells (EPC)

EPC were first isolated from peripheral blood as CD34+ VEGFR2+ mononuclear cells that upon culture in endothelial growth medium expressed the endothelial lineage markers CD31, Tie-2, and VEGFR2/flk-1 and incorporated into blood vessels of ischemic tissues (Asahara et al., 1997). Interestingly, CD133 (AC133), an orphan surface glycoprotein receptor, now also known to be expressed in neural stem cells and a variety of tumor stem cells, was the first marker that helped to differentiate between EPC and mature endothelial cells. CD133 is expressed in endothelial progenitors but downregulated during endothelial cell differentiation (Gehling et al., 2000; Peichev et al., 2000). Other studies have demonstrated that EPC can also be derived from monocytic CD14+ or CD11b+ cells from blood or CD34+/CD11b+ cell populations from bone marrow or spleen or even dendritic precursor cells (CD11c+CD8+), since they display phenotypical aspects of endothelial cells in vitro such as expression of endothelial markers and the ability to form vascular tubes (Rehman et al., 2003; Rohde et al., 2006; Schmeisser et al., 2001; Yang et al., 2004). These data suggest that differentiated endothelial cells originate from bone marrow-derived cells, either primitive hematopoietic progenitor populations or more differentiated myeloid cell populations that acquire an endothelial cell-like phenotype. In addition, one cannot exclude that EPC and monocytes develop from a common precursor (Murdoch et al., 2008; Schmid and Varner, 2007).

Over the past 10 years, various laboratories have studied the presence and integration of endothelial progenitors into neovessels in tumors of mouse models with varying results (Aghi and Chiocca, 2005; De Palma and Naldini, 2006; Ganss, 2006). In general, EPC incorporation has been found to be a rather rare event in most tumor mouse models with the exception of murine lymphomas in which more than 50% of blood vessels contain EPC. One of the first demonstrations that EPC are functionally incorporated into growing tumor vessels came from studies on the early phases of tumor growth in lymphoma and Lewis lung carcinoma using xenograft mouse models (Lyden et al., 2001). The first evidence confirming the existence of EPC in human tumors was described in a more recent study demonstrating 0.5–12% incorporation of donor-derived endothelial cells into human patients who had undergone hematopoietic stem cell transplantation and developed secondary tumors (Peters et al., 2005). Like in mouse tumor models, EPC incorporation into vessels of various human tumors except for lymphomas was found to be a rather rare event in this study.

How is EPC influx regulated and why are there such differences in EPC recruitment? It is known that the angiogenic factors VEGF and PlGF induce
matrix metalloproteinase-9 (MMP-9) expression in the bone marrow (Heissig et al., 2002). In turn, MMP-9 cleaves and activates KitL (stem factor, stem cell factor), thereby permitting mobilization of vascular progenitor cells and hematopoietic stem cells from the bone marrow to the blood circulation (Heissig et al., 2002). Congruently, circulating EPC were detected at increased frequency in the circulation of cancer patients including glioma patients, and tumor volume and tumor VEGF production correlated with EPC mobilization from bone marrow into circulation (Bertolini et al., 2006; Mancuso et al., 2001). Recent findings in mouse xenograft models, however, pointed to the direction that VEGF alone might not be sufficient to induce EPC influx into GBM but that rather elevated levels of SDF-1α appeared to be instrumental for EPC incorporation into glioma vessels (Aghi et al., 2006; Machein et al., 2003). Interestingly, combined overexpression of VEGF and SDF-1α in GBM xenografts revealed synergistic effects in EPC tumor influx (Aghi et al., 2006). These data suggest that although VEGF is a mobilizing factor of EPC into the bloodstream, additional factors such as SDF-1α might be necessary to actually retain EPC in the tumor and enable incorporation into tumor vessels. How is then BMDC recruitment orchestrated? Several studies revealed that intratumoral HIF-1 is the critical main regulator of EPC influx, partly due to inducing expression of both intratumoral VEGF and SDF-1α. It is notable in this context that EPC incorporation was found to be an early and critical event in tumor propagation and metastasis formation (Nolan et al., 2007). In contrast, others identified EPC in late-stage bulky tumors but not in early lesions in transgenic mouse models of pancreatic islet and liver tumors (Spring et al., 2005). Although these results appear to be contradictory, it is likely that it is the degree of low-oxygen tension and subsequent HIF-1 induction in either small avascular lesions or large hypoxic and necrotic lesions that leads to increased influx of EPC. Further support for hypoxia as the main regulator of BMDC recruitment stems from the observation that upon ablation of tumor vessels by vascular disrupting agents in xenograft tumor models, the resulting acute hypoxia and necrosis were accompanied by transient recruitment of EPC to the tumor margins, thus facilitating revascularization (Shaked et al., 2006). These results collectively suggest that EPC influx may be dependent on a threshold of hypoxia or on the degree of low-oxygen tension (Dewhirst et al., 2008).

While GBM are considered as highly hypoxic and very angiogenic tumors, the incorporation of bone marrow-derived EPC into various xenograft mouse GBM models was found to be modest and with highly variable frequencies ranging from 0.2 to 26% of vessels (Table 31.1). Besides variations in the sensitivity of the techniques used to visualize EPC in tumors, the varying numbers of EPC observed might also relate to variability in the degree of low-oxygen tension observed in tumors derived from different glioma cell lines. Indeed, the frequency of EPC incorporation correlated with the inherent hypoxic status of the respective GBM models used (Aghi et al., 2006). Further substantiation stems from a GBM mouse model in which HIF-1 activity was absent by genetic ablation (Blouw et al., 2003). In the absence of HIF-1, the
Table 31.1 Frequency of vascular progenitor cells (EPC, PPC) and CD45+ myeloid support cells in orthotopic and subcutaneous glioma mouse models

<table>
<thead>
<tr>
<th>Glioma model</th>
<th>EPC (% of vessel)</th>
<th>PPC</th>
<th>CD45 + BMDC (% of GFP + cells)</th>
<th>Detection</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>GL261 s.c.+i.c.</td>
<td>0.3%</td>
<td>n.d.</td>
<td>n.d.</td>
<td>IHC</td>
<td>Machein et al. (2003)</td>
</tr>
<tr>
<td>GL261-VEGF s.c.+i.c.</td>
<td>0.6%</td>
<td>n.d.</td>
<td>n.d.</td>
<td>IHC</td>
<td></td>
</tr>
<tr>
<td>GL261 i.c.</td>
<td>0–0.5%</td>
<td>0%</td>
<td>n.d.</td>
<td>IHC</td>
<td>Aghi et al. (2006)</td>
</tr>
<tr>
<td>GL261 s.c.</td>
<td>0%</td>
<td>1.2%</td>
<td>n.d.</td>
<td>IHC</td>
<td></td>
</tr>
<tr>
<td>GL261-pSDF-1α i.c.</td>
<td>20.5%</td>
<td>Yes</td>
<td>n.d.</td>
<td>IHC/FACS</td>
<td></td>
</tr>
<tr>
<td>GL261-pSDF-1β s.c.</td>
<td>19.9%</td>
<td>11.9 (22.3% FACS)</td>
<td>n.d.</td>
<td>IHC/FACS</td>
<td></td>
</tr>
<tr>
<td>KR158/ΔEGFR s.c.</td>
<td>19.7%</td>
<td>12–22%</td>
<td>n.d.</td>
<td>IHC/FACS</td>
<td></td>
</tr>
<tr>
<td>KR158/ΔEGFR i.c.</td>
<td>25–26%</td>
<td>n.d.</td>
<td>n.d.</td>
<td>IHC</td>
<td></td>
</tr>
<tr>
<td>RT-2/RAG glioma</td>
<td>0.49%</td>
<td>n.d.</td>
<td>n.d.</td>
<td>IHC</td>
<td>Yung et al. (2004)</td>
</tr>
<tr>
<td>RT-2/RAG glioma i.e.</td>
<td>8%</td>
<td>n.d.</td>
<td>n.d.</td>
<td>IHC</td>
<td>Udani et al. (2005)</td>
</tr>
<tr>
<td>RT-2/RAG glioma i.e.</td>
<td>4%</td>
<td>n.d.</td>
<td>n.d.</td>
<td>IHC</td>
<td>Santarelli et al. (2006)</td>
</tr>
<tr>
<td>RT-2/RAG glioma</td>
<td>n.d.</td>
<td>9.1% (NG2+) 24.1% (PDGFR-β+) 12.0% (α-SMA +)</td>
<td>n.d.</td>
<td>IHC/FACS</td>
<td>Bababeygy et al. (2008)</td>
</tr>
<tr>
<td>U87 s.c.</td>
<td>10–25%</td>
<td>n.d.</td>
<td>n.d.</td>
<td>IHC</td>
<td>Ferrari et al. (2003)</td>
</tr>
<tr>
<td>U87 i.c.</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
<td>IHC/FACS</td>
<td>De Palma et al. (2005)</td>
</tr>
<tr>
<td>0627-NSC-GBM</td>
<td>0%</td>
<td>&lt;2%</td>
<td>100%</td>
<td>IHC/FACS</td>
<td>De Palma et al. (2005)</td>
</tr>
<tr>
<td>Tag/Hras GBM i.c.</td>
<td>10.3%</td>
<td>2.2%</td>
<td>98% (of GFP + cells) 11.5% TEM 1.8% Hemangiocytes, 45% F4/80+30% CD11b+ monocytes</td>
<td>IHC/FACS</td>
<td>Du et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>1.8%</td>
<td>0.4%</td>
<td>16% (of all cells within tumor)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 31.1 (continued)

<table>
<thead>
<tr>
<th>Glioma model</th>
<th>EPC (%) of vessel</th>
<th>PPC (%) of GFP+ cells</th>
<th>CD45 + BMDC (% of GFP+ cells)</th>
<th>Detection</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIFko Tag/Hras i.c.</td>
<td>0.4%</td>
<td>0.05%</td>
<td>5% (of cells within tumor)</td>
<td>IHC/FACS</td>
<td>Du et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>6.39%</td>
<td>0.8%</td>
<td>97% (of all GFP+ cells)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Frequency of EPC incorporation is calculated as the percentage of tumor vessels with GFP+ or galactosidase+ cells, or as the percentage of VEGFR2+ cells in the GFP+ cell population that resides within a tumor, or as the percentage of GFP+/VEGFR2+ cells within a tumor. PPC incorporation is calculated as the percentage of NG2+ or CD11b+ cells (Aghi et al., 2006), or as Sca-1+/PDGFR-β+ cells within the GFP population (Du et al., 2008), or as GFP+Sca-1, PDGFR-β+ cells within the tumor (Du et al., 2008), or as GFP populations either expressing PDGFR-β, α-SMA, or NG2 (Bababeygy et al., 2008). CD45+ myeloid BMDCs are quantified as percentage of the GFP population (De Palma et al., 2005; Du et al., 2008) or as percentage of the tumor (Du et al., 2008). Abbreviations: IHC, immunohistochemistry on tissue sections; FACS, fluorescence-activated cell sorting of tumors; n.d., not determined.
hypoxic response was impaired, leading to decreased levels of SDF-1α and VEGF and subsequent reduction of EPC incorporation into the tumor vessels (Fig. 31.1) (Du et al., 2008a). Collectively, these data reveal that gliomas recruit EPC, albeit at a modest rate, to their growing blood vessels when they undergo rapid growth and become highly hypoxic.

31.2.1.2 Pericyte Progenitor Cells (PPC)

Pericytes (mural cells; vascular smooth muscle cells) are perivascular cells with long cytoplasmic processes and contractile abilities, which envelop microvessels (capillaries and postcapillary venules) (Bergers and Song, 2005). They are implicated in hemostatic regulation of blood vessels and support stabilization and maturation of growing blood vessels. In contrast to endothelial cells, there exist no specific markers for pericytes, but they commonly express myofilaments such as α-smooth muscle actin (α-SMA) or desmin and also PDGFR-β (platelet-derived growth factor receptor-β), NG2 (HMW-MMA), a proteoglycan, and RGS5, a regulator of G-protein signaling, which has recently been implicated in blood vessel normalization (Andrae et al., 2008; Bergers and Song, 2005; Hamzah et al., 2008). A growing number of studies have demonstrated the presence of bone marrow-derived pericyte progenitor cells (PPC) that give rise to pericytes. One of the early studies revealed bone marrow-derived CD11b+ and CD45+ hematopoietic cells, expressing the pericyte marker NG2, in close proximity to blood vessels in a subcutaneous Bl6-F1 melanoma model (Rajantie et al., 2004). The existence of bone marrow-derived PPC was further corroborated by the identification of PDGFR-β+ Sca-1+ pericyte progenitors (PPP) in a transgenic mouse model of neuroendocrine pancreatic tumorigenesis. PPC were able to differentiate into pericytes and regulate vessel stability and vascular survival in these tumors. The majority of pericytic cells were found to be PDGFR-β-positive but negative for the mature pericyte markers NG2, α-SMA, and desmin (~46%). More than 50% of these cells expressed the hematopoietic marker Sca-1 and elicited the pericyte progenitor pool as they were able to differentiate into mature pericytes in vitro. About 15–26% were double-positive for PDGFR-β and NG2, α-SMA, or desmin, and surprisingly about 28% expressed only mature pericyte markers but not PDGFR-β (Song et al., 2005). Thus, in these murine pancreatic tumors exist a heterogeneous population of pericytes that are composed of distinct maturation stages. So far only three studies have provided evidence for the existence of bone marrow-derived pericyte progenitors in mouse models for GBM (Table 31.1). The first study used mature pericyte markers in combination with GFP and found distinct populations of immature and mature bone marrow-derived pericytes (Bababeygy et al., 2008), nicely confirming the observations about pericyte progenitors and their differentiation capability in the pancreatic endocrine tumor model (Song et al., 2005). The second study focused on the pericyte progenitor population in GBM (PDGFR-β+/Sca-1+) but did not investigate bone marrow-derived pericytes that already had undergone
differentiation (Du et al., 2008a). The third study detected pericytes from the bone marrow in different GBM xenograft models by using the markers NG2 or CD11b (Aghi et al., 2006). The higher incidence of bone marrow-derived pericytes in the latter study might be attributed to the marker CD11b, which albeit expressed by some PPC is not considered a pericyte marker and is found in a variety of different myeloid cells (Rajantie et al., 2004). In all three studies, PPC incorporated into GBM vessels at differing but still modest rates depending on the xenograft tumor model, the use of markers, and the detection method. In general, like for EPC, recruitment of bone marrow-derived PPC was regulated by hypoxia in GBM that depended on active MMP-9 in the bone marrow to facilitate mobilization into the bloodstream (Aghi et al., 2006; Du et al., 2008a). Given the early stage of these studies that are also limited to xenograft tumor models, it remains to be elucidated how significant PPC are for human GBM and other tumors to promote neovascularization.

### 31.2.2 Proangiogenic Myeloid Support Cells

CD45+ myeloid cells constitute the largest and most heterogeneous group of tumor-infiltrating BMDC that have important roles in regulating formation and maintenance of blood vessels in tumors. In contrast to vascular progenitors, these cells reside in close proximity to tumor vessels but are physically not part of the vasculature. They function as proangiogenic support cells because they produce a variety of proangiogenic factors, cytokines, and proteases (Murdoch et al., 2008; Schmid and Varner, 2007). The most prominent subpopulations include tumor-associated macrophages (TAM) (Pollard, 2004) and immature monocytic cells including Tie2+ monocytes (TEM) (De Palma et al., 2005), VEGFR1+ CXCR4+ hemangiocytes (Rafii et al., 2002b), and CD11b+ Gr1+ myeloid-derived suppressive cells (MDSC) (Yang et al., 2004). In addition, neutrophils, mast cells, and dendritic cells have also been described to be able to support neovascularization (Murdoch et al., 2008). While there is now a wealth of data emphasizing the functional significance of CD45 myeloid cells in a variety of different tumor types, so far only few publications have emerged that besides describing the presence of myeloid cells also highlight their importance in GBM biology (Table 31.1). Like EPC and PPC, CD45+ BMDC infiltration is regulated by hypoxia since ablation of HIF-1 in a GBM model dramatically reduced infiltration of CD45+ cells, rendering these tumors unable to induce neovascularization (Fig. 31.1) (Du et al., 2008a). One of the critical hypoxia-regulated factors involved in the recruitment and retention of CD45+ myeloid cells appears to be again SDF-1α (Aghi et al., 2006; Du et al., 2008a). In the aforementioned GBM model, the VEGF-MMP-9 pathway did not substantially affect the influx of CD45+ monocytes. Tumors of SV40Tag/Hras-transformed astrocytes that were genetically deficient in MMP-9 and grown in MMP-9 knockout mice, exhibited low
VEGF activity and a defect in progenitor mobilization due to lack of MMP-9 in the bone marrow but harbored the same amount of CD45+ cells as tumors propagating in wild-type animals (Du et al., 2008a; Rafii et al., 2003). The reason why these tumors did not show differences in CD45 recruitment was based on the comparably high levels of SDF-1α between wild-type GBM and tumors devoid of MMP-9. Further, treatment of wild-type tumor-bearing mice with the CXCR4 inhibitor AMD3100 resulted in reduction of intratumoral CD45+ myeloid cells (Du et al., 2008a). These data support the results from other laboratories that VEGF, albeit a strong mobilization factor, is not critical for the retention of BMDC in GBM xenografts, which relies on intratumoral SDF-1α (Aghi et al., 2006; Machein et al., 2003).

Nevertheless, one of the major mechanisms that CD45+ cells utilize to promote angiogenesis still lies in MMP-9, which these infiltrating cells express in the tumors where it acts as an angiogenesis-modulating factor to facilitate VEGF activity (Du et al., 2008a). This mechanism has also been observed in an endogenous mouse model of multistep pancreatic endocrine tumorigenesis in which infiltrating neutrophils secrete MMP-9 into premalignant lesions to enable VEGF activation and subsequently the onset of angiogenesis (Bergers et al., 2000; Nozawa et al., 2006). As mentioned before, many of the CD45+ cells also express CXCR4, the receptor for SDF-1α (CXCL12). The first indication that this subpopulation of myeloid cells is critical for promoting tumor angiogenesis came from studies where CXCR4 was inhibited with AMD3100 in different mouse tumor models including GBM (Du et al., 2008a; Grunewald et al., 2006) (see also Chapter 34). Upon treatment, tumor vessels looked more normalized, were reduced in numbers, and this was accompanied by a reduction in tumor-infiltrating CXCR4+ BMDC, supporting the notion that SDF-1α (CXCL12) is a pivotal factor for CD45+ BMDC influx (Du et al., 2008a; Grunewald et al., 2006). It is important to note, however, that AMD3100 also targets CXCR4+ endothelial progenitor cells that, albeit rare, still might have supplemental effects in neovascularization. In addition, glioma cells and tumor stem cells were found to express CXCR4+, which when targeted very likely contribute to the benefits of AMD3100 therapy (Hermann et al., 2007; Kucia et al., 2005; Ratajczak et al., 2006; Zagzag et al., 2008). Clearly, myeloid cell populations share various proangiogenic factors but little is known so far what distinct roles the heterogeneous CD45+ myeloid cell populations play in tumor neovascularization. The functions of some of the proangiogenic myeloid subpopulations that have been found in GBMs are described in more detail below.

31.2.2.1 Tumor-Associated Macrophages (TAM)

Historically, macrophages were merely thought to engulf invading microbes or cell debris from injured sites and kill tumor cells. Many human tumors are infiltrated with tumor-associated macrophages (TAM) but clinical reports have highlighted a correlation between the macrophage infiltration in tumors and a
poor clinical prognosis obscuring their function in tumors (de Palma and Coussens, 2008). Macrophage infiltration is also correlated with astrocytoma progression; low levels are found in WHO grade II and III, while their levels are highly increased in GBM (Nishie et al., 1999). These results are congruent with the observation that macrophage infiltration is induced under low-oxygen conditions, which are apparent in GBM but not in lower grade astrocytomas, leading to preferential cell accumulation at necrotic and hypoxic areas in various murine and human tumors including GBM where they scavenge cellular debris and may cooperate with tumor cells to promote angiogenesis (Du et al., 2008a; Komohara et al., 2008; Lewis and Murdoch, 2005; Lin et al., 2006; Strik et al., 2004). Once in hypoxic areas of tumors, TAM are known to endorse proangiogenic activities by producing various proangiogenic and angiogenesis-modulating factors including VEGF, basic fibroblast growth factor (bFGF, FGF2), platelet-derived growth factor (PDGF), interleukin-8 (IL-8, CXCL8), and several matrix metalloproteinases like MMP7, MMP9, and MMP12 and urokinase-type plasminogen activator (uPA) (Murdoch et al., 2008; Pollard, 2004). It is also notable that TAM release nitric oxide (NO), which provokes vasodilation and increases vascular flow, through the activity of inducible NO synthase (iNOS) (de Palma and Coussens, 2008).

Among various chemoattractants like CSF-1 (colony-stimulating factor-1) and CCL-5 (RANTES), MCP-1 (CCL-2) induces macrophage recruitment, and its expression increases during astrocytoma progression and is highly elevated in GBM (Desbaillets et al., 1994; Leung et al., 1997; Murdoch et al., 2004). TAM can be derived from locally recruited tissue macrophages or from circulating monocytes. In general, there are two pathways to produce activated macrophages in vivo (Mantovani et al., 2006). M1 macrophage activation in human and mice occurs in response to lipopolysaccharide and interferon-\(\gamma\) (IFN-\(\gamma\)) and is characterized by high production of IL-12 and IL-23 (Verreck et al., 2004). This activates a type I response and is characterized by high capacity to present antigen and to produce factors that promote T-cell proliferation and activity, criteria that allow M1 macrophages to kill microorganisms and tumor cells. In contrast, exposure to glucocorticoid hormones, IL-10, and IL-13 induces polarized type II or M2 macrophages that have poor antigen-presenting capability and an immunosuppressive phenotype. These cells are better adapted to scavenging debris, promoting angiogenesis, and repairing and remodeling wounded tissues (Allavena et al., 2008; Guruvayoorappan, 2008; Mantovani et al., 2006). Interestingly, various documentations exist from murine and human tumors describing that when monocytes infiltrate into the tumor, they often differentiate into activated, tumor-associated macrophages that reflect a M2 macrophage phenotype. Thus, the tumor produces a cytokine profile that is able to polarize macrophages in a way that they exhibit protumoral functions. A recent study revealed that tumor macrophages in human GBM tissues were also prevalent as M2 polarized macrophages, supporting their implications in GBM progression as they are capable of producing factors that facilitate tumor
progression, angiogenesis, and extracellular matrix degradation and suppressing antitumor immune activities (Komohara et al., 2008).

31.2.2.2 TIE2-Expressing Monocytes (TEM)

A subpopulation of circulating blood monocytes was recently discovered that can be distinguished from other circulating monocytes by its expression of the angiopoietin receptor TIE2 (TEK) (De Palma et al., 2005). TEM have been identified in the peripheral blood of both humans and mice and are distinct from the previously described circulating endothelial cells or endothelial progenitor cells that also express TIE2 (Murdoch et al., 2007, De Palma, 2005 #518). TEM are found in close proximity to the vasculature in various human tumors and have also been identified in spontaneous and orthotopically implanted tumors, including GBM, in mice (Table 31.1) (De Palma et al., 2005; Du et al., 2008a). Unlike peripheral blood monocytes, TEM do not express chemokine (C–C motif) receptor 2 (CCR2) and are unlikely to respond to MCP-1 (CCL2). This suggests that TEM are recruited to tumors by a mechanism different from that of monocytes that are destined to differentiate into TAM (Murdoch et al., 2008). Recent studies have indicated that TEM could be recruited by the TIE2 ligand, angiopoietin-2 (Murdoch et al., 2007; Venneri et al., 2007), a cytokine abundantly expressed by both hypoxic tumor cells and endothelial cells in tumor blood vessels (Stratman et al., 1998)(see also Chapter 21). Indeed, upregulation of angiopoietin-2 was found to be an early event in vascular remodeling in GBM (Holash et al., 1999). These results support the notion that early infiltration of monocytes and macrophages triggered by hypoxia and angiopoietin-2 could initiate the angiogenic switch in GBM. The functional significance of TEM in neovascularization was demonstrated by generating a system in which Tie2+ monocytes could be specifically ablated by the administration of ganciclovir using a gene-directed enzyme–prodrug therapy (De Palma et al., 2005). Ganciclovir treatment completely ablated TEM in intracerebral U87MG xenografts, resulting in a marked reduction in angiogenesis and tumor growth. Importantly, ablation of TEM did not affect the recruitment of TAM or neutrophils to these tumors, suggesting that, rather than being precursors of TAM, TEM comprise a distinct monocyte subpopulation with potent proangiogenic activity. What these studies also demonstrate is that TEM contributed to only about 5% of the monocytic tumor infiltrate population, yet were the most potent source of proangiogenic signals in these experimental models, suggesting that TEM significantly contribute to tumor angiogenesis. These results are in accordance with other findings demonstrating that in contrast to TAM and CD11b+ monocytes, nearly all TEM expressed high levels of the protease MMP-9, sufficient to initiate the angiogenic switch in experimental GBM (Du et al., 2008a). Besides basic fibroblast growth factor (bFGF), which was expressed by TEM in a glioma xenograft model, little is known about other TEM-produced factors in angiogenesis, an area that is under current investigation (De Palma et al., 2005).
31.2.2.3 VEGFR1 + CXCR4+ Hemangiocytes

Recently, a VEGFR1+/CXCR4+ hematopoietic cell population (HPC) was first described in mice that has potent pro-angiogenic properties in vivo in non-malignant tissues, where they appear to restore tissue perfusion and counteract ischemia. These cells have now also been shown to promote angiogenesis in various murine and human tumors and metastatic lesions (Hattori et al., 2001b; Kaplan et al., 2005; Lyden et al., 2001; Rafii et al., 2002b). As with TEM, VEGFR1+ HPC reside mainly in perivascular regions where they are thought to help stabilize blood vessels through the release of angiogenic factors (Hattori et al., 2001a; Rafii et al., 2002a). Mobilization of these cells from the bone marrow and their recruitment to ischemic tissues was first shown to be regulated by CXCL12/SDF-1α and VEGF (Hattori et al., 2003). Based on the observations that hypoxic tumor cells upregulate SDF-1α and VEGF, and HIF-1-deficient GBM exhibit a reduced number of VEGFR1+ hemangiocytes, increased levels of these cytokines also appear to be instrumental in recruiting hemangiocytes to hypoxic areas of tumors including GBM to promote tumor angiogenesis (Table 31.1) (Du et al., 2008b; Grunewald et al., 2006; Rafii et al., 2002a). Accordingly, a recent study demonstrated that loss of VEGFR-1 (Flt-1) signaling in bone marrow-derived myeloid cells led to a significant decrease in tumor volume and vascularization in gliomas (Kerber et al., 2008).

31.2.2.4 Myeloid-Derived Suppressor Cells (MDSC)

Myeloid-derived suppressor cells (MDSC) are a heterogeneous population of cells comprising precursors of monocytes and neutrophils that display immunosuppressive features. These cells express both myeloid differentiation antigen Gr1 and αM integrin CD11b. In contrast to mature neutrophils, MDSC potently suppress dendritic cell (DC) maturation and the antitumor functions of T and natural killer (NK) cells, a phenotype that currently provides the most effective way of identifying MDSC (Gabrilovich et al., 2007) (see also Chapter 48). While MDSC are primarily located in the bone marrow in the adult, elevated levels of these cells have been found in the spleen and tumors in tumor-bearing mice as well as in blood and tumors of human patients. In humans, MDSC are generally defined as CD14− CD11b+ cells or as cells that express the common myeloid marker CD33 but lack mature myeloid and lymphoid cells (Nagaraj and Gabrilovich, 2008). First, indirect indication that monocytes with immunosuppressive functions might also be prevalent in human GBM came from early studies in which supernatants from human GBM cultures were shown to suppress T-cell responses and alter the cytokine profile of monocytic cells. This result suggested that monocytes can develop immunosuppressive functions in GBM (Zou et al., 1999). A recent study described infiltration of CD11b+ myeloid cells in a subcutaneous GL261 GBM xenograft model of which more than 90% were positive for the macrophage marker F4/80. Some of these cells were also defined as MDSC as they
suppressed the proliferation of activated splenic CD8+ T cells and had a CD11b+ CD11c+ Gr1lowIL-4Ra+ phenotype (Umemura et al., 2008). MDSC, however, do promote tumor propagation not only by their immunosuppressive activity but also by their ability to endorse neovascularization in various tumor types including GBM (Table 31.1) (Shojaii et al., 2008a; Yang et al., 2004). Like the other proangiogenic monocytic populations, MDSC express high levels of MMP-9 that trigger VEGF release from the ECM, which then activates VEGF receptors on endothelial cells (Du et al., 2008a; Yang et al., 2004). Tumor-bearing animals have been shown to elicit increased levels of MDSC in the blood and spleen, which are mediated, in part, by the cytokines Bv8 and endocrine gland-derived VEGF (EG-VEGF) produced in the tumor (Ferrara et al., 2004; LeCouter et al., 2004; Shojaii et al., 2008a; Yang et al., 2004). Both Bv8 and EG-VEGF bind to G-protein-coupled receptors EG-VEGFR1 and EG-VEGFR2, thereby partly stimulating migration of CD11b+ Gr1+ MDSC in vitro (Ferrara et al., 2004; Yang et al., 2008). Recruitment of MDSC to the tumor site is then governed by chemotactic factors like CXCL12/SDF-1z, MCP-1 (CCL2), and CXCL5 and KIT ligand [stem cell factor (SCF; KITL)] that bind to and activate their respective receptors CXCR4, CCR2, CXCR2, and KIT (CD117) on MDSC (Murdoch et al., 2008).

So far the prevalence and function of MDSC in GBM have not been thoroughly studied, but given their importance in immune suppression and angiogenesis, these studies are highly warranted. Interestingly, a recent preclinical study revealed that infiltrating CD11b+ Gr1+ cells were responsible for the nonresponsiveness of murine transplant tumors to anti-VEGF therapy, likely because they express alternative factors that overcome angiogenic inhibition. Pharmacological impairment of myeloid cell recruitment rendered the otherwise resistant tumors responsive to the VEGF blockade (Shojaii et al., 2007). This raises the important question as to whether hypoxia-induced influx of this and other myeloid populations provoked by tumor vessel reduction can potentially endorse adaptive resistance to antiangiogenic agents in GBM and other tumors, given that in both preclinical and clinical settings, the benefits of antiangiogenic therapy are transitory and are followed by a restoration of tumor growth and progression (Bergers and Hanahan, 2008).

31.3 Conclusions

The angiogenic switch in GBM is predominantly triggered by hypoxia and necrosis, which activate the production of proangiogenic factors by the tumor and host cells. Neovascularization occurs by activating residing endothelial cells and pericytes and by the recruitment of vascular progenitors and myeloid angiogenic support cells from the bone marrow (Fig. 31.2). The threshold of or the degree of low-oxygen tension in gliomas and other tumors appears to be pivotal for BMDC infiltration. Such influx is predominantly governed by the hypoxia-inducible factors VEGF, PlGF, SDF-1z, and angiopoietin-2, which
mobilize BMDC from the bone marrow into the bloodstream or retain them to the tumor. While endothelial and pericyte progenitors are incorporated at rather modest levels into growing GBM vessels, the majority of BDMC consist of a heterogeneous group of CD45+ myeloid cells that all facilitate
neovascularization by expressing proangiogenic and angiogenesis-modulating factors pivotal to the formation and maintenance of GBM and other tumor vessels. In GBM xenograft models, BMDC can make up to 20% of the total tumor population underscoring their potential impact on tumor propagation and progression. While macrophages have been repeatedly observed in GBM, yet hardly anything is known about the other BMDC populations in murine and human GBM.

Investigations into BMDC appear to not only be instrumental for nascent tumors but may also be very important in the context of antiangiogenic therapy. Notably, there are reports suggesting that antiangiogenesis-induced hypoxia can elicit BMDC recruitment and thereby foster an adaptive mechanism that enables tumors, including GBM, to overcome hypoxia and induce reneovascularization. Indeed, there is indirect but intriguing evidence from clinical investigations that this evasion mechanism operates in patients with GBM who are undergoing anti-VEGF therapy. One study suggests that hypoxia determines survival outcome in bevacizumab-treated GBM patients and a second study reported that GBM patients treated with a pan-VEGFR kinase inhibitor exhibited elevated levels of SDF-1α (as well as of bFGF) in the blood at the time of tumor progression and relapse (Batchelor et al., 2007; Sathornsumetee et al., 2008). Inferentially, SDF-1α could be a potential effector of and biomarker of response for relapsing GBM, raising the possibility that this form of evasive resistance could be operative in glioblastoma.

Taken together, all these data support the notion that BMDC are pivotal contributors in tumor progression and angiogenesis. The significant variation in recruitment and utilization of vascular progenitor cells and the predominant influx of myeloid proangiogenic support cells in GBM and other tumor models underscore the need to further delineate the mechanisms by which they are activated and recruited, as well as their contributions to tumor neovascularization in these contexts. In particular, it will be critical to dissect in more detail the specific BMDC populations recruited to various tumors and better characterize their functional roles in promoting angiogenesis. More data are just emerging that highlight their prevalence in GBM, further motivating an agenda to assess the functional significance and contribution of the distinct myeloid BMDC populations in neovascularization and progression in GBM.

**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMDC</td>
<td>bone marrow-derived cells</td>
</tr>
<tr>
<td>EPC</td>
<td>endothelial progenitor cells</td>
</tr>
<tr>
<td>PPC</td>
<td>pericyte progenitor cells</td>
</tr>
<tr>
<td>TAM</td>
<td>Tumor-associated macrophages</td>
</tr>
<tr>
<td>TEM</td>
<td>Tie2+ monocytes</td>
</tr>
<tr>
<td>MDSC</td>
<td>myeloid-derived suppressive cells</td>
</tr>
</tbody>
</table>
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Chapter 32
Vascular Targeting of Brain Tumors – Bridging the Gap with Phage Display

Michael G. Ozawa, Fernanda I. Staquicini, Richard L. Sidman, Renata Pasqualini, and Wadih Arap

Abstract The development of targeted therapies for cancer remains an enormous challenge. Despite advances in the understanding of molecular pathways involved in tumor growth and rational design of new agents, a gap exists between drug development and patient survival. Ligand-directed delivery of drugs to the tumor is one approach to improve therapeutic indices and help close this gap. Tumor blood vessels are an attractive systemic target for site-directed delivery, as the endothelial lining is uniquely altered by the tumor microenvironment at early stages of disease progression. In the case of brain tumors, the normally restrictive blood–brain barrier becomes molecularly and structurally abnormal permitting specific systemic targeting. Phage display is ideally suited as a method to identify accessible ligand–receptor pairs in an unbiased, functional assay. Discovery of such specific directive systems for brain tumors would have wide-reaching applications for therapeutics and diagnostics.
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32.1 Introduction

Targeted medicine holds the promise to improve therapeutic efficacy while decreasing systemic toxicity. In oncology, early targeted agents have relied on differential functional attributes or gene/protein activities between normal and diseased cells for a therapeutic effect. The classic example is chemotherapies directed against mitotic cells. However, the lack of sufficient specificity for disease sites leads to unwanted effects in normal tissues undergoing rapid division, such as the intestine and bone marrow.

Improvements in the understanding of genetic alterations, protein modifications, and signal transduction pathways in cancer have brought newer and more selective molecularly targeted agents into development. In malignant gliomas, amplification of the epidermal growth factor receptor (EGFR) is seen in nearly 50% of all tumors, with nearly half of those abnormalities being a constitutively active form lacking a ligand-binding domain for EGF (Furnari et al. 2007). The prevalence of this mutation makes selective inhibition of EGFR signaling an attractive therapeutic strategy, either via small molecule inhibitors, blocking antibodies, or by other approaches. (Milano et al. 2008). Despite this targeted approach, overall, molecular agents have a less than 15% response rate with no improvement in 6 month progression-free survival (reviewed in Sathornsumetee et al. 2007). Moreover, growth factor inhibition can still affect other sites, as many growth factors have metabolic functions or promote downstream cascades not solely focused on cell proliferation or survival. This leads to undesired side effects and/or requires dose escalation for efficacy. Thus, alternative strategies are being explored intensively to improve therapeutic indices for patients.

One such approach is the site-specific delivery of agents by targeting ligands. This method relies on the identification of receptors that are distributed with sufficient differences between normal and diseased tissues to permit selective delivery. To become a reality, unique markers on pathological cells need to be identified and targeting molecules need to be developed. Tumor cells often have mutated proteins, overexpressed or differentially expressed proteins, or molecules present in abnormal subcellular locations (Hanahan and Weinberg 2000; Kinzler and Vogelstein 1997). These molecules would, in principle, be exclusive to the tumor microenvironment permitting targeted delivery of drugs. Yet, a fundamental requirement of tumor cell-directed agents is the need for systemic therapies to have access to the target cells. Complicated by changes in blood flow and interstitial pressures, among other physiological barriers, tumor cell targeting agents can have limited and unpredictable therapeutic profiles (Neri and Bicknell 2005).

The evidence has been building in recent years that vital structures associated with tumors, such as the tumor blood vessels, are valid components to target as a therapeutic strategy (Sessa et al. 2008). Tumor blood vessels possess markers that distinguish them from vessels in comparable normal organs, and thus they present
a potentially powerful system for targeted therapeutics (Hajitou et al. 2006a). In this chapter, we will discuss the basic concepts of vascular targeting and in that context will describe bacteriophage (phage) display as a means to identify and develop ligand-directed therapeutics. While these concepts are applicable to numerous tumor subtypes, we will highlight the utility and pitfalls of vascular targeting for brain tumors as a new paradigm for disease monitoring and treatment.

### 32.2 The Principles of Phage Display

Phage display was initially used as a method to probe and identify the binding sites of antibodies in vitro (Smith 1985). The first report demonstrated that fragments of an *Eco*RI endonuclease could be fused to the amino-terminal portion of the pIII minor coat protein from filamentous phage creating chimeric proteins (Smith 1985) (Fig. 32.1). These phage particles retained

![Fig. 32.1](A) Schematic representation of filamentous phage depicting the organization of major (pVIII) and minor (pIII, pVI, pVII, pXI) coat proteins. (B) Illustration of the domain structure of pIII, with a detailed ribbon diagram of pIII domain 1 showing the location of phage-displayed peptides (black ribbon)
bacterial infectivity and were able to mediate specific binding to cognate antibodies of the EcoRI antibody. Further, following several rounds of affinity selection on the EcoRI antibody, phage displaying the EcoRI fragment was enriched compared to wild-type phage.

Subsequently, it was demonstrated that large peptide libraries of phage could be constructed as a method to identify specific epitopes binding to the variable region of antibodies (Parmley and Smith 1988; Scott and Smith 1990). The process, termed panning, uses a combinatorial peptide library created through DNA cloning techniques combining purified degenerate oligonucleotide primers with the phage DNA plasmid. The vectors are then transfected into host *Escherichia coli* bacteria for propagation and purification. This approach typically generates a library of up to $10^9$ different permutations of peptides with sufficient diversity to probe protein–protein interactions in numerous experimental settings. Sequential rounds of phage binding, elution, and amplification on antibodies enrich for selective phage that can be analyzed by DNA sequencing to determine the peptides mediating binding. Lastly, through biochemical and bioinformatics-based analyses, the cognate proteins that the peptides mimic would then allow for further characterization and validation.

Since then, numerous groups have expanded this general screening approach to identify the antigenic repertoire of circulating antibodies in serum and ascitic fluid and the binding site of isolated molecules. For instance, screening of the humoral response in a prostate cancer patient identified an intracellular chaperone, glucose regulated protein-78 (GRP78) as an antigen eliciting an antibody response (Mintz et al. 2003). Further, the approach has been applied to cells in culture, isolating peptides that bind to cell surface molecules such as urokinase plasminogen activator, thrombin receptor, melanocortin receptor MC-1, integrins, and vascular endothelial growth factor receptors (VEGFR)-1 and -2 (Goodson et al. 1994; Doobear and Winter 1994; Szardenings et al. 1997; Koivunen et al. 1993; Koivunen et al. 1994; Giordano et al. 2001).

Phage display has also been applied to the NCI-60 cancer cell panel as a high-throughput approach to profile cellular surface and evaluate tumor subtype similarities (Kolonin et al. 2006). First, the BRASIL method, a separation technique based on centrifugation through a non-miscible organic gradient, was used to identify distinct peptides specific to each cell line (Giordano et al. 2001). Next, 96 phage clones recovered from three sequential rounds of panning on each cell line were collected and sequenced. The amino acid sequences were analyzed with the aid of a computer-assisted survey that revealed a total of 26,031 tripeptide motifs (or three amino acid signatures). Bioinformatics-based analyses revealed that the peptide distribution within the NCI-60 set was nonrandom, yielding similarities among and across tumor subtypes, resulting in a collection of potential targets for validation.

With the early success of the phage display approach, the method was eagerly applied in vivo to explore the diversity of endothelial surfaces in normal
and pathological conditions. Similar to the in vitro phage display approach, in vivo phage display involves intravenous injection of a random library of phage, removal of the tissue of interest, and recovery of bound phage by growth and amplification in host bacteria (Pasqualini et al. 2001). The first pioneering study systemically injected a combinatorial library in normal mice and demonstrated nonrandom distribution of peptides to the brain and kidney (Pasqualini and Ruoslahti 1996). The same approach was later applied to tumor xenografts and resulted in the characterization of tripeptide motifs (RGD and NGR, single-letter amino acid code) that would preferentially target tumor vasculature (also known as “vascular addresses”) (Arap et al. 1998). The target for the RGD sequence was identified as integrin αvβ3 and that of NGR, aminopeptidase A/CD13. It was shown that these motifs could be coupled to chemotherapeutics and upon systemic delivery to tumor-bearing models could generate a striking reduction in tumor burden at lower doses compared to standard systemic therapy (Arap et al. 1998). In this manner, the concept of vascular targeting was established, and subsequently, targeting peptides have been identified that can specifically recognize vasculature in normal organs such as the brain, kidney, lung, skin, pancreas, intestine, uterus, adrenal gland, and retina, as well as in sub-organ vascular beds such as the pancreatic islets, and in angiogenic blood vessels (Pasqualini and Ruoslahti 1996; Rajotte et al. 1998; Yao et al. 2005).

From a more translational perspective, phage display libraries have recently been used in a terminal wean cancer patient (Arap et al. 2002; Pentz et al. 2003). One of the selected peptides from the prostate demonstrated similarity to human interleukin-11 (IL-11). Further study of the native cytokine, as well as the corresponding peptide, identified a previously unrecognized binding site of IL-11 to its receptor IL-11Rα as well as provided insights into the biology of the IL-11/IL-11Rα in the context of human tumors and metastases (Cardó-Vila et al. 2008; Zurita et al. 2004). Moreover, phage display libraries have been approved for use in living cancer patients, demonstrating the safety and potential utility of phage as screening tools (Krag et al. 2006).

32.3 The Blood–Brain Barrier

Maintenance of normal brain function is highly dependent on a delicate relationship between the vasculature supplying oxygen and nutrients and the neuronal network. Critical to this balance is the highly specialized blood–brain barrier (BBB), which serves to limit entry of components of plasma into the brain parenchyma. The functional unit of the BBB, also known as the neurovascular unit, is composed of endothelial cells joined by tight junctions, neurons, astrocyte “foot processes,” and other non-neuronal cells (Pardridge 2008; Neuwelt et al. 2008; Pardridge 2002). The combined effect of the neurovascular unit is the restriction of large and polar molecules present in the circulation from entering the central nervous system unless they transferred by one of the five main classes
of specific transport pathways: carrier-mediated transport, receptor-mediated transport, ion transport, active transport, and caveolae-mediated transport (reviewed in Zlokovic 2008).

The selectivity and specificity of BBB transport makes design and use of drugs targeting the CNS, a formidable task. Indeed, nearly 100% of high-molecular weight drugs and greater than 98% of low-molecular weight drugs do not cross the BBB (Abbott et al. 2006; Friden et al. 1991; Spencer and Verma 2007) (see also Chapters 25 and 33). To circumvent this problem, many neurotherapeutic agents have been designed to be lipid soluble, allowing passive diffusion across membranes (Pardridge 1998). Yet, due to the propensity for lipid-soluble drugs to accumulate non-specifically and the difficulties associated with their formulation in the blood, there is a clear advantage and need to identify more specific therapies for delivery to the brain.

32.4 Glioblastoma and Angiogenesis

Malignant gliomas remain the most common primary brain tumor (Jemal et al. 2008). Glioblastomas account for the majority of malignant gliomas and have a median survival of 15 months with standard therapies (Stupp et al. 2005; Omuro et al. 2007; Wen and Kesari 2008). Its biological features have been well reviewed (Furnari et al. 2007; Wen and Kesari 2008). The pathogenesis of glioblastomas have been intimately linked to angiogenesis, as increases in microvascular density are prevalent histologically and the proangiogenic factor VEGF is expressed in all high-grade gliomas (Furnari et al. 2007; Jain et al. 2007). Moreover, high levels of proangiogenic factors such as VEGF, fibroblast growth factor (FGF), and hypoxia inducible factor-1α (HIF-1α) have been found to correlate with poor patient prognosis (Kaur et al. 2004; Samoto et al. 1995; Kaur et al. 2005; Stefanik et al. 1991) (see also Chapter 21).

Angiogenic blood vessels demonstrate organizational, structural, and functional abnormalities compared to the vasculature in normal organs (reviewed in Pasqualini et al. 2002). Vascular hierarchy is typically absent, demonstrated by irregularities in wall and luminal diameters throughout the length of the vascular network (McDonald and Foss 2000). The endothelial lining develops intercellular gaps and cellular sprouting, permitting the overlapping of cellular surfaces. The culmination of these changes results in a vasculature with reduced and unpredictable blood flow as well as disruptions in barrier function permitting non-specific leakage of macromolecules from the circulation into the tumor parenchyma (Jain 1987). These characteristics take on particular importance in the brain, as the heterogeneity of angiogenic growth in glioblastoma can co-opt normal capillaries and disrupts BBB function, whereas the tumor–brain interface can retain an intact BBB in adjacent tumor areas.
32.5 Targeting of the Brain Tumors by Phage Display

Improvements in the understanding of glioblastoma and other brain tumors have brought the development and rational design of molecularly targeted agents for therapy. With a large number focused on inhibition of growth factor pathways, such as receptor tyrosine kinases, small molecule inhibitors and antibody-based therapies have only met with moderate success (reviewed in Sathornsumetee et al. 2007). These disappointments are in part due to the intrinsic multi-step targeting of these agents. Circulating agents, such as those mentioned above, would need to selectively target the brain, identify the tumor site in the brain, cross the endothelial lining of the tumor, and diffuse to the tumor cells. With the presence of the BBB and changes in blood flow within tumor blood vessels, it suggests that access from the circulation is a critical determinant of whether tumor-directed agents can reach and target brain tumors.

An alternative strategy for the development of targeted agents would be to selectively direct molecules to the highly prevalent angiogenic blood vessels in tumors. Phage display, among other approaches, brought to light the idea that molecular differences exist between blood vessels in different organs as well as between normal and angiogenic blood vessels (see above Section 32.2). This molecular heterogeneity of the endothelium permits ligand-directed targeting in an organ-specific and disease-specific manner. Furthermore, as the tumor vasculature responds to changes in the tumor microenvironment, stage-specific targeting of the vasculature in both early and late stages remains feasible (Hanahan and Folkman 1996; Joyce et al. 2003).

A number of screening methodologies have been explored that allow for the identification of vascular ligand–receptor systems specific to brain tumors. Profiling techniques, such as genome-wide gene expression analyses, give insight into potential changes in surface protein expression between normal and diseased tissue. Such analyses typically use tissue homogenates that contain an undefined mixture of cell types, including tumor, endothelium, and other stroma (DeRisi et al. 1996; Micallef et al. 2008). The complexity in tissue composition and the relative amounts of each component are particularly important concerns for the interpretation of the results derived from these methods. Cell separation techniques or microdissection have improved the ability to generate specific endothelial cell populations for gene profiling studies (St Croix et al. 2000). Once achieved, this comparative approach can yield a large list of candidate genes with differential expression rates in normal and diseased tissue. The investigator then identifies genes that correspond to cell surface molecules uniquely or differentially expressed in tumor cells and tumor blood vessels and validates such targets as lead candidates for targeted therapy.

Though genomic profiling is a promising methodology for the identification of surface molecules, one fundamental challenge with this approach is in the ability to identify with certainty cell surface proteins that are suitable for selective targeting. While it is generally trivial to determine in silico whether
an overexpressed gene encodes a cell surface molecule, this is no guarantee that a suitable targeting epitope will be present. Epitope prediction software for immunological targeting has been developed in recent years and can help in this process (see Chapter 48). Furthermore, gene expression does not guarantee protein expression and proper cell surface routing. The tumor microenvironment and proangiogenic factors in particular can activate endothelial cells and, in this process, modify translational processing, protein trafficking, and degradation pathways (Hanahan and Folkman 1996; Carmeliet 2003). These factors alter the localization and configuration of proteins and of molecules with which proteins can interact. Thus, molecules that are either not known to be at the cell surface or present on intracellular sites may be overlooked in large-scale gene expression screens; these molecules could be essential to site-specific targeting. Moreover, study in the isolated setting of a single normal/diseased organ pair does not clearly identify whether blood vessel markers identified in the disease are unique to this organ or found in other non-diseased tissues and whether they are suitable for vascular targeting.

Phage display emerges as a different approach to identify candidate molecules for ligand-directed delivery, offering several unique advantages. In vitro screenings allow for interrogation of pure tumor cell populations and the identification of cell surface binding ligands. This has been successfully used for brain tumors, with the isolation of targeting peptides recognizing rat and human glioma cells (Spear et al. 2001; Ho, Lam and Hui 2004; Samoylova et al. 2003). In vivo screenings provide an improved methodology for target identification as an unbiased functional assay, i.e., involves no judgment in advance as to what molecules the investigator should seek and identifies molecular targets in a physiologically relevant context (i.e., complexed to co-receptors or supportive molecules). Sequential rounds of selection enrich for and isolate amino acid motif ligands mediating specific targeting, often recognizing protein binding sites or other functionally active sites of receptors present in either the endothelium or tumor cells (Schleusener and Xianglin 2004). Moreover, these vascular targeting peptide ligands are inherently accessible from the circulation, as they are systemically administered, and alleviate some concerns of endothelial permeability and interstitial pressures that can influence tumor cell targeting. Finally, phages have been approved for use in living cancer patients with safety guidelines established by the Food and Drug Administration (Krag et al. 2006). As such, phage should prove to be safe and acceptable vehicles for delivery of therapeutic and diagnostic agents.

32.6 Targeted Therapy and Imaging

The identification and validation of specific ligand–receptor systems for brain tumors could enable numerous applications for therapy and diagnostics. Several unique vascular receptors have been identified by in vivo phage display
and represent viable candidates for therapeutic intervention (Sergeeva et al. 2006). Rational design of compounds that would have the capacity to bind and inhibit the function of targeted receptors could present a major advance for the treatment of brain tumors. Furthermore, depending on the nature of their binding site and properties, stand-alone peptidomimetics may inhibit specific receptor function and lead to modifications of tumor blood vessels or tumor cell physiology. Lastly, ligand-directed delivery of toxic agents or diagnostic compounds to brain tumors could be achieved through the addition of targeting peptides.

Notably, methods that efficiently and effectively combine therapeutics and diagnostics would provide steps toward more personalized medicine. In the setting of systemic targeting applications, treating physicians would be able to not only identify and assess the tumor but also treat and monitor therapeutic response non-invasively. This becomes particularly relevant with glioblastoma or other brain tumors, where the process of obtaining biopsies for diagnosis and staging is invasive and laborious.

32.6.1 AAVP, a Novel Hybrid Gene Delivery System

Molecular genetic imaging of transgenes delivered by gene therapy represents an ideal modality for the incorporation of both therapy and imaging. Ideally, a multi-functional gene delivery cassette, combining imaging and therapeutic gene products, would be selectively targeted to the site of interest and expressed at high levels once delivered. Many of the current gene delivery vectors, such as adeno-associated virus (AAV), natively target mammalian cells and have very high transduction efficiencies. However, a lack of targeting specificity of these vectors often limits systemic gene delivery and attempts to apply targeting moieties can disrupt transduction. Conversely, vectors such as phage can accommodate targeting moieties for ligand-directed delivery effectively but have very low transduction rates of mammalian cells.

Our group recently developed a hybrid gene delivery system, combining favorable attributes of both phage and recombinant AAV (termed AAVP), generating a new class of gene therapy vector (Hajitou et al. 2006b). As a proof of concept, using a phage displaying the double-cyclic peptide CDGRGDCFC (RGD-4C) as a genetic backbone, we inserted the cis-elements of recombinant AAV into an intergenicomic region of the phage. The chimeric vector retained the binding properties intrinsic to the RGD-4C peptide, mediating specific binding to mammalian cells expressing αv integrins, as well as demonstrated successful gene delivery via GFP and β-gal signal reporters. Of note, transgene persistence in cells exposed to AAVP lasted approximately 60 days, nearly 50 days longer than cells exposed to non-chimeric phage. Evaluation of the mechanism(s) by which the AAVP mediated superior gene persistence indicated several possible contributors, including integration of the entire gene cassette with the inverted terminal repeats (ITRs) and generation of head-to-tail concatemers (Hajitou et al. 2006b).
In vivo, the AAVP construct demonstrated systemic targeting to both endothelial and tumor cells consistent with the RGD-4C targeting ligand to several human tumor models in immunocompromised mice as well as to syngeneic tumors in immunocompetent mice. Furthermore, with addition of the firefly luciferase gene for bioluminescence imaging, the AAVP vector allowed for non-invasive monitoring of gene expression in living tumor-bearing animals. Transgene expression within the tumor was evident 3 days following AAVP administration and reached a maximum at day 10.

Lastly, as bioluminescence imaging has limited utility in clinical applications, we incorporated the herpes simplex virus thymidine kinase (HSVtk) gene, which can function both as a positron emission tomography (PET) reporter with phosphorylation of several nucleoside analogs ([18F]FEAU, [124I]FAIU, or [18F]FHBG) and as a suicide gene when combined with ganciclovir (Hajitou et al. 2006b; Soghomonyan et al. 2007). Following a single injection of RGD-4C AAVP, serial PET imaging of tumor-bearing animals with [18F]FEAU allowed for horizontal monitoring of HSVtk enzyme activity and spatial heterogeneity within the tumors. Moreover, this multi-modal gene cassette allowed for prediction of tumor response, and the loss of HSVtk correlated with tumor growth suppression following ganciclovir treatment (Hajitou et al. 2006b; Hajitou et al. 2008). Taken together, the AAVP vector presents a unique integration of targeted delivery, imaging, and therapy that is readily applicable to brain tumors and translatable to other gene therapy applications for tumors.

### 32.7 Conclusions

Targeted medicine presents a new paradigm for the management of tumors and overcomes some of the specificity limitations of current therapies. Vascular targeting strategies permit direct delivery of agents to tumors and circumvent issues of accessibility to the tumor cells, especially with respect to brain tumors “protected” from most circulating molecules by the BBB. However, selective targeting requires validation of viable cell surface molecules mediating delivery. In vivo phage display presents an elegant approach that simultaneously addresses accessibility with identification of ligand–receptor systems. Ultimately, peptide ligands can serve either as peptidomimetics for singular therapy or in combination with gene delivery systems for combination molecular genetic imaging and therapy.
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Chapter 33
Impact of the Blood–Brain Barrier on Brain Tumor Imaging and Therapy

James Provenzale

Abstract The blood–brain barrier (BBB) figures importantly in detection and characterization of brain tumors using imaging as well as in understanding difficulties in providing chemotherapy for brain tumors. Importantly, new methods are being designed to tailor drugs for more efficient transit across the BBB, for alteration of the BBB to enhance drug effect, or to bypass the BBB when providing chemotherapy. Thus, it is important for investigators using neuroimaging techniques to study brain tumors and those providing brain tumor therapy to understand the structure and function of the BBB. This chapter provides a basic understanding of the BBB, explains its role in brain tumor imaging, and provides a review of recent trends to overcome the impediments to brain tumor therapy imposed by the BBB.
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33.1 Introduction

The blood–brain barrier (BBB) is an organized complex network of many types of cells lining the vessels of the central nervous system (CNS) (Bart et al. 2000). This network serves to effectively isolate the CNS from the physiological variations that continuously occur outside the CNS and to provide only selective access to molecules that the normal CNS needs for effective homeostasis. Thus, the BBB provides benefits that are critical to maintaining neurophysiological function. The very efficiency of the BBB has long been recognized as an impediment to treatment of brain tumors, most notably in the case of administration of chemotherapy and the use of monoclonal antibodies. As a result, knowledge of the BBB, in both normal states and in the presence of a brain tumor, is important for individuals interested in treating CNS neoplasms. Such an understanding of the BBB allows one to comprehend the role of neuroradiological techniques for studying brain tumors and appreciate the many novel methods that are being developed to treat CNS neoplasms.

This chapter is intended to familiarize the reader with the microstructural organization of the BBB in order to explain circumstances in which the BBB is altered by brain tumors. The structure and function of the BBB is reviewed in the first part of this chapter with an emphasis on the impediments that the BBB imposes for treatment of brain tumors using chemotherapy. Interruption of the BBB by the presence of a brain tumor provides methods for using neuroradiological studies to detect tumors, characterize their degree of aggressiveness, and monitor response to therapy. Those topics are explained in the second part of this chapter. Finally, new techniques for optimizing therapeutics to overcome the obstacles provided by the BBB in the treatment of brain tumors are discussed in the third part of this chapter.

33.2 Historical Beginnings of the BBB Concept

The ability of the brain to remain impervious to various substances administered outside of the CNS was first noted by Paul Ehrlich in 1885 when he noted that, following parenteral administration of various dyes, almost all organs except the brain and spinal cord were stained (Ribatti et al., 2006). Subsequently,
Ehrlich also noted that intravenous infusion of aniline dyes was also followed by the same distribution of organ staining, although he did not generate the specific concept of a BBB at that time. Subsequently, other investigators, notably Bield and Kraus, in 1898, and Lewandowsky, in 1900, observed that intravenous infusion of some substances (e.g., sodium ferrocyanide) did not produce CNS effects after intravenous infusion but did produce CNS effects when infused into the brain ventricles (Ribatti). On this basis, they postulated that a barrier existed at the level of brain vessels preventing passage of some materials into the brain, with Lewandowsky first introducing the term “blood–brain barrier.” Thereafter, experiments by Goldmann (an associate of Ehrlich) in the early twentieth century showed that injection of the dye Trypan blue into the brain ventricles stained brain tissue but that intravenous infusion of the same dye stained all organs except the brain and spinal cord (although the choroid plexus also was stained). Such experiments showed that it was not a lack of affinity of the brain and spinal cord for the dye but, instead, a lack of access of the dye to the CNS that prevented staining of the brain and spine. Thus, the concept of a barrier between the blood and the brain as well as between the blood and the cerebrospinal fluid was formulated.

33.3 Structure and Function of the Blood–Brain Barrier

The BBB is an organized network of various types of cells (primarily endothelial cells but also including astroglia, pericytes, and perivascular macrophages) that serves to regulate passage of materials between the brain intravascular compartment and the extracellular and cellular compartments (Bart et al. 2000). In the normal brain, the BBB is intact and plays a very important role in brain homeostasis. The BBB functions to exclude large lipophilic molecules, except for some that are actively transported across the BBB (Fig. 33.1). Small lipophilic molecules can passively cross the BBB if they have specific physical properties (Bart et al. 2000). Most ionized water-soluble compounds larger than a certain molecular weight (essentially 180 Daltons) are excluded from the CNS (Bart et al. 2000; Kraemer et al. 2002). The BBB restricts passive diffusion (i.e., transport that is nonreceptor or noncarrier-mediated) of larger molecules into the CNS by a combination of endothelial tight junctions in combination with the absence of fenestrae between endothelial cells. As a result, the large majority of chemotherapeutic agents, which have molecular weights greater than 200 Da, are prevented from crossing across the BBB. In addition, astrocytic foot processes cover virtually the entire extent of the external surface of the endothelial cells, which adds to the barrier action (Bellavance et al. 2008). Finally, a further component of the BBB is the high electrical resistance of brain capillaries, which serves to exclude polar and ionic substances (Bart et al. 2000).

Based on the discussion above, many small lipophilic molecules should be able to cross the BBB. However, in fact, a number of these molecules face one additional barrier, i.e., efflux pumps that actively transport these molecules
back into the vascular compartment. These efflux pumps gained wide recognition among cancer biologists based on the fact that they are expressed in a number of multidrug-resistant tumors (Fojo et al. 1987). It is worthwhile to briefly mention two such efflux pump systems here; these systems are discussed in detail elsewhere (Bart et al. 2000). These two membrane efflux pumps are P-glycoprotein and those in the multidrug-resistance-associated protein family (Bart et al. 2000). P-glycoprotein is located at the luminal surface of endothelial cells in brain capillaries and serves to actively pump back into the vascular lumen lipophilic molecules that enter the endothelial cell (Higgins 1992). The MRP family has a number of homologues, of which some exist at the BBB (Bart et al. 2000). MRP appears to transport many drugs that are cotransported with glutathione (Bart et al. 2000). Some of the homologues of multidrug-resistance-associated protein are involved in the development of resistance to methotrexate, thereby limiting the effectiveness of a drug that is important in therapy of many types of brain tumors (Bart et al. 2000).

The BBB is typically altered to various degrees in the presence of a primary or metastatic brain tumor. At the mild end of the spectrum of changes, slight changes in the ultrastructural integrity of capillaries are seen in the form of loosening of tight junctions (Bart et al. 2000). These changes become more

Fig. 33.1 Diagram depicting the structure of the blood–brain barrier shows tight junctions between vascular endothelial cells and close application of astrocytic foot processes against the outer wall of the blood vessel. Note that some molecules pass through the barrier via carrier-mediated transport, while others are retained in the vascular lumen (Image constructed by T.P. Davis and V. Hau and located on the following website: davislab.med.arizona.edu. Used with permission of T.P. Davis, Ph.D.)
profound in the setting of a high-grade glial neoplasm, are manifested by more marked disruption of endothelium, tight junctions and basal lamina, increase in perivascular spaces, and proliferation of pinocytic vacuoles (Bart et al. 2000). On occasion, even low-grade tumors (e.g., pilocytic astrocytomas) are associated with substantial disruption of the BBB. One of the major effects of this BBB disruption is the development of vasogenic edema due to diffusion of water through the BBB into peritumoral tissue. Interruption of the BBB by tumors is likely mediated by a number of substances secreted by tumors, such as vascular endothelial growth factor (VEGF). It has long been recognized that corticosteroids stabilize the BBB and reduce vasogenic edema; recent evidence suggests that this effect may, in part, be due to the regulation of VEGF by corticosteroids (Kim et al. 2008). Furthermore, administration of an anti-VEGF antibody has been shown to normalize vasculature and decrease vasogenic edema adjacent to brain tumors (Batchelor et al., 2007).

The integrity (or lack thereof) of the BBB has long been recognized as a marker of degree of aggressiveness of tumors. Stated in simplistic terms, neuro-oncologists and other clinicians interested in categorizing tumors and measuring tumor response to therapy have viewed tumors that contrast-enhance as more aggressive than tumors that fail to contrast-enhance. In large part, that rationale is well founded because the presence or absence of contrast enhancement generally correlates with tumor grade. World Health Organization grade I and grade II tumors typically do not contrast-enhance and grade III and grade IV tumors almost always contrast-enhance. Grade III and grade IV tumors also often are found to have elevated relative cerebral blood volume (rCBV) (Fig. 33.2 and Color Plate 48). Nonetheless, in a busy clinical practice, enough exceptions occur to warrant caution on the part of the radiologist and the treating physician alike. On occasion, the degree of contrast enhancement is obvious but falsely attributed to another structure that normally contrast-enhances, e.g., choroid plexus. In other cases, degree of contrast enhancement is very subtle and, thus, overlooked. In unusual cases, despite close inspection of contrast-enhanced images, no contrast enhancement is present but the tumor is still found on biopsy to be a high-grade neoplasm (Fig. 33.3 and Color Plate 49) (Kondziolka et al., 1993).

It is also worth noting the role of contrast enhancement in the surgical resection of brain tumors. In many instances, the goal is removal of contrast-enhancing tumor on the premise that the enhancing portion is definitely tumor (as opposed to brain regions containing edema but not tumor, which is a distinction that is difficult on T2-weighted images) and that this portion of the tumor is the most aggressive region. The region of greatest relative cerebral blood volume (rCBV), which is the portion of tumor having greatest capillary density, is generally accepted to be the most aggressive region of the tumor. Typically, the region of greatest rCBV is, in fact, in a contrast-enhancing portion (Provenzale et al., 2006a) (Fig. 33.2). However, the region of greatest rCBV is often smaller than the region of contrast enhancement and greatest capillary permeability (Fig. 33.4 and Color Plate 50). Other contrast-enhancing regions may correspond to
regions of only mildly elevated rCBV or normal rCBV (Fig. 33.4); nonetheless, it is indeed appropriate to consider these regions as indicative of aggressive regions of tumor based on their increased permeability. However, it would be erroneous to believe that the contrast-enhancing portion of tumor is the sole region of brain involved by tumor. It is well established that high-grade brain tumors are infiltrative and often extend not only into adjacent regions that fail to contrast-enhance but even into unenhancing regions in the contralateral hemisphere. As stated earlier, on occasion, unenhancing tumor can contain regions of substantially elevated rCBV (Fig. 33.3).

### 33.3.1 Renewed Emphasis on Understanding of the Blood–Brain Barrier

As noted above, radiologists and treating physicians employ an elementary understanding of the BBB when they review contrast-enhanced imaging studies of brain tumor patients on a daily basis. However, due to the introduction of novel brain tumor therapies, a better understanding of the BBB is needed to
Fig. 33.3 Elevation of rCBV despite the absence of contrast enhancement (i.e., no evidence of elevated permeability) in a 44-year-old woman with World Health Organization grade III astrocytoma. (a) Axial T2-weighted MR image shows hyperintense region (arrow) consistent with a neoplasm in the left frontal lobe. (b) Axial contrast-enhanced T1-weighted MR image does not show any regions of contrast enhancement. On the basis of the T2-weighted image and the contrast-enhanced T1-weighted image, one might have assumed that the lesion is a low-grade neoplasm with no areas of elevated rCBV. (c) rCBV map in which red and yellow colors indicate areas of elevated rCBV shows a region of high rCBV area (arrow) corresponding to the region of hyperintense abnormality on the T2-weighted image. At biopsy, this region was shown to represent high-grade glioma (Reprinted, with permission, from Wong et al. 2000) (see Color Plate 49)
Fig. 33.4 Lack of correlation of all regions of elevated permeability with elevated rCBV in a 51-year-old man with biopsy-proven glioblastoma multiforme. (a) Axial contrast-enhanced T1-weighted image shows large enhancing mass in the left temporal lobe. (b) Color-coded relative permeability map obtained using dynamic contrast-enhanced imaging superimposed on the image shown in (a). The color-coded map shows pixels having one of the three different colors. Left hemisphere regions that have peak signal intensity values in the range of 3–5 standard deviations (SD) above mean signal intensity in the normal right hemisphere are depicted in blue. The pixels that are in the range of 5–7 SD above baseline are shown in yellow color and the red pixels are those in which the increased signal intensity is greater than 7 SD above baseline. Thus, a large area of the tumor has pixels in the highest range of permeability values. (c) Axial rCBV map derived from T2*-weighted dynamic susceptibility imaging sequence shows that regions of elevated rCBV (seen in red and yellow color) are essentially confined to medial and anterior aspects of the tumor. (d) Superimposition of rCBV map shown in (c) on permeability map shown in (b) depicts the fact that large portions of the contrast-enhancing regions showing marked permeability in (a) and (b) do not have elevated rCBV values (arrows). (Reprinted, with permission, from Provenzale et al. 2006b) (see Color Plate 50)
facilitate the development of methods for determining treatment response and improving efficacy of therapeutic agents. The degree of BBB permeability can serve as a surrogate marker for tumor aggressiveness and response to therapy. Knowledge of BBB dysfunction is important for tailoring the size, configuration, and electrical charge of molecules intended to cross the BBB as well as designing methods for manipulating the intact BBB to allow it to temporarily (and selectively) open in order to allow egress of therapeutic drugs from the brain vasculature into the tumor.

33.4 Importance of the BBB for Imaging of Brain Tumors

33.4.1 Angiogenesis and Permeability: Similarities and Differences

A fundamental concept that should be understood before proceeding to discussion of issues of the BBB is that angiogenesis and vascular permeability reflect two aspects of the same phenomenon within tumors. Thus, efforts to understand angiogenesis will indirectly lead to an understanding of vascular permeability; similarly, techniques to diminish angiogenesis within tumors may also contribute to decreasing vascular permeability. For instance, one of the major promoters of angiogenesis, i.e., vascular endothelial growth factor, is a potent promoter of permeability (Puduvalli and Sawaya 2000).

MR imaging in the first few days after antiangiogenesis therapy may show decrease in contrast enhancement (consistent with decreased vascular permeability) but not decreased capillary density, as reflected in lack of decrease in rCBV. Thus, one must be cautious in ascribing decreased contrast enhancement within a tumor after therapy (which primarily reflects vascular permeability) solely to a decrease in angiogenesis. Indeed, one would expect a decrease in tumor angiogenesis to require a longer period of time before an effect could reliably be noted using standard imaging techniques; changes in degree of contrast enhancement and degree of permeability in the first few days after antiangiogenesis therapy are much more likely to be due to BBB stabilization than to decreases in capillary density.

33.4.2 Permeability as a Surrogate Marker for Angiogenesis

One factor in the renewed interest in permeability from the standpoint of the radiologist is the potential use of imaging-based permeability measurements as a surrogate marker for response to antiangiogenesis therapy. In large part, this assumption that permeability measurements can serve as surrogate markers for degree of angiogenesis relies on data from non-CNS tumors. For instance, degree of permeability has been correlated with levels of vascular endothelial growth factor in breast cancer (Ikeda et al. 2004). Although more data with
regard to correlation of angiogenesis factors and permeability indices in brain tumors (sheltered by the BBB) are indicated to further substantiate the role of permeability imaging in CNS tumors, the data from non-CNS tumors are certainly promising.

With this in mind, a number of methods for measuring permeability within tumors have been developed (Provenzale et al. 2005). Most of these techniques have employed T1-weighted imaging techniques that monitor rate and degree of increase in signal intensity following infusion of standard paramagnetic MR contrast material. These techniques may involve very fast imaging during the first minute after rapid infusion of contrast material or longer imaging times (on the order of many minutes) without the need for rapid infusion. However, permeability can also be inferred from T2*-weighted MR imaging techniques that are primarily designed to measure relative cerebral blood volume (rCBV) rather than permeability. These techniques will be discussed in turn.

**33.4.3 T1-Weighted Imaging Techniques**

The most commonly used techniques for measuring permeability use a T1-weighted pulse sequence that is essentially similar to the technique used in standard clinical MR imaging to measure contrast enhancement of tumors (Fig. 33.4). Unlike standard clinical T1-weighted imaging, however, sequences designed to measure permeability provide physiological information in addition to the routine anatomic information regarding size of enhancing tumor. Many of these T1-weighted pulse sequences are commonly referred to as dynamic contrast-enhanced techniques (Choyke et al. 2003). This technique is increasingly being used to assess effects of antiangiogenesis therapy (Fig. 33.5 and Color Plate 51). One of the more common techniques in use is a 3D spoiled gradient in the steady state that allows rapid imaging over the course of a few minutes. The data inherent in the time–signal intensity curve showing increase in signal intensity after infusion of contrast material can then be used to derive a number of hemodynamic parameters. Typical parameters studied include maximum enhancement index (expressing the relationship of signal intensity at any given time relative to baseline signal intensity), rise time (time to reach an arbitrary point on the uptake curve, e.g., half-maximum signal intensity), initial slope (derived soon after contrast material infusion), final slope (derived from curve within last few minutes of contrast enhancement), and area under the contrast enhancement curve (Pickles et al. 2008). Such a technique provides a rough calculation of degree of leakage of contrast material across the BBB and serves the needs of most investigators when a high degree of temporal resolution is not necessary (Tofts 1997). However, although the pharmacokinetic model that is the basis of analysis of such techniques has the benefit of being relatively simple compared to some analytical models, it depends on a number of assumptions that may not be valid in any particular
Fig. 33.5 A 62-year-old man with glioblastoma multiforme. Illustration of changes in contrast material leakage (a reflection of degree of blood–brain barrier disruption) after administration of an antiangiogenesis agent. This case is an example of the fact that decreases in permeability after angiogenesis therapy may be greater than changes in tumor size. (a) Axial contrast-enhanced T1-weighted image prior to therapy shows large contrast-enhancing left temporal lobe tumor. (b) Color-coded map derived from dynamic contrast-enhanced imaging sequence before therapy (performed during the same MR examination as in a) shows relative degrees of permeability in each pixel. Pixels having signal intensity that are 120–149% of normal tissue are shown in blue, those with signal intensity of 140–159% of normal tissue are shown in green, and those having signal intensity $\geq 160\%$ of normal tissue are in red. The majority of pixels are in the $>160\%$ category, consistent with marked leakage of contrast material throughout the tumor and indicating widespread disruption of the blood–brain barrier. (c) Repeat imaging was performed 30 days after beginning therapy with antiangiogenesis therapy. Axial contrast-enhanced T1-weighted image shows mild decrease in size of contrast-enhancing mass. (d) Color-coded map derived from dynamic contrast-enhanced imaging data on imaging at 30 days after beginning therapy (during same MR examination as c) shows marked decrease in number of pixels associated with the highest degree of permeability (i.e., green and red pixels). Reprinted, with permission, from Provenzale (2007) (see Color Plate 51)
study. For instance, the pharmacological model used in many T1-weighted techniques does not rigorously measure arterial input function or vascular volume of the tumor (Pickles et al. 2008). Such dynamic contrast-enhanced techniques have been shown to correspond relatively well with tumor grade (Roberts et al. 2000). Recently, using this technique, the degree of permeability increase prior to therapy has been shown to inversely correlate with disease-free survival and overall survival (Pickles et al. 2008).

Many investigators find that the assumptions inherent within the relatively simple pharmacological models outlined above are inadequate for the characterization of permeability needed for assessment of tumors. Thus, a number of models have been advanced for better representing the physiological characteristics of efflux of contrast material from the vascular compartment into tumors (Tofts 1997) (Fig. 33.6). One particular model, which is accepted by many investigators as best representing contrast material leakage into tumors, employs a two-compartment model in which the contrast material flux between the two compartments is proportional to the differences in the concentrations between compartments (Tofts 1999). The two compartments in this model are the intravascular compartment and the extravascular, extracellular compartment (EES). The intracellular compartment is (appropriately) deemed to be

\[ K_{\text{trans}} \]

**Fig. 33.6** Example of the use of T1-weighted dynamic contrast-enhanced imaging sequence to derive \( K_{\text{trans}} \) measurement of permeability. (a) Axial contrast-enhanced T1-weighted image obtained using spoiled gradient in the steady-state acquisition technique shows inhomogeneous enhancement of a right hemisphere neoplasm. (b) Color-coded \( K_{\text{trans}} \) map in which high degree of permeability is shown in white and yellow indicates that permeability in most of the periphery of the tumor is markedly increased. (Image provided courtesy of Daniel Barboriak, MD) Reprinted, with permission, from Provenzale et al. (2005)
negligible. The model also assumes that the contrast material within the EES has arrived directly from nearby capillaries, rather than from other regions of the EES that receive contrast material from other, more distant capillaries. In addition, the model assumes that the increase in T1 relaxivity (which is the basic mechanism by which tissues gain increase in signal intensity after infusion of gadolinium-based contrast materials) is proportional to the concentration of the contrast agent and also that fast exchange of the contrast material takes place so that, in the case of MR imaging studies, the tissue of interest relaxes with a single T1 value (Tofts 1997). This imaging technique requires a number of unenhanced T1-weighted imaging pulse sequences using various flip angles in order to determine the intrinsic T1 value of tissue.

Some investigators are of the opinion that even these complex models of depicting permeability do not adequately take into account some tumor features. For instance, some argue that the degree of contrast enhancement within regions of a tumor depends not solely on delivery of contrast material and vascular leakiness but also on diffusion of contrast material within the tumor and that this factor must be taken into account in measuring permeability (Pellerin et al. 2007). Stated differently, some components of tumor contrast enhancement are derived from other areas within the EES, rather than directly from adjacent capillaries.

### 33.4.4 Dynamic Susceptibility Contrast MR Imaging in Brain Tumor Assessment

Another major form of hemodynamic imaging commonly performed for tumors is dynamic susceptibility contrast (DSC) MR imaging that relies on a T2*-weighted pulse sequence, as opposed to the T1-weighted dynamic contrast-enhanced pulse sequence discussed earlier (Petrella and Provenzale 2000). This form of imaging is predominantly oriented toward assessment of vascular density rather than degree of permeability. Because this discussion is directed toward permeability measurements, discussion of DSC imaging will be brief.

DSC imaging is typically performed using rapid bolus infusion of MR contrast material; in that respect it is similar to DCE (i.e., T1-weighted) imaging. However, unlike DCE imaging, DSC imaging is performed using an echo planar pulse sequence that is sensitive to signal intensity changes induced by passage of MR contrast material through vessels. Using this echo planar pulse sequence, a signal decrease (as opposed to signal increase) is induced in tissue that is proportional to the concentration of MR contrast material, which can then be used to generate an rCBV map. The concentration of contrast material (which is reflected in degree of signal intensity decrease) is proportional to the vascular density. As a result, the decrease in signal intensity is greater in tissues having a greater vascular density (e.g., gray matter structures, high-grade brain
neoplasms) than in tissues with a lower vascular density (e.g., white matter). Thus, the change in signal intensity can be used as an indirect measure of tumor vascular density. By using a spin echo technique (rather than an alternative, a gradient echo technique), one can optimize the pulse sequence for detection of small vessels such as capillaries and thus obtain a measure of capillary density. Comparison of rCBV maps with permeability maps in the same patient during the same imaging examination often shows that some regions of elevated permeability do not have corresponding regions of highly elevated rCBV (Fig. 33.4), showing once again that, in the various regions of any particular tumor, a high degree of correspondence between permeability and elevated rCBV is not found.

The DSC imaging sequence has been widely used for assessment of degree of angiogenesis and response to antiangiogenesis therapy. For instance, the imaging technique has been used to not only reliably distinguish between high-grade tumors and low-grade tumors but also to distinguish high-grade tumors and other contrast-enhancing lesions such as abscesses and radiation necrosis (Holmes et al. 2004; Bruening et al. 1996; Aronen et al. 1995). DSC imaging can also be used to assess permeability because a component of contrast material leakage is also present during the first pass of contrast material used during T2*-weighted imaging (Weisskoff et al. 1994). Thus, one is able to derive both rCBV measurements and permeability measurements from a single infusion of contrast material. Studies using this form of permeability measurement have shown substantial differences between median permeability values in patients with high-grade brain neoplasms and low-grade brain neoplasms (Provenzale et al. 2002). Similarly, studies performed using DCE-based measurements of permeability and DSC-based measurements of rCBV have shown relatively good correlation (Provenzale et al. 2006b).

One study in which serial MR perfusion imaging of patients with low-grade gliomas was performed showed that this imaging technique can show significant rCBV increases before MR findings of tumor progression to high-grade neoplasm (as evidenced by new contrast enhancement) is seen (Danchaivijitr et al. 2008). Recently, the degree of elevation of rCBV has been shown to correlate with time to progression in patients with brain neoplasms (Law et al. 2008).

33.4.5 Correlation of MR Perfusion Imaging with Angiographic and Histological Tumor Features

In one study, the investigators compared hemodynamic features (in the form of rCBV within tumors) with angiographic blush seen at catheter angiography (Wetzel et al., 2002). The study showed good correlation between degree of elevation of rCBV and degree of vascularity seen at catheter angiography.
Although that study indicated good correlation between MR perfusion measurements and catheter angiography findings, it did not examine histological features indicative of tumor vascularity. However, such a correlation was performed in another study (Sugahara et al., 1998), which found a high degree of correlation between maximal rCBV values on MR perfusion imaging and vascularity within portions of surgically resected glial tumors of varying degrees of aggressiveness as well as between maximal rCBV measurements and degree of increased vascularity seen on catheter angiography. One limitation of that study is that it did not specifically attempt to directly correlate sites of maximal rCBV measurement on MR imaging and histological findings in the same region. In another study performed in mice in whom GL261 tumor cells were implanted within the brain and perfusion MR imaging was performed (Cha et al, 2003), mean vascular density was scored within histological sections of tumors after sacrifice of animals and correlated with maximal rCBV measurements. Tumors were seen to homogenously contrast-enhance on T1-weighted images in the first 2 weeks after tumor implantation but thereafter, during the stage of increasing tumor necrosis, tumors were seen to contrast-enhance in an inhomogeneous manner. Maximal rCBV values peaked during the phase of early inhomogeneous contrast enhancement (i.e., early tumor necrosis) and then decreased. Good correlation was seen between maximal rCBV values and scores of mean vascular density. Furthermore, during the late stage of necrosis, both maximal rCBV values and mean vascular density scores decreased. One interesting finding in this study was that contrast enhancement on T1-weighted images was seen before the onset of angiogenesis, indicating the role that leakage across the BBB, rather than increases in vascular density, may play in the early stages of contrast enhancement in tumors.

33.5 Importance of BBB for Therapy of Brain Tumors

33.5.1 Impact on Brain Tumor Therapy

Two important factors in the ability of a drug to cross the BBB are lipophilicity and hydrophilicity profiles of the drug in question (Kreuter 2001). An intact BBB is more effective at excluding water-soluble drugs (for which there is approximately 1% penetration of the BBB) from the CNS than lipid-soluble drugs (for which 30–40% penetration occurs) (Siegal and Zylber-Katz 2002). Even drugs with a favorable lipophilicity profile, which would be expected to readily cross the BBB, are excluded from the CNS by the multidrug resistance protein outlined earlier (Kreuter 2001). Furthermore, drugs that are effective in the laboratory setting are often not effective in human trials; in many instances, this fact is due to inadequate penetration of the drug across the BBB that was not encountered in laboratory experiments. For these reasons, many different
methods have been explored to circumvent the hurdles to access the CNS imposed by an intact BBB. Some of the major strategies are outlined below.

### 33.5.2 Enhanced Transit of Agents across the Blood–Brain Barrier

Four major strategies have been developed to enhance the transit of chemotherapeutic agents across the BBB: (1) dose intensification, (2) altering the BBB to allow increased transport of standard chemotherapy drug formulations, (3) development of drugs that have increased transport across the BBB, and (4) bypass of the BBB by insertion of mechanical methods of drug delivery into the brain or the cerebrospinal fluid. The first three methods are primarily pharmacological in nature and can be considered as methods to increase uptake enhancement of intravascular drugs (Siegal and Zylber-Katz 2002). The fourth pathway is primarily surgical (Bellavance et al. 2008). It is worth exploring each in turn.

### 33.5.3 Drug Dose Intensification

One method to attempt to increase transport is by increasing the plasma concentration of drug plasma concentration, a process to which some refer as chemotherapeutic dose intensification (Kraemer et al. 2002; Siegal and Zylber-Katz 2002). Dose intensification has been defined as any regimen that delivers high-dose chemotherapy at the highest possible doses and for the shortest possible time, often in conjunction with chemoprotection methods to minimize toxicity (Kraemer et al. 2002). This strategy can also be employed with techniques to interrupt the BBB, which are discussed separately below. For instance, intra-arterial infusion of chemotherapy, which produces large increases in plasma concentration of chemotherapy at the site of the tumor, can be considered as one form of dose intensification therapy (Siegal and Zylber-Katz 2002; Kraemer et al. 2002).

### 33.5.4 BBB Alteration to Allow Increased Drug Transport

Modulation of the BBB, typically in combination of intra-arterial infusion of drug, provides another means of enhancing CNS drug delivery (Siegal and Zylber-Katz 2002). Increasing BBB permeability predominantly affects the penetration of water-soluble drugs. One technique that has been extensively studied is termed osmotic disruption of the BBB and is based on the principle that administration of a hyperosmolar solution, such as mannitol, greatly increases BBB permeability on a transient basis. The mechanism by which this occurs is not definitively known but a leading hypothesis is that the
administration of a hyperosmolar solution causes retraction of the endothelial cell membrane, thereby opening tight junctions (Brightman et al. 1973). In rodent experiments, the percentage of methotrexate delivered to brain was markedly increased using this method (Remsen et al. 1995). Interestingly, radiation treatment prior to infusion markedly decreased drug delivery when radiation therapy was administered weeks before chemotherapy. The technique has been used with some success in humans, following a treatment paradigm that includes arterial catheterization under general anesthesia (which is administered in order to provide continuous stabilization of blood pressure and heart rate at levels that will optimize chemotherapy delivery). The degree of BBB disruption can be assessed immediately after the procedure by performing a contrast-enhanced CT or MR scan. This form of therapy has been employed in various brain tumors with varying degrees of success (Kraemer et al. 2002). In one study of primary CNS lymphoma patients, a statistically significant association between cumulative dose and survival was shown (Kraemer et al. 2001). Nonetheless, a number of limitations of this technique have been noted, which include relatively high cost, use of general anesthesia, invasive nature (based on need for intra-arterial catheterization), and risks of the catheterization procedure (Siegal and Zylber-Katz 2002). Furthermore, standardly the vascular territory of only one of the four major intracranial arteries is considered treatable in any one session (Bellavance et al. 2008). Thus, if the tumor is supplied by more than one major artery, then multiple treatment sessions are needed.

Another form of BBB disruption is that of receptor-mediated BBB opening (Siegal and Zylber-Katz 2002). Much of the work along these lines has been performed using bradykinin or receptor-mediated permeabilizer-7, which is the synthetic analogue of bradykinin. Both molecules provide a means to selectively open the BBB at the tumor site and thus provide targeted delivery, while only lesser degrees of drug are presented to adjacent brain regions (Siegal and Zylber-Katz 2002). One interesting application in an animal model involved preoperative application of a dye following receptor-mediated permeabilizer-7 infusion to more definitively outline surgical margins (Britz et al. 2002). Although therapy using these drugs to enhance drug transport to tumor, if effective, would provide clear advantages, recent small clinical trials have yet to show definite benefit (Warren et al. 2006).

33.5.5 Drugs with Increased Transport Capabilities Across the BBB

Another technique of increased transport is design of methods that enhance the permeability of a specific drug across the BBB (Pardridge 2002; Liu et al. 2006). This can be accomplished by provision of an inactive drug precursor (a so-called pro-drug) that has been modified to increase permeability across the BBB compared to the active form of the drug; the pro-drug can then be converted to an active form of the drug after passage across the BBB (Siegal and Zylber-Katz
2002). An example can be seen in the pro-drug temozolomide, which is lipid soluble and which is converted to an active metabolite at physiological pH within the CNS (Siegal and Zylber-Katz 2002).

### 33.5.6 Local Delivery Techniques

A wide variety of local delivery methods have been developed to enhance drug delivery without having to cross the BBB. One such strategy is direct infusion into the tumor of materials or substrates having sustained release capabilities. These substrates can range from placement of manufactured materials such as polymer wafers into surgical resection cavities (Chambers et al. 2007) to direct injection of viral-mediated therapies, such as drug-expressing adenovirus vectors, into the tumor itself (Chiocca et al. 2008). Monoclonal antibodies are another promising means of treatment of brain tumors but therapy is limited by a low degree of passage through the BBB. One method to bypass the BBB for monoclonal antibody therapy is infusion into a surgical resection cavity; substantial experience has been gained with this method of delivery using monoclonal antibodies bound to radionuclide materials that allows a means of targeted radiotherapy that directly treats the margins of the resection cavity but spares normal brain (Reardon et al. 2006). Yet another method of delivery of monoclonal antibodies is intrathecal infusion, which has been shown to substantially increase levels of antibodies to which tumor may be exposed (Wong 2005). Finally, another method of delivery attempted is intranasal delivery, which has shown promise in increased survival in small animal models (Hashizume et al. 2008).

### 33.5.7 Convection-Enhanced Delivery

An alternative method to deliver drug therapy to the CNS is to directly infuse agents into brain tissue. However, such infusions are limited by the fact that molecular weight and tissue clearance mechanisms impair diffusion of large amounts of drug from the infusion site. An alternative to direct infusion of drug, termed convection-enhanced delivery, has gained much attention in recent years. Convection-enhanced delivery is intended to use a fluid pressure gradient to instill therapeutic drug into interstitial spaces of a tumor using an indwelling catheter (Sampson et al. 2008). Drug diffusion produced by such infusions can be monitored by conventional MR imaging methods (Sampson et al. 2007).

### 33.5.8 Assessment of Drug Pharmacokinetics Within Brain Tissue

An important aspect of drug therapy for brain tumors is the assessment of actual drug delivery to the tumor. Various methods have been described to
accomplish this goal. One especially promising method that has recently been optimized for brain tumor therapy is that of microdialysis (Benjamin et al. 2004). In one study, microdialysis was performed in brain tumor tissue in two patients and in brain tissue adjacent to tumor in another two patients during and after boron infusion for boron neutron capture therapy (Bergenheim et al. 2005). In all four patients, microdialysis was also performed in normal brain tissue. In the two patients in whom microdialysis was performed in tumor tissue, maximal drug level in tumor was approximately 50% of maximal boron level in blood in one patient (and 140% of that in normal brain) and approximately 80% of maximal boron level in blood (and 600% of that in normal brain) in the other patient. These findings were taken by the investigators to indicate that boron crossed the BBB adjacent to tumor in substantive amounts but at normal brain regions, in which the BBB is intact, brain levels are much lower. Among the two patients in whom boron levels in brain adjacent to tumor was measured, in one patient the maximal level was 75% of that of maximal blood levels (and 6 times that of levels in normal brain); in another patient, maximal level in brain adjacent to tumor was approximately 30% of the maximal level measured in blood.

### 33.6 Summary

This chapter has provided the basic information needed to understand the nature of the BBB and to comprehend the role of the BBB in CNS imaging and in new methods for providing therapy for CNS tumors. One may expect that, in the future, novel means of intermittently altering the BBB for therapeutic purposes will be developed. As those methods are developed, in parallel, better imaging techniques will be needed to monitor both BBB alteration and efflux of therapeutic agents across the BBB. Furthermore, more specific information will be required from neuroradiological studies to determine, at even earlier stages, whether therapy is effective so that changes in drug regimens can be made, as needed, early in the treatment course. With that in mind, the investigator who is involved in CNS tumor imaging or therapy is encouraged to read many excellent articles used in the preparation of this chapter with the intent of a more detailed understanding of the BBB.

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBB</td>
<td>Blood–brain barrier</td>
</tr>
<tr>
<td>DCE</td>
<td>Dynamic contrast-enhanced imaging: a form of T1-weighted MR imaging that employs rapid infusion of MR contrast material followed by continuous imaging over a few minutes or many minutes to record increases in signal intensity</td>
</tr>
</tbody>
</table>
DSC  Dynamic susceptibility contrast imaging: a form of T2*-weighted MR imaging in which rapid infusion of MR contrast material is followed by continuous imaging over a period of approximately 1 minute to monitor signal decrease. The signal decrease within tumors is measured as relative cerebral blood volume (rCBV)

EES  Extracellular, extravascular space: the extracellular compartment between cells; essentially the same as the nonvascular interstitial space

MTT  Mean transit time: the time taken for contrast material to pass through tissues, which is shortened in tumors that have a high degree of arteriovenous shunting

rCBV  Relative cerebral blood volume: a measure of intravascular space within a volume of tissue. Within tumors, the rCBV is generally reflective of capillary density and is considered one measure of angiogenesis
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Chapter 34
Targeting CXCR4 in Brain Tumors

Hyunsuk Shim

Abstract Chemokines (chemotactic cytokines) are a family of proteins associated with the trafficking and activation of leukocytes and other cell types in immune surveillance and inflammatory response. Besides their roles in the immune system, they play pleiotropic roles in tumor initiation, promotion, and progression. CXCL12, a chemokine that binds to CXCR4, has been frequently implicated in various cancers. Over the past several years, studies have increasingly shown that the CXCR4/CXCL12 axis plays critical roles in tumor progression, such as invasion, angiogenesis, survival, and homing to metastatic sites. This review focuses on the involvement of CXCR4/CXCL12 interaction in central and peripheral nervous system cancers. CXCR4 expression profiles can be utilized to determine different stages of malignancy in these cancers, which may lead to alternative prognostic markers for cancers and a plan to enhance both diagnostic and therapeutic strategies.
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34.1 Introduction

Chemokines are a superfamily of small secreted cytokines that, through their interaction with G protein-coupled receptors, induce cytoskeletal rearrangements and directional migration of several cell types (Butcher et al., 1999; Campbell and Butcher, 2000; Zlotnik and Yoshie, 2000). These secreted proteins act in a coordinated fashion with cell-surface proteins, including integrins, to direct the specific homing of various subsets of hematopoietic cells to specific anatomical sites (Forster et al., 1999; Homey et al., 2000; Morales et al., 1999; Peled et al., 1999). Chemokines are small peptidic ligands involved in the trafficking of leukocytes and other motile cells (Balabanian et al., 2005; Murphy et al., 2000).

Chemokines play a major role in regulating the migration of cells of the immune system, leading to modulation of immune responses. Their exact role depends on the expression pattern of receptors on specific leukocyte subsets (Murphy et al., 2000) but encompasses the regulation of lymphocyte trafficking, lymphoid tissue development, and the effecting of inflammatory reactions. Chemokine receptors are also found on other cell types and play a part in stem cell recruitment, angiogenesis, development, and wound healing (Rossi and Zlotnik, 2000).

Interest in chemokines and their receptors in the CNS has been rapidly increasing due to their involvement in a diverse range of neurological diseases. Concordantly, the volume of literature pertaining to their involvement in CNS development has been growing rapidly in recent years. Chemokines are also involved in neuronal and glial cell migration and patterning (Bajetto et al., 2001). For example, CXCL1–CXCR2 has been implicated in the migration and proliferation of oligodendrocyte progenitors (Tsai et al., 2002). In parallel to this implication in CNS patterning and developmental positioning, chemokines and their receptors act as physiological neuromodulators. Chemokines CXCL1, CXCL8, and CXCL12 regulate neurotransmitter release or modulate ion channel activity at both the presynaptic and postsynaptic levels (Giovannelli et al., 1998; Limatola et al., 2000). CXCL12–CXCR4 signaling controls the migration and survival of neural precursors (Dziembowska et al., 2005). CXCL12 is a potent neuromodulator of evoked excitatory synaptic transmission and is constitutively expressed in the CNS (Bertollini et al., 2006).

Beyond their role in the CNS under physiological conditions, chemokines and chemokine receptors are studied primarily as mediators of CNS pathologies, especially those with an inflammatory component such as multiple sclerosis. During neurological diseases, the expression of chemokines can be selectively induced or upregulated in a wide range of cells, including microglia, astrocytes, neurons, and endothelial cells (Charo and Ransohoff, 2006; Ubogu et al., 2006). Recent studies suggest that many cancers express an extensive network of chemokines and chemokine receptors (Balkwill and Mantovani, 2001; Vicari and Caux, 2002). These tumors are characterized by deregulation of chemokines and abnormal chemokine receptor expression. The role of
Chemokines and cytokines in the development of brain tumors has been previously reviewed (Dey et al., 2006; Van Meir, 1995, 1999).

As such, these molecules—both chemokines and their receptors—represent potential therapeutic targets. In this chapter, we will focus on the role of CXCR4 as a therapeutic target in brain tumors.

### 34.2 Classification of Chemokines and Their Receptors

Chemokines can be classified into four subfamilies of chemokines, CXC, CC, C, and CX3C, based on the number and spacing of conserved cysteine residues near the N-terminus (Balabanian et al., 2005; Mellado et al., 2001; Zlotnik and Yoshie, 2000) (Fig. 34.1A). CXC, CC, and CX3C chemokines all have four conserved cysteine residues near the N-terminus. The CXC subfamily is further classified into two subgroups depending on the presence or absence of the sequence motif glutamate-leucine-arginine (ELR) at the N-terminus. Individual chemokines can bind more than one chemokine receptor.

**Fig. 34.1 (a)** Chemokines are classified into four major subfamilies according to the configuration of the cysteine residues they contain (http://cytokine.medic.kumamoto-u.ac.jp/). **(b)** The CXC subfamily is further classified into two subgroups depending on the presence or absence of the sequence motif glutamate-leucine-arginine (ELR) at the N-terminus. Individual chemokines can bind more than one chemokine receptor.
conserved cysteines, whereas C chemokines have only two. CXC and CX3C chemokines are distinguished by the presence of one (CXC) or three (CX3C) amino acids between the first and second cysteines, whereas the first two cysteines of CC chemokines are adjacent. The nomenclature of chemokines (e.g., “CXCL12”) is comprised of their subclass (CXC, CC, etc.) followed by “L” for ligand and a specific number (Balabanian et al., 2005; Murphy et al., 2000). This CXC subfamily can be further subclassified into two groups, depending on the presence or absence of a tripeptide motif glutamic acid–leucine–arginine (ELR) in the N-terminal domain (Fig. 34.1B). The ELR presence has been proposed to relate to the functional correlation of structural characteristics of CXC chemokines, such as specificity for neutrophil chemotaxis and angiogenesis (Addison et al., 2000; Hebert et al., 1991; Moore et al., 1998; Strieter et al., 1995). The ELR-containing chemokines (such as IL-8, GRO, and ENA-78) have an apparent uniformity of function as a family of neutrophil chemoattractants and activators. They have also been reported to induce angiogenesis and to be chemotactic for endothelial cells. In contrast, the non-ELR-CXC chemokines (such as PF-4, IP-10, MIG, and CXCL12) show disparate activities. They are themselves nonangiogenic and are even known to possess antiangiogenic properties. One exception is CXCL12, which induces neovascularization (Salcedo et al., 1999). In general, the members of each chemokine subclass show overlapping specificities. For instance, the CXC-ELR1 chemokines are chemoattractants for neutrophils, but not for monocytes. However, CXC-ELR2 chemokines attract lymphocytes and monocytes but are poor chemoattractants for neutrophils. Chemokine receptors are G protein-coupled receptors (GPCRs) with seven transmembrane domains that are highly conserved in evolution (DeVries et al., 2006; Fredriksson et al., 2003; Kawasawa et al., 2003). By binding to their corresponding receptors, chemokines activate a series of downstream signaling pathways to guide the movement of leukocytes to target tissues or organs (Rot and von Andrian, 2004). Directional movement of leukocytes through a concentration gradient of chemokine is defined as “chemotaxis.” So far, 53 human chemokines and 23 chemokine receptors have been cloned or characterized (http://cytokine.medic.kumamoto-u.ac.jp/).

Chemokines bind within the extracellular domain of the chemokine receptor, which comprises the N-terminus and three extracellular loops (Mellado et al., 2001). The intracellular domain, which consists of three loops and the C-terminus, associates with G proteins that, upon activation, lead to events such as inhibition of adenyl cyclase activity (Mellado et al., 2001). G proteins are then activated, driving dissociation of their heterotrimers into α and βγ subunits. Next, various signaling effectors, such as G protein-sensitive phospholipase C isoforms, are activated resulting in inositol-3,4,5-trisphosphate generation. Some of the chemokines can also inhibit adenylate cyclase, activate MAP kinases or phosphatidylinositol-3OH kinase (PI-3 K) (Cartier et al., 2005; Mellado et al., 2001), and stimulate the tyrosine phosphorylation of focal adhesion complex components (Fig. 34.2). Typical cellular consequences
of chemokine binding include changes in gene expression, cell polarization, and chemotaxis (directed cell migration) (Kuang et al., 1996; Rossi and Zlotnik, 2000; Sozzani et al., 1993; Ward et al., 1998). When CXCL12 binds to CXCR4, the complex activates Gαi (pertussis toxin-sensitive) signaling pathways through which reduces cAMP signaling molecules in cells and leads to phosphatidylinositol 3-kinase (PI3K)/Akt and Ras/MAPK signaling pathways. These signaling pathways induce homing, chemotaxis, adhesion, invasion, cell survival, and angiogenesis in lymphocytes, macrophages, neutrophils, hematopoietic stem cells, and tumor cells.

34.3 History of CXCR4/CXCL12

A CXCL12 cDNA clone was first isolated by Tashiro et al. from a murine bone marrow stromal cell line by the signal sequence trap method and the gene was originally named stromal cell-derived factor-1 (SDF-1) (Tashiro et al., 1993).
A few years later, two groups identified its receptor, an orphan GPCR called LESTR/fusin (Bleul et al., 1996; Oberlin et al., 1996). LESTR/fusin was also identified as the coreceptor for human immunodeficiency virus (HIV-1) infection of CD4+ lymphocytes (Feng et al., 1996). CXCL12 was shown to inhibit infection by T-tropic HIV of HeLa-CD4 cells (Bleul et al., 1996; Oberlin et al., 1996). Because LESTR/fusin was found to bind to CXCL12, the nomenclature was revised and it was renamed CXCR4. The CXCL12/CXCR4 chemokine/receptor pair plays pleiotropic functions in the peripheral immune system. CXCL12 is a highly efficacious chemoattractant for lymphocytes and monocytes, but not neutrophils (Bleul et al., 1996). In addition, CXCL12/CXCR4 not only regulates the development of T and B lymphocytes but also contributes to the survival of mature lymphocytes and to the generation of memory T cells (Klein et al., 2001). Later studies have indicated that CXCL12/CXCR4 enhances the inflammatory infiltration of neutrophils or lymphocytes in diverse models and settings involving acute inflammation or fulminant infection (Ding et al., 2006; Petty et al., 2007; Wald et al., 2004). Most importantly, CXCL12 is a major regulator for the homing of hematopoietic progenitor cells (HPCs) to the bone marrow (BM) microenvironment (Lapidot et al., 2005). Deficient development of blood cells and the heart was also described in CXCL12 knockout mice (Nagasawa et al., 1996). Similar phenotypes were observed in knockout mice for its receptor, CXCR4, as well (Tachibana et al., 1998; Zou et al., 1998), suggesting that the interaction between CXCL12 and CXCR4 may be the major ligand/receptor pair relationship. Only recently, a new receptor, CXCR7, has been reported as an alternative nonsignaling CXCL12 receptor, suggesting that the CXCL12/CXCR4 relationship is not entirely exclusive (Burns et al., 2006). However, CXCR7, unlike CXCR4, is expressed only in limited tissue types.

34.4 Functions of CXCR4 in the Normal CNS

The interplay between CXCL12 and CXCR4 is critical to normal development. Unlike mice deficient in other chemokine/receptors, mice lacking CXCL12 or CXCR4 die in utero or shortly after birth (Balabanian et al., 2005; Nagasawa et al., 1996; Odemis et al., 2005; Tachibana et al., 1998; Zou et al., 1998). CXCL12/CXCR4 signaling is required during the development of the hematopoietic, cardiac, vascular, muscular, and nervous systems. Absence of this axis in embryonic life leads to defects in bone marrow myeloid cell formation, cardiac function due to impaired ventricular septum formation, and developmental defects in the cerebellum and in the vasculature of the gastrointestinal tract (Nagasawa et al., 1996; Tachibana et al., 1998; Zou et al., 1998). In the normal adult, CXCL12 and CXCR4 are involved in the homing and retention of hematopoietic progenitor cells in the bone marrow. These progenitor cells express high levels of CXCR4 and are attracted toward CXCL12 produced by
stromal cells in specialized bone marrow niches. Mutations of the \textit{CXCR4} gene lead to aberrant retention of myeloid cells within the bone marrow (Aiuti et al., 1997; Hernandez et al., 2003). In addition, CXCL12 acts as a major chemoattractant for stem cells and some differentiated cells in the pathological contexts of inflammation and tissue regeneration/repair (Gao and Li, 2007; Imitola et al., 2004; Kajiyama et al., 2007; Moyer et al., 2007).

The expression of CXCL12 and its receptor, CXCR4, has been described in neuronal, astroglial, and microglial cell populations in the CNS (Bajetto et al., 2001; Ohtani et al., 1998). CXCL12 exerts its chemotactic action to direct organogenesis and tissue structure in the developing brain. This is demonstrated by studies of both CXCL12\(-/\)- and CXCR4\(-/\)- knockout mice, in which gene deletion resulted in significant abnormalities in cerebellar and hippocampus development. These animals suffered from severe cerebellar abnormalities comprised of a misplaced external granule cell layer and clusters of proliferating granule cell precursors which had migrated inappropriately deep within the cerebellar anlagen (Bagri et al., 2002; Lu et al., 2002; Ma et al., 1998; Nagasawa et al., 1996; Reiss et al., 2002; Zhu et al., 2002; Zou et al., 1998). Thus, evidence is accumulating that the CXCR4 plays a crucial role in the normal development of the cerebellar cortex and in cell cycle control of neuronal precursors within the external granule cell layer (Fig. 34.3 and Color Plate 52).

![Fig. 34.3 Dark-field mRNA expression of CXCR4 (upper left) and CXCL12 (upper right) and bright-field (H&E) picture (lower panels) of adjacent brain sections from 7-day-old mouse brain by in situ hybridization (sagittal view). CXCR4 expression is significantly elevated in the cerebellum (external granular cell layer) and the hippocampus. CXCL12 expression is also notably high in the cerebellum and the hippocampus. The images are adapted from St. Jude Children’s Research Hospital Brain gene expression map (http://www.stjudebgem.org/web/view/probe/viewProbeDetails.php?id=53#more) (see Color Plate 52).]
Plate 52). Additional cardinal features of the mutant animals were the mislocalization and failed proliferation of cerebellar granule precursor cells (GPCs). These phenotypic changes in GPCs reflect two effects of CXCL12: a chemotactic effect (Klein et al., 2001; Lu et al., 2001; Zhu et al., 2002) and the ability of CXCL12 to synergize with Sonic hedgehog (Shh) in the promotion of GPC proliferation (Klein et al., 2001). The capacity of CXCL12 and CXCR4 to regulate proliferation and migration of neural precursor cells raises the possibility that these molecules might be therapeutic targets in malignancies arising from CNS progenitors. It has also been reported that CXCL12 is synthesized and secreted by meningeal cells in the cerebellum and allows the stem cells of the external granule layer, which express CXCR4, to be attracted to the proliferating compartment. CXCR4 expression is absent in the postmitotic cells that migrate in the inner layer (Reiss et al., 2002; Zhu et al., 2002).

The entry of immune cells is tightly regulated in the central nervous system (CNS). Immune responses are not initiated within the CNS due to the absence of endogenous antigen-presenting cells (Ransohoff et al., 2003). Both CXCL12 and CXCR4 are constitutively expressed in the CNS but do not mediate leukocyte recruitment to that organ under normal physiological conditions (Banisadr et al., 2003; Tham et al., 2001; Tissir et al., 2004).

### 34.5 Involvement of CXCR4 in Non-CNS Cancers

CXCR4 is the most widely expressed chemokine receptor in many different cancers. The effects of CXCL12 on CXCR4-bearing tumor cells include a wide diversity of functions such as angiogenesis, invasion, locomotion, extravasation, directional migration, homing, and cell survival (see reviews: Ben-Baruch, 2008; Burger and Kipps, 2006; Vandercappellen et al., 2008; Zlotnik, 2006). Among these, the function of controlling cell migration and homing, which is the rate-limiting step of the multistep processes of metastasis, is unique for CXCR4/CXCL12. The process of metastasis is similar to leukocyte and stem cell trafficking, processes that utilize the CXCL12/CXCR4 axis (Kucia et al., 2005). The CXCR4 chemokine receptor mediates the migration of human stem cells to marrow and possibly peripheral blood cells to lymph nodes and spleen (Blades et al., 2002; Cashman et al., 2002; Kollet et al., 2001; Lapidot, 2001; Spencer et al., 2001; Vainchenker, 2001; Voermans et al., 2002; Wright et al., 2002). This migration is mediated by the binding of its ligand, CXCL12. In SCID mice transplanted with a human lymph node; CXCL12 induced CXCR4-positive cell migration specifically into the transplanted lymph node (Blades et al., 2002). These results imply that the CXCL12/CXCR4, “lock and key,” directs cells to a specific home. Cancer cells that express CXCR4 exploit the same signaling pathway leading to homing and retention in tissues with enriched CXCL12. Metastasis is the result of several sequential steps and represents an organ-selective process (Nicolson, 1992). Although a number of
mechanisms had been implicated in metastasis, the precise mechanisms determining the directional migration and invasion of tumor cells into specific organs remained elusive for a long time.

Muller et al. published a landmark study on the involvement of CXCR4 in breast cancer metastasis (Muller et al., 2001). In samples collected from various breast cancer patients, they found that the level of expression of CXCR4 is higher in primary tumors relative to normal mammary glands or mammary epithelial cells. By contrast, CXCL12 is highly expressed in the most common destinations of breast cancer metastasis, including the lymph nodes, lung, liver, and bone marrow. Current evidence suggests that the expression of CXCR4 on breast cancer cell surfaces leads to organ-specific metastasis by homing of circulating tumor cells to organs that express CXCL12. The treatment with CXCR4 antibodies inhibited metastasis to regional lymph nodes, while cells treated with isotype controls metastasized to the lymph nodes and lungs (Muller et al., 2001). These data indicated that neutralization of the interaction between CXCR4 and its ligand, CXCL12, by a CXCR4 antibody can significantly impair metastasis of breast cancer cells to the lymph nodes and lungs. Since that time, the CXCL12/CXCR4 pair has been demonstrated to play critical roles in the metastasis of various types of cancers. Two years later, by using an animal model of bone metastasis generated by the intracardiac injection of MDA-MB-231 breast cancer cells into female SCID (severe combined immunodeficient) mice, CXCR4 was demonstrated to be a key player in bone metastasis of breast cancer (Kang et al., 2003). A subsequent microarray analysis on a subpopulation of MDA-MB-231 cells with elevated metastatic activity isolated from the mice showed that one of the six genes responsible for the metastatic phenotype was CXCR4. Overexpression of CXCR4 alone in the original ATCC MDA-MB-231 cells significantly increased their metastatic activity. Two groups independently evaluated the efficacy of a CXCR4 antagonist 14-mer peptide (TN14003) in inhibiting metastasis in an animal model. They confirmed that blocking CXCR4 was effective in limiting metastasis of breast cancer (Liang et al., 2004; Tamamura et al., 2003). Liang et al. further demonstrated that silencing CXCR4 by RNA interference technology also prevented tumorigenesis in an animal model of breast cancer metastasis. They showed that blocking CXCR4 expression at the mRNA level with a combination of two small interfering RNAs impairs invasion of breast cancer cells in a matrigel invasion assay and inhibits breast cancer metastasis in an animal model (Liang et al., 2005). Furthermore, decreasing expression levels of CXCR4 by microRNA against CXCR4 also reduced migration and invasion in vitro and lung metastases in vivo (Liang et al., 2007b). MicroRNAs have been shown to function as regulatory molecules and to play an important role in cancer progression (for reviews, see Gartel and Kandel, 2008; Ma and Weinberg, 2008). These data support the possibility that small interfering RNAs or microRNAs against CXCR4 can serve as an alternative means of lowering CXCR4 expression to block subsequent invasion and metastasis. Both small interfering RNAs and microRNAs are gaining considerable attention in the
pharmaceutical and biotechnology industries, as research has revealed their striking efficacy in knocking down the selected target genes. The capacity of small interfering RNAs to dramatically and specifically reduce the expression of targeted genes has gone into multiple clinical trials to establish the therapeutic potential of small RNAs targeting viral, cancer, and other disease-related genes (Pappas et al., 2008). Taken together, these studies confirm the necessity of CXCR4 in breast cancer metastasis and suggest a novel preventive and therapeutic strategy for cancer management.

Another intriguing report (Li et al., 2004) demonstrated that the receptor tyrosine kinase HER2 enhances the expression of CXCR4 and that there is a significant correlation between HER2 and CXCR4 expression in human breast tumor tissues. HER2, or human epidermal growth factor receptor 2, is overexpressed in 25% of hormone-refractory breast cancers. The same group reported that CXCR4 expression correlated with a poor overall survival rate in patients with breast cancer. They further demonstrated that anti-CXCR4 antibody blocked HER2-mediated invasion in vitro and lung metastasis in vivo. HER2-positive breast cancers are aggressive and, currently, anti-HER2 antibody (Trastuzumab, Genentech, Inc) is one of the most successful targeted therapies in recent years against hormone-refractory, HER2-positive breast cancer in patients. However, this therapy is extremely expensive due to the high cost of antibody production and limitation of bioavailability only by infusion. The above results provide a potential route of intervention for the inhibition of HER2-mediated breast cancer malignancy by blocking CXCR4 signaling pathways.

CXCR4 has been shown to be expressed at high levels on malignant tumor cells with high metastatic potential of other epithelial cancers. Table 34.1 summarizes the importance of the CXCR4/CXCL12 interaction in the malignant progression of numerous cancers. These CXCR4-positive tumor cells are able to home to other tissues in the presence of CXCL12 in the stroma of the target tissues. Various studies have shown significant CXCL12 concentrations in the fluid-filled cavities through which many cancers disseminate and at tissue locations in which metastases characteristically develop. In addition, CXCL12 has been shown to promote cancer cell growth along with other mitogenic factors. This has been demonstrated in cells from colorectal, prostate, and ovarian cancers (Oda et al., 2006; Oonakahara et al., 2004; Tang et al., 2008). In colorectal cancer, CXCR4 is abundantly expressed in various colorectal carcinoma cells (Alix-Panabieres et al., 2005; Hao et al., 2007). Interestingly, it was found that CXCR4 expression was not required for the migration of CT-26 colorectal tumor cells to the lungs, but rather for homing, e.g., tumor expansion at secondary sites (Ishibe et al., 2002; Zeelenberg et al., 2003). Others found that CXCR4 was overexpressed in human colorectal carcinoma tissues compared to normal tissues. Furthermore, elevated CXCR4 expression in colorectal cancer is associated with disease progression and reduced survival (Fukunaga et al., 2006; Ottoiano et al., 2005; Schimanski et al., 2005; Zeelenberg et al., 2003).
Another important function of CXCL12:CXCR4 is to promote cancer dissemination indirectly by enhancing the vascular supply, since the CXCL12/CXCR4 axis may also promote tumor angiogenesis. CXCL12 influences the interaction of CD34+ hematopoietic cells with the hematopoietic microenvironment by regulating their migration and adhesion as well as the secretion of vascular endothelial growth factor (VEGF) and matrix metalloproteinases (MMPs) (Majka et al., 2000a, b, c; Richard et al., 2006). On the other hand, CXCL12 has been shown to induce secretion of VEGF, but not matrix metalloproteinases in lymphohematopoietic CXCR4+ cell lines (Kijowski et al., 2001). In this study, the authors showed that the VEGF protein levels increased in conditioned medium of cell lines treated with CXCL12. VEGF increased CXCL12 expression in endothelial cells (Salvucci et al., 2002), and anti-CXCR4
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antibody disrupted extracellular matrix-dependent endothelial cell tube formation in vitro. This morphogenic process is closely associated with CXCR4 expression. Pertussis toxin (inhibitor of Gz4) and neutralizing antibodies of CXCL12 inhibited bFGF (basic fibroblast growth factor) and VEGF-dependent neovascularization in vivo. The fact that blocking either CXCR4/CXCL12 interaction or the major G protein of the CXCR4/CXCL12 signaling pathway (Gz1) inhibits VEGF-dependent neovascularization strongly suggests that CXCR4/CXCL12 indeed regulates VEGF-dependent angiogenesis. These results indicate that CXCL12/CXCR4 regulates VEGF-regulated paracrine signaling systems, which in turn are essential regulators of endothelial cell morphogenesis and angiogenesis (Fig. 34.4 and Color Plate 53). Numerous studies have shown that VEGF and MMPs actively contribute to cancer progression through angiogenesis and metastasis (Gontero et al., 2004; Kortylewski et al., 2005; Ribatti et al., 2004; Turner et al., 2003). This once again reinforces the attractiveness of the CXCR4/CXCL12 signaling cascade as a target for the intervention of neovascularization. The role of CXCR4/CXCL12 in tumor

Fig. 34.4 Complex regulation of angiogenesis by CXCR4/CXCL12 via VEGF-dependent manner. VEGF increased CXCL12 expression in endothelial cells and its morphogenic process is closely associated with CXCR4 expression. Published results also suggest that CXCR4/CXCL12 regulates VEGF-dependent angiogenesis. These results indicate that CXCL12/CXCR4 regulates VEGF-regulated paracrine signaling systems, which in turn are essential regulators of endothelial cell morphogenesis and angiogenesis (see Color Plate 53)
angiogenesis in vivo was demonstrated in a squamous cell carcinoma of the head and neck (SCCHN) orthotopic animal model using highly metastatic subclones generated via in vivo selection of SCCHN cells through four rounds of serial metastases (Yoon et al., 2007). They showed that anti-CXCR4 treatment suppressed primary tumor growth by inhibiting tumor angiogenesis. Others reported that CXCR4/CXCL12 induced Akt phosphorylation, which resulted in upregulation of VEGF at both the mRNA and protein levels. Conversely, blocking the activation of Akt signaling led to a decrease in VEGF protein levels. Also, blocking CXCR4/CXCL12 interaction with a CXCR4 antagonist suppressed tumor angiogenesis and growth in vivo. Furthermore, VEGF mRNA levels correlated well with CXCR4 mRNA levels in patient tumor samples (Liang et al., 2007a). Thus, this study demonstrates that the CXCR4/CXCL12 signaling axis can induce angiogenesis and progression of tumors by increasing the expression of VEGF through the activation of the PI3K/Akt pathway.

Recently, CXCR4/CXCL12 became the focus of cancer stem cell because this pair is associated with stem cell recruitment. Cancer stem cells are a minority of tumor-initiating cells expressing a set of antigenic markers on their surface that is distinct from the majority of the population. This indicates that these two groups of cells are in different states of differentiation. In many normal tissues, stem cells are usually less differentiated, while their nonstem cell descendants enter states of increased differentiation. In addition, stem cells appear to have an essentially unlimited ability to regenerate. Because some of their progeny remain as stem cells, they are said to be “self-renewing” (Weinberg, 2006). It is therefore tempting to think that the same organization of cell behavior operates in human tumors, but definitive evidence of such a relationship is still missing. The heterogeneity observed in many types of human cancers may reflect the activation of specific genes and the different stem/progenitor cell populations in which these genetic or epigenetic events occur. Similarities have been observed in the pathways regulating stem cell homing and metastasis, and increasing evidence also suggests that treatment failure and the recurrence of human cancer may reflect the intrinsic quiescence and pro-survival of cancer stem cells (Zhang and Rosen, 2006). One of the intriguing reports demonstrating the critical role of CXCR4 of cancer stem cells in metastasis and pro-survival was in pancreatic cancer (Hermann et al., 2007). Pancreatic cancer has notorious fatality and the authors tempted to link its drug resistance and high metastatic potential to a distinct subpopulation of CD133+CXCR4+ cancer stem cells that are metastatic. This subpopulation was not only essential for tumor metastasis but also highly resistant to standard chemotherapy. Drug resistance can occur at several levels and is the main cause of treatment failure for oncology patients. The multidrug-resistant phenotype in highly migratory tumor cells becomes enhanced at metastatic sites. It is unknown how these cells, when tested in vitro cell cultures, are not as resistant to chemotherapy as those tested in vivo. Thus, it has long been suspected that there must be an accomplice in the tumor microenvironment (tumor stroma) that promotes tumor cell survival. This speculation promoted a new
generation of ideas to explain why chemotherapy causes transient tumor reduction followed by tumor recurrence, often at metastatic sites. It is proposed that drug resistance may evolve as a result of repeated cycles of chemotherapy (Gazitt, 2004). Following each cycle of chemotherapy, cancer stem cells lose adhesion molecules and CXCL12 signaling. Both adhesion molecules and CXCL12/CXCR4 signaling play key roles in homing and mobilization of hematopoietic progenitor and cancer stem cells. Surviving cells, released from tumor sites, circulate until re-expression of adhesion molecules and CXCR4 occurs, then home to stroma enriched with CXCL12, such as the lymph nodes, lungs, bones, and liver. CXCL12 secreted by cells in the new microenvironment at the metastatic site may induce proliferation and drug resistance of CXCR4-positive cancer stem cells. This process is amplified in each cycle of chemotherapy, resulting in disease progression.

In summary, CXCR4/CXCL12 provides a proliferative advantage to a subpopulation of CXCR4-positive cancer cells at multiple levels: (1) homing; (2) promoting cell survival; and (3) angiogenesis. These characteristics may be responsible for certain properties of cancer stem cells; essential for tumor metastasis as well as drug resistance to standard chemotherapy.

### 34.6 Involvement of CXCR4 in Glioma

Several studies have demonstrated the important role of CXCR4–CXCL12 in the biology of the most aggressive type of primary brain tumor, glioblastoma multiforme (GBM) (also known as WHO grade IV astrocytoma). GBM is the most common primary brain tumor and is uniformly fatal despite aggressive surgical and adjuvant therapies. One characteristic feature of GBM is the presence of hypoxic areas associated with increased angiogenesis. Hypoxia-inducible factor (HIF)-1 regulates the expression of target genes critical for the formation of new vasculature, such as VEGF and CXCR4, and provides a plausible explanation for the vascular hyperplasia seen in GBM (Kaur et al., 2004; Zagzag et al., 2005). Expression of CXCR4 has been shown in the endothelial cells of neovessels, with a high expression of its ligand in tumor cells adjacent to them. This suggests a role for CXCL12 in promoting angiogenesis (Rempel et al., 2000). Further observations suggest that the CXCR4/CXCL12 interaction plays a critical role in GBM progression (Zhou et al., 2002). Studies analyzing the cellular and genetic changes that occur during the genesis and progression of human gliomas have demonstrated the overexpression of CXCR4 in GBM tissue as compared with normal brain tissue and found a correlation between tumor grade and the expression of CXCR4 and its ligand CXCL12 (Rempel et al., 2000; Sehgal et al., 1998a, b). Using immunohistochemistry, they found low-level expression of CXCL12 and CXCR4 in low-grade gliomas and higher level expression in grade IV GBM, which are characterized by large regions of angiogenesis and necrosis. These data suggest
that CXCL12 and CXCR4 expression could be useful biomarkers for gliomas. A relation between the expression of CXCL12 and a significantly shorter time to tumor progression in low-grade glioma in 50 patients (Salmaggi et al., 2005) suggests a potential role of CXCL12 as a marker of early disease progression.

Targeting of the CXCR4/CXCL12 ligand/receptor pair has confirmed its importance for glioma growth in preclinical models. Systemic administration of AMD3100, a small-molecule inhibitor of CXCR4 (Gerlach et al., 2001), decreased the growth of GBM in an orthotopic animal model. AMD3100 treatment reduced the activation of extracellular signal-regulated kinases 1 and 2 (Erk 1/2) as well as Akt and also increased rates of apoptosis. Their studies suggest that CXCR4 signaling is a critical component of brain tumor biology, which generated enthusiasm for the translation of this agent to the clinic for the treatment of brain tumor patients. However, AMD3100 has a partial agonistic activity and belongs to the class of metal-chelating bicyclams (Onuffer and Horuk, 2002; Trent et al., 2003). It was previously advanced as far as Phase II clinical evaluation as an HIV entry inhibitor (Donzella et al., 1998; Fujii et al., 2003; Hatse et al., 2002; Schols et al., 1997). However, it was withdrawn from that indication in response to adverse cardiac effects including cardiotoxicity (De Clercq, 2003). Currently, AMD3100 is being tested in the clinic for an indication of stem cell mobilization, which would require only a one time administration of the drug. Unfortunately, based on the experience of AMD3100 in the HIV trial, a safer drug is desired for the treatment of brain tumor patients.

Metastasis is not a major problem of GBM; it is rather fast proliferation and increased angiogenesis. In GBM, CXCR4/CXCL12 interaction promotes VEGF-dependent angiogenesis and cell survival against traditional chemotherapy.

### 34.7 Involvement of CXCR4 in Medulloblastoma

Medulloblastomas are the most common malignant brain tumors in childhood with a median age of onset at 9 years (Packer et al., 1999). Medulloblastomas are histologically divided into four major subgroups. While classic and desmoplastic tumors account for the vast majority of cases, medulloblastomas with extensive nodularity and large cell medulloblastomas are rare (Giangaspero et al., 2000). All medulloblastoma subtypes are believed to be originated from neural progenitors of the cerebellum, although the exact cellular origin remains to be elucidated in most cases.

CXCR4 is strongly expressed in proliferating granule cell precursors (Klein et al., 2001; Zhao et al., 2002). CXCL12, which is secreted by meningeal cells of the leptomeninges, significantly enhances granule cell proliferation (Zhao et al., 2002). This effect is reduced by blocking the CXCR4 receptor either by AMD 3100 or pertussis toxin. This indicates coupling of neuronal CXCR4 to Gz.
which has previously been demonstrated to be expressed in granule cell precursors (Rubin et al., 2003; Schuller et al., 2001). CXCR4 promoted survival, proliferation, and migration in a desmoplastic medulloblastoma cell line (Daoy) in vitro and in in vivo tumor models (Rubin et al., 2003). Whereas 18/20 classic MBs showed very low levels of CXCR4 mRNA, 17/18 desmoplastic and 6/7 extensively nodular MBs showed high levels (Schuller et al., 2005). This study also revealed that a small subset of medulloblastomas carry mutations in the gene encoding CXCR4. While overexpression of CXCR4 is common in most cases of cancers, CXCR4 mutation is rarely reported. The two mutations identified were located, respectively, in the first (A157C) and second (C414T) transmembrane regions of the receptor, the second being relatively close to the cell surface in a location possibly important for ligand binding (Brelot et al., 2000). They speculated that mutations within the transmembrane regions might contribute to pathologic receptor activity or to resistance to inhibitors such as AMD3100. Moreover, strong expression of CXCR4 mRNA was demonstrated in medulloblastomas that likely derive from the cerebellar external granule cell layer (Fig. 34.3). These data suggest that CXCR4 may be responsible for the development of specific medulloblastoma subtypes and that expression of CXCR4 mRNA could be an improved detection means of tumors derived from the cerebellar external granule cell layer over classical histology and silver staining.

CXCL12 could also contribute to the pattern of medulloblastoma spread. Medulloblastoma is distinctively different from other brain tumors because it often metastasizes to bone and liver tissues, which express CXCL12. Therefore, CXCR4 may play a critical role in this subtype of metastatic medulloblastomas for their growth and metastasis.

34.8 Involvement of CXCR4 in Meningioma

Meningiomas constitute about 20% of all primary intracranial tumors in adults. Meningothelial, fibrous, and transitional meningiomas are the most common meningiomas and are classified as grade I using the WHO system. They are slowly growing benign lesions with a good prognosis. Other subtypes, such as atypical (grade II) and anaplastic (grade III) meningiomas, are much more malignant with a high incidence of recurrence (Kleihues et al., 2002). CXCR4 plays an essential role in the development of the hippocampal dentate gyrus in which CXCL12, which is highly expressed in the meninges that overlay the hippocampus, has proliferative effects on dentate granule cell precursors and provides a guiding chemoattractant signal for CXCR4-expressing cells that migrate toward the dentate gyrus (Bagri et al., 2002; Lu et al., 2002). The expression of CXCR4 and CXCL12 was examined in 55 human meningioma specimens (Bajetto et al., 2007). CXCR4 mRNA was identified in 78% of the meningiomas, whereas CXCL12 mRNA was found in 53%. There was a
significant relationship between the CXCR4 and CXCL12 mRNA expression, but no correlation with WHO tumor grade was found. This lack of correlation may potentially be due to the heterogeneous group of samples in the study, which included a large number of WHO grade I tumors (85%) and only a few cases of high-grade meningiomas, which corresponds to the real incidence of these tumors. The authors hypothesized that CXCR4 expression might represent an early factor regulating cell proliferation in benign tumor growth and concluded that CXCR4 could serve as a potential target to control the cell proliferation in the early stages of the disease. They also noted that CXCR4 does not play a key role in cell growth in the high-grade meningiomas (Bajetto et al., 2007).

The signaling mechanisms activated by the exclusive binding between CXCL12 and CXCR4 were examined in 12 primary cultures from meningioma tissues (Barbieri et al., 2006). CXCR4 was functionally coupled as demonstrated by the significant increase of DNA synthesis in meningioma cells in response to CXCL12. In three primary cultures, the CXCL12-dependent mitogenic activity was associated with a marked phosphorylation of extracellular signal-regulated kinase (ERK1/2). PD98059 (a MEK inhibitor) significantly reduced ERK1/2 activation, thus suggesting that an autocrine CXCL12/CXCR4 growth loop promotes meningioma cell proliferation via ERK1/2 signaling.

34.9 Involvement of CXCR4 in Neuroblastoma

Neuroblastoma is the second most common solid tumor found in children, originating from precursors derived from embryonic neural crest cells that form the peripheral sympathetic nervous system. About one-half of children have localized tumors that can be cured with surgery alone, while the remaining children have widespread metastatic disease or quite large, aggressive, localized tumors commonly in adrenal glands. The latter have a poor long-term survival rate of approximately 30%. Despite advances in combined therapies, the survival rate of patients with metastatic neuroblastoma has not significantly improved over the last decade. Therefore, there is an urgent need for genetic and biologic markers for the diverse clinical phenotypes observed in neuroblastoma patients. One of the emerging biomarkers in neuroblastoma is the over-expression of CXCR4 (Vasudevan et al., 2005). CXCR4 expression correlates with high-stage disease (Russell et al., 2004), and the interactions of CXCR4 with CXCL12 were shown to be necessary for the survival of several neuroblastoma cells in vitro (Meier et al., 2007). A higher expression of CXCR4 was found in primary neuroblastoma cells from patients with high-stage disease and in patients with bone and bone marrow metastases (Russell et al., 2004). Disease-free survival in patients with tumors expressing high levels of CXCR4 is significantly worse than in patients with low CXCR4 tumor expression.
The expression levels of CXCR4 were found in various NB cell lines and, using CXCR4-expressing SH-SY5Y cells, they found that CXCL12 induces the migration of CXCR4-expressing neuroblastoma cells in CXCR4- and G protein-dependent manners (Geminder et al., 2001). SH-SY5Y cells were found to interact at multiple levels with bone marrow components. Bone marrow-derived constituents were able to promote SH-SY5Y cell migration, adhesion to bone marrow stromal cells, and proliferation in vitro. These results suggest that SH-SY5Y neuroblastoma cells are capable of homing to the bone marrow and that the ability of neuroblastoma tumors to preferentially form metastases in the bone marrow may be influenced by CXCR4/CXCL12 interactions. Moreover, others screened chemokine/receptor profiles in different neuroblastoma cell lines and investigated the roles of CXCR4 in neuroblastoma tumor growth and progression using mouse xenograft models (Zhang et al., 2007). They demonstrated the important role of stromal cells in neuroblastoma metastasis and a potential regulatory tumor–host mechanism for CXCR4 in neuroblastoma in vitro transwell invasion assay. Several studies further demonstrated that CXCR4 expression can be regulated positively by cytokines such as TGF-β1, VEGF, and bFGF. CXCR4 expression can also be regulated negatively by cytokines such as IL-5 and IFN-α in leukocytes, endothelial cells, and neural cells (Franitza et al., 2002; Ikura et al., 2001; Rostasy et al., 2005; Salcedo et al., 1999; Schioppa et al., 2003). Overexpression of CXCR4 promoted neuroblastoma cell migration selectively toward bone marrow stromal cell-conditioned medium in vitro (Zhang et al., 2007). In a mouse xenograft model, bone marrow metastasis could be achieved by CXCR4 overexpression. Furthermore, Chen et al. (2006) suggested the regulation of angiogenesis by CXCR4 in neuroblastomas and that the dissemination of CXCR4-overexpressed neuroblastoma cells from primary tumors could result from increased neovascularatures.

In summary, these studies reveal critical roles for CXCR4 in NB metastasis and provide insights into the regulatory mechanism of chemokine receptors in NB and the importance of the tissue microenvironment in modulating tumor cell behavior. The ability of neuroblastoma tumors to preferentially form metastases in the bone marrow may be influenced by a set of complex CXCR4/CXCL12 interactions. Key events in this process may be increased adhesion to bone marrow cells, followed by proliferation of the tumor cells. Homing requires adhesion-mediated arrest of the cells on the bone marrow microvasculature. The homing of neuroblastoma cells to the bone marrow is mediated via an interaction between the CXCR4 receptor expressed by the tumor cells and the corresponding ligand, CXCL12, secreted by bone marrow stromal cells.

34.10 Concluding Remarks

Extensive evidence indicates that cancer cells express the CXCR4 chemokine receptor and that its interaction with CXCL12 is crucial for homing, tumor cell survival, and angiogenesis. CXCR4/CXCL12 appears to play a central role in
the “seed-and-soil” hypothesis of Paget, which dates back to the 19th century (Mueller and Fussenig, 2004); CXCL12 is expressed by the “soil” organs and the “seed” cells in circulation will home to those organ sites. Therefore, modulating the CXCR4/CXCL12 homing interaction may provide an alternative target for cancer therapy by blocking cancer progression through distant metastases. In addition, CXCR4 expression profiles can be utilized to determine different stages of malignancy in various cancers, which may lead to alternative prognostic markers for cancers and a strategy to enhance both diagnostic and therapeutic strategies. Much research validates the notion of targeting the CXCR4/CXCL12 interaction in tumor progression as not only a therapeutic approach but also a chemopreventive strategy, blocking the development of more aggressive tumors (Balkwill, 2004). A better understanding of the role of CXCR4 and CXCL12 in brain tumors will enable improved manipulation of this important player of tumor progression to affect the outcome of brain tumors. Increased knowledge of the CXCR4 interaction with its ligand, and of the different signaling events resulting in CXCR4 functions, will also enhance future drug design.
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Chapter 35
Molecular Targeting of IL-13Rα2 and EphA2 Receptor in GBM

Waldemar Debinski and Jill Wykosky

Abstract  Finding widely overexpressed proteins specific to glioblastoma multiforme (GBM) was considered unlikely. Contrary to expectations, a number of such factors have been identified to be expressed in a majority of GBM but not in normal brain. These tumor-specific proteins are very attractive targets for novel, specific, rationally designed molecular therapies. Here we discuss the opportunities presented by two such factors, IL-13Rα2 and EphA2 receptor. IL-13Rα2 is a nonsignaling form of interleukin-13 receptor, which, in contrast to its physiological counterpart, is not bound by interleukin-4. IL-13Rα2 is overexpressed in 75% of GBM, and its presence in normal organs is very low or nonexistent, with the exception of the testes. EphA2 receptor belongs to the largest family of receptor tyrosine kinases. EphA2 is present in nearly all GBM, is highly overexpressed in 66% of them, is absent in normal brain, and is strongly associated with poor patient survival. Molecularly targeted cytotoxins that contain derivatives of bacterial toxins that specifically and potently kill GBM cells overexpressing either IL-13Rα2 or EphA2 receptor were produced. The first generation of an IL-13-based cytotoxin reached Phase III clinical trial, demonstrated safety of the approach in humans, improved progression-free survival of GBM patients in some centers, but did not modify mean survival of the whole cohort. The first EphA2-targeted cytotoxin has already demonstrated attractive features in recent preclinical examination. The overexpression of either IL-13Rα2 or EphA2 is seen in 95% of GBM, which means that by cotargeting these two receptors almost all patients will be eligible, making the need for pretherapy screening for marker expression unnecessary. The future efforts in exploiting potent cytotoxins for the treatment of GBM should focus
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on combinatorial targeted therapy that involves either a multivalent approach or combination cocktails of the cytotoxins. In this way, multiple compartments of GBM tumors will be targeted benefiting all the patients.
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**35.1 Molecularly Targeted Recombinant Cytotoxins for the Treatment of Brain Tumors**

Virtually all patients with glioblastoma multiforme (GBM) are refractory to the treatment that includes surgery (Sanai et al. 2008), radiation therapy (Shaw et al. 2006), and various chemotherapeutic regimens (Stupp et al. 2005). This is best illustrated by the fact that during the last seven decades, one month per decade was added to the lives of patients with GBM. Thus, new and preferably molecularly specific methods of GBM treatment must be found.

A new approach in anti-GBM therapy utilizes recombinant chimera cytotoxic fusion proteins (Debinski 2002a, b, 2007, 2008; Lask et al. 1997) (Fig. 35.1). These cytotoxins are composed of two principal structural elements: (i) a targeting ligand/vector and (ii) an effector in a form of various derivatives

![Fig. 35.1 Scheme of the first generation of interleukin-13 (IL-13)-based cytotoxin, huIL13-PE38QQR. Anticancer cytotoxins (recombinant fusion chimera protein) are composed of a carrier/ligand (in this case, wild-type IL-13) and an effector/catalyst (in this case, a derivative of *Pseudomonas* exotoxin A, PE38QQR). P/T, processing/translocation domain of PE; E, enzymatic, ADP-ribosylating enzyme in PE](image-url)
of bacterial toxins preserving their catalytic activity (Fig. 35.1). Bacterial toxins are most frequently represented by Pseudomonas exotoxin A (PE) and Diphtheria toxin (DT) (Pastan et al. 1992), which are extremely potent and lethal to eukaryotic cells (Iglewski and Kabat 1975). PE and DT have been generated in a variety of genetically engineered forms with the general purpose of making the toxins inactive on eukaryotic cells either through the loss of receptor binding or enzymatic activity. However, in conjunction with a cell type-specific ligand/carrier, the toxins without receptor-binding domain can be delivered and are deadly only to targeted cells (Fig. 35.1).

Cytotoxins have a number of features that make them attractive for GBM therapy. They are relatively small compounds (less than 200 kDa), deliverable directly to the tumor site using an interstitial/intratumoral drug administration system termed convection-enhanced delivery (CED) (Laske et al. 1997; Wersall et al. 1997; Debinski 2002b; Raghavan et al. 2006), and extremely potent at killing GBM cells. Their IC\textsubscript{50}s can reach even femtomolar ranges (Debinski 2002b). Cytotoxins do not produce resistance readily, since it is difficult to clone/propagate eukaryotic cells resistant against either PE or DT. Toxins work through an irreversible inhibition of de novo protein synthesis; hence, resistance to them can only be suicidal to the very cells because this would mean abolishing self-renewal functions (Carglía et al. 2000).

The molecularly targeted cytotoxins are one group of experimental drugs examined for the treatment of GBM that have been following the translational path from bench to the clinic relatively efficiently. The first cytotoxin that entered clinical trials was delivered directly into the tumor site by convection-enhanced delivery (CED) and targeted transferrin receptors overexpressed at the cell surface of GBM cells. The cytotoxin (DT.CRM107-Tf or TransMID, Celtic Pharma) consisted of human transferrin coupled with a modified diphtheria toxin as an effector (Laske et al. 1997; Weaver and Laske 2003). Phase I and Phase II trials demonstrated significant clinical responses in a large fraction of patients (Weaver and Laske 2003). Unfortunately, transferrin receptor is ubiquitous in the central nervous system (CNS), resulting in the possibility of normal tissue toxicity due to DT.CRM107-Tf killing nonmalignant cells as well as tumor cells (Connor and Fine 1986; Debinski et al. 1998b; Hulet et al. 1999; Debinski et al. 2000). Toxic side effects materialized in the clinical setting and the Phase III efficacy trial had to be interrupted prematurely (Celtic Pharma 2007).

cpIL4-PE38KDEL was another cytotoxin that entered clinical evaluation (Debinski et al. 1993, 1994; Weber et al. 2003). However, a small differential in the number of interleukin-4 (IL-4) receptors present on the surface of normal CNS cells and malignant brain tumor cells (Debinski et al. 1999b; Liu et al. 2000) was likely the reason for Phase I and II clinical trials demonstrating much less encouraging results from those seen with DT.CRM107-Tf. Another cytotoxin that entered the clinic, TGF\alpha-PE38 (TP-38), targets the epidermal growth factor receptor (EGFR) that is abundantly overexpressed in less than 30% of
patients with GBM and is naturally present in many normal organs (Debinski et al. 1999b; Ekstrand et al. 1991; Mizoguchi et al. 2006). Thus far, moderate responses were recorded in a marginal number of patients (Sampson et al. 2003), but more recent data demonstrated toxic events at very low doses of TP-38. Only 20% of patients retained the cytotoxin within the tumors by imaging, which correlates perfectly well with the overall number of GBM patients demonstrating significant overexpression of EGFR (Sampson et al. 2008).

35.2 Targetable Molecular Fingerprints in GBM

35.2.1 Overexpression of IL-13Rα2 in GBM

Previously identified markers/targets in GBM that were exploited for targeting with the cytotoxins were far from optimal for this particular therapeutic approach. EGFR or EGFRvIII proteins are found in less than 30% of patients with GBM, with EGFRvIII being overexpressed heterogeneously (Mizoguchi et al. 2006). IL-13Rα2 is an alternative molecular target that is richly overexpressed in GBM and that can be exploited uniquely for all three clinical purposes: diagnosis, imaging, and treatment (Debinski et al. 1999a). IL-13Rα2 is one of the two known receptors for interleukin-13 (IL-13). GBM cells express on their plasma membrane primarily IL-13Rα2, a monomeric protein to which IL-4, a homologue of IL-13, can neither bind nor transmit a signal through (Debinski et al. 1995b). IL-13Rα2 is one of the first factors ever documented to be overexpressed in a majority of patients with GBM and not in normal brain (Murphy et al. 1995; Rich et al. 1996). This discovery revealed that common molecular denominators of GBM do exist, a fact that is now generally acknowledged.

One of the most utilized approaches for molecular target discovery lies in the analysis of gene expression between normal and malignant cells, with the goal of finding differentially expressed genes that encode for proteins suitable for targeting. Interestingly, IL-13Rα2 would not have become a subject of our investigations had we based our approach solely on gene expression analysis using cDNA microarrays. The gene for the receptor using this methodology is expressed in ~30% of patients with GBM (Nutt et al. 2003). Some tumor specimens or established GBM cells overexpressing a large number of IL-13Rα2 as determined by various receptor-binding techniques and susceptibility to the targeted cytotoxins did not show the receptor’s message in the gene arrays (Table 35.1). However, the gene expression of IL-13Rα2 using RT-PCR is present in 100% of patients with GBM (Zhang et al. 2007, 2008). Experiments from a number of laboratories confirmed the notion that molecular targeting of IL-13Rα2 is an attractive strategy for molecular detection and treatment of GBM (Debinski et al. 1995b, 1998a, b, 1999a, b, 2000; Debinski and Gibo 2000;
The IL-13Rα2 gene is located on the X chromosome, and the testes is the only normal tissue in which it is readily expressed, as determined by Northern blot (Debinski and Gibo 2000). This makes IL-13Rα2 a member of a group of antigens called cancer-testes tumor antigens (CTAs), for which gene expression by Northern blots was very low or absent in normal organs and was high only in the testes. IL-13Rα2 has been postulated to play the role of a decoy receptor for IL-13, as a number of laboratories could not demonstrate any downstream signaling associated with IL-13Rα2 (e.g., Rahaman et al. 2002), with the exception of a single report in which signaling was suspected in some specialized cells in vitro (Fichtner-Feigl et al. 2006). The examination of IL-13Rα2 expression first by autoradiography and then by immunohistochemistry found on average a 75% expression rate among GBM patient tumors (e.g., Mintz and Debinski 2000; Liu et al. 2003c; Saikali et al. 2007; Wykosky et al. 2008a; Zhang et al. 2007, 2008).

The IL-13Rα2 gene is located on the X chromosome, and the testes is the only normal tissue in which it is readily expressed, as determined by Northern blot (Debinski and Gibo 2000). This makes IL-13Rα2 a member of a group of antigens called cancer-testes tumor antigens (CTAs), for which gene expression by Northern blots was very low or absent in normal organs and was high only in the testes. IL-13Rα2 has been postulated to play the role of a decoy receptor for IL-13, as a number of laboratories could not demonstrate any downstream signaling associated with IL-13Rα2 (e.g., Rahaman et al. 2002), with the exception of a single report in which signaling was suspected in some specialized cells in vitro (Fichtner-Feigl et al. 2006). The examination of IL-13Rα2 expression first by autoradiography and then by immunohistochemistry found on average a 75% expression rate among GBM patient tumors (e.g., Mintz and Debinski 2000; Liu et al. 2003c; Saikali et al. 2007; Wykosky et al. 2008a; Zhang et al. 2007, 2008).

IL-13Rα2 is a direct gene target for EGFRvIII, a deletion mutant form of EGFR that signals constitutively (Lal et al. 2002). IL-13Rα2 is overexpressed in GBM cells, yet the activation of wild-type EGFR leads to further upregulation of the receptor, a process that is inhibited by both PI3-K and tyrosine kinase inhibitors (Hu et al. 2005) (Fig. 35.2 and Color Plate 54). The IL-13Rα2 promoter contains AP-1 binding sites, among others, and a 64-base pair region

### Table 35.1

<table>
<thead>
<tr>
<th>Tissue/cells analyzed</th>
<th>IL-13Rα2</th>
<th>AKT</th>
<th>IL-13Rα2-binding sites per cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>G48a</td>
<td>+</td>
<td>+</td>
<td>+ + + ND</td>
</tr>
<tr>
<td>U87MG</td>
<td>+</td>
<td>+</td>
<td>ND</td>
</tr>
<tr>
<td>U251MG</td>
<td>+</td>
<td>ND</td>
<td>28,000</td>
</tr>
<tr>
<td>A-172</td>
<td>–</td>
<td>ND</td>
<td>23,000</td>
</tr>
<tr>
<td>U373MG</td>
<td>–</td>
<td>ND</td>
<td>16,000</td>
</tr>
<tr>
<td>DBTRG</td>
<td>–</td>
<td>+</td>
<td>ND</td>
</tr>
<tr>
<td>HUVEC</td>
<td>–</td>
<td>ND</td>
<td>&lt;200</td>
</tr>
<tr>
<td>NHA</td>
<td>ND</td>
<td>+</td>
<td>+ + + &lt;200</td>
</tr>
<tr>
<td>GBM 7</td>
<td>–</td>
<td>–</td>
<td>ND</td>
</tr>
<tr>
<td>GBM 21</td>
<td>–</td>
<td>ND</td>
<td>11,000</td>
</tr>
<tr>
<td>GBM 45</td>
<td>–</td>
<td>±</td>
<td>ND</td>
</tr>
<tr>
<td>Normal brain</td>
<td>–</td>
<td>ND</td>
<td>ND</td>
</tr>
</tbody>
</table>

The detection of AKT mRNA levels obtained in these assays is shown for comparison. Relative gene expression was scored on a scale from – (below detection limit) to +++++ (highly expressed). The third column presents the number of IL-13Rα2 receptors found on the cells using radiolabeled ligand-binding assays and Scatchard plots. For IL-13Rα2 1000 binding sites are enough for an IL-13-based cytotoxin to evoke potent, specific cell killing. ND, not done.
that is necessary for promoter activity that contains AP-1, NFAT, and AP-2 cis-elements (David et al. 2003; Wu and Low 2003). In a simple association, the formation of and progression to GBM is paralleled by an increased AP-1 activity, which coincides with an overexpression of IL-13Rα2 (Fig. 35.2). It is also possible that epigenetics plays a role in the expression of IL-13Rα2 in GBM cells, since demethylation of DNA causes further upregulation of the gene for this receptor (Debinski et al. 2003).

**35.2.2 Targeting IL-13Rα2 for Therapeutic Purposes**

To target GBM cells expressing IL-13Rα2 an IL-13-based cytotoxin was developed and showed efficacy in preclinical GBM models, warranting clinical translation (Debinski et al. 1995a) (Fig. 35.1). A recombinant chimeric cytotoxin consisting of IL-13 and a truncated form of Pseudomonas exotoxin (PE38QQR) was designed and tested in the clinic under the name Cintredekin...
Besudotox (CB or huIL13-PE38QQR; NeoPharm, Inc.). The CB cytotoxin was initially tested in three multicenter Phase I trials (Kunwar et al. 2007a). Convection-enhanced delivery (CED) was used as a locoregional delivery method to deliver the cytotoxin to ensure high tissue distribution and a large volume of distribution. The main objectives were to determine the maximum tolerated intraparenchymal dose at different infusion rates, tissue distribution of the cytotoxin, and optimization of delivery methods. Altogether 51 patients with malignant glioma were treated, 46 of which had GBM and enrollment did not take into account the status of IL-13Rα2 receptor expression. The MTD was determined at 0.5 μg/ml and infusions up to 6 days were well tolerated with only local adverse events. The trials also documented quite unprecedented efficacy of the cytotoxin: the overall mean survival for GBM patients was 42.7 weeks and extended to 55.6 weeks for patients with optimally positioned catheters, with several patients living beyond 5 years. These highly encouraging results led to a randomized Phase III trial (PRECISE trial) conducted in 52 centers that enrolled patients with GBM at first recurrence and the primary endpoint was overall survival from the time of 2:1 randomization (Kunwar et al. 2007b). Patients in the experimental arm of the trial received CB (huIL13-PE38QQR), while the control arm consisted of the standard of care, e.g., delivery of carmustine (BCNU) in Gliadel Wafers (Gallia et al. 2005). The median survival of the 184 patients in the CB arm was 36.4 weeks as compared to 35.3 weeks for the 92 patients in the control arm (p = 0.476). While this result did not meet expectations, the results were much more encouraging once the dataset was restricted to sites having enrolled more than six patients with confirmed drug delivery. In this case, the CB arm had an overall survival of 46.8 weeks versus 41.6 in the control arm (p = 0.288) and a hazard ratio of 0.77 (p = 0.163). More impressive was the finding that progression-free survival was 17.7 versus 11.4 weeks in favor of CB (p = 0.008). The trial evidenced that neurosurgeon training in the use of CED needs to be better monitored so that a more uniform method can be applied in different centers to ensure homogeneous drug delivery. Future trials may also benefit from using expression levels of IL-13Rα2 as a biological marker of enrollment and data analysis. The next generation of rationally designed cytotoxins will need to use reengineered IL-13-targeting motifs that bind specifically IL-13Rα2, but not the IL-13 physiological receptor, so as to be better suited for specific molecular-targeted treatment of GBM (Debinski et al. 1998a; Mintz et al. 2002).

Multiple molecular therapies targeting IL-13Rα2 in addition to huIL13-PE38QQR have been generated. Targeted cytotoxic therapy, targeted gene therapy, targeted radiation therapy, and targeted chemotherapy all have the potential of being applied to patients with GBM. Among them are vaccines, already in the clinic (Okano et al. 2002; Eguchi et al. 2006; Mintz et al. 2008), targeted viruses (Zhou et al. 2002), retargeted cytotoxic T cells, already in the clinic (Kahlon et al. 2004), and new rationally designed IL-13-based cytotoxins (Li et al. 2002; Mintz et al. 2003). Additionally, novel IL-13Rα2-targeted adenoviral constructs have been developed and could potentially be used as
gene therapy vectors for the treatment of gliomas (Ulasov et al. 2007; Curtin et al. 2008). Thus, IL-13Rα2 is a truly attractive molecular target overexpressed in a majority, but not all patients with GBM (Wykosky et al. 2008a).

35.2.3 EphA2 Receptor in GBM

In search for additional specific molecular targets in GBM, we and others came across the EphA2 receptor (Wykosky et al. 2005; Hatano et al. 2005). Unlike IL-13Rα2, the EphA2 gene was overexpressed prominently and frequently in GBM using cDNA microarrays (Debinski et al. 2001; Wykosky et al. 2005). This prompted a further investigation of EphA2 protein expression in GBM. Eph receptors comprise the largest family of receptor tyrosine kinases (RTKs), a group of transmembrane proteins that are crucial in mediating signal transduction pathways in cells such as those controlling growth, migration, and differentiation (Pasquale 2008; Wykosky and Debinski 2008) (Fig. 35.3 and Color Plate 55). Ephs have been extensively studied for their important functions in CNS development, and more recently several have been found to play a role in the pathogenesis of cancer. Eph receptors are unique among the RTKs in that their endogenous ligands, the ephrins, have been shown to be cell surface-anchored proteins rather than soluble factors. We have provided evidence, however, that this model might not fully depict the situation in cancer (Wykosky et al. 2008b). Namely, ephrinA1, the primary ligand for EphA2, is released from the plasma membrane of GBM cells and is, indeed, functional as a soluble ligand (Fig. 35.3). This suggests that in addition to mediating juxtacrine signaling, ephrinA1 may function in a paracrine manner in tumors.

Interestingly, EphA2 protein is upregulated by EGFR-mediated signaling in GBM cells (Larsen et al. 2007), and the gene is a direct transcriptional target of the Ras-MAPK pathway (Macrae et al. 2005). EphA2, similar to IL-13Rα2, has been shown to be part of a small group of genes that are EGFRvIII gene targets.

Fig. 35.3 Eph receptors and ephrin ligands. Each color represents a functionally or structurally distinct domain or motif. EphrinA ligands exist as GPI-anchored or soluble proteins, while ephrinB ligands are transmembrane proteins with a cytoplasmic domain. Tyrosine phosphorylation sites within Eph receptor are denoted by “P.” SAM, sterile alpha motif (see Color Plate 55)
in GBM (Lal et al. 2002; Ramnarain et al. 2006) (Fig. 35.2). Thus, both EphA2 and IL-13Rα2 share a direct relationship to a receptor, which is considered to be important in contributing to the pathogenesis of GBM in those tumors in which it is expressed (Ekstrand et al. 1991; Liu et al. 2005) (Fig. 35.2).

35.2.3.1 EphA2 Protein Expression in GBM Cells and Tumors

Western blotting analysis was used to examine the expression of the EphA2 protein, and seven different GBM cell lines displayed elevated levels of EphA2. The only cell line that did not abundantly overexpress the receptor was U87MG (Wykosky et al. 2005). In GBM tumor specimens, immunoreactive EphA2 was elevated in 13 of 14 tumors, and 6 of these exhibited abundant overexpression of the receptor (Wykosky et al. 2008a). Importantly, Western blot analysis of two different commercially purchased normal human brain protein medleys and tissue isolated in-house from the frontal lobe of a normal human brain revealed no specific EphA2-immunoreactive band. The expression of EphA2 in stem cells from the CNS has not yet been determined, but due to its well-defined role in nervous system embryonic development, an elevated level of EphA2 in this specific cell population would not be unexpected. Confocal microscopy revealed the plasma membrane localization of EphA2 in GBM cells (Fig. 35.4).

![Fig. 35.4 EphA2 staining in GBM cells. Glioblastoma cell lines (U-251 MG, DBTRG-MG, G48a) were grown on sterile glass slides and fixed in acetone for 2 min at –20°C, washed in PBS, and either used immediately or stored at –80°C. Slides were blocked for 1 h in 10% normal goat serum (NGS) at RT. Primary EphA2 monoclonal antibody B208 (1:200; MedImmune) was diluted in 1.5× NGS and incubated overnight at 4°C. Slides were incubated with secondary antibody for 45 min at RT. The secondary antibody was a goat antimouse IgG Oregon Green (1:200) (Molecular Probes, Eugene, OR). Control slides without primary antibody were also used as negative controls for nonspecific binding of the secondary antibody. Confocal microscopy analysis of samples stained with monoclonal EphA2 antibody was performed using a Zeiss LSM 510 Laser Scanning Confocal Microscope with a 63× lens. Photomicrographs were taken with a 40× magnification objective lens in all cases with a Retiga EXi digital camera. Images were processed with Jasc Paint Shop Pro v6.0 (see Color Plate 56).]
and Color Plate 56), which was confirmed by flow cytometry analysis (Wykosky et al. 2005, 2007).

A further assessment of EphA2 expression by immunostaining of human GBM tissue and nonmalignant brain demonstrated dense, specific EphA2 staining throughout the GBM tumor sections, including astrocytoma cells as well as tumor vascular endothelial cells. EphA2 staining was again near the detection limit or absent in nonmalignant brain (Wykosky et al. 2005, 2008a). Interestingly, unlike the high degree of specific staining observed for EphA2, the ephrinA1 ligand was found at low levels throughout the GBM specimens. In nonmalignant brain, we observed ephrinA1 staining specifically and intensely localized to the endothelial cells of vessels (Wykosky et al. 2005, 2008a). Interestingly, this specific vascular endothelial cell localization of ephrinA1 in normal brain is less intense in GBM specimens.

EphA2 expression has also been extensively analyzed in normal brain and tumor tissue from patients with grade II and III astrocytoma compared to those with grade IV GBM (Wykosky et al. 2008a). EphA2 staining in grade IV GBM was significantly higher than that in lower grade astrocytomas. The percent of specimens which presented with the highest frequency of EphA2-positive tumor cells was 91% for grade IV, 7% for grade III, and 2% for grade II (Wykosky et al. 2008a). In addition, 29% of grade IV, 15% of grade III, and 56% of grade II specimens were positive for EGFR, which is similar to previously observed patterns of expression for this receptor (Ekstrand et al. 1991; Mizoguchi et al. 2006). A similar abundance of EphA2 expression was observed by Western blotting of human GBM tumor tissue, human GBM xenograft tissues and cell lines, and primary GBM explant cells (Wykosky et al. 2008a). Importantly, it has also been documented that high expression of the EphA2 receptor correlates with poor survival of GBM patients (Liu et al. 2006; Wang et al. 2008). Thus, EphA2 is expressed in abundance in the majority of GBM tumors, and in the majority of individual cells within these tumors.

To further explore EphA2 expression in addition to that of IL-13Rα2 in GBM, we analyzed explanted human GBM tumors that have been serially passaged in nude mice and more closely resemble characteristics of the original tumor (Pandita et al. 2004; Sarkaria et al. 2006). These tumors have been previously characterized for EGFR amplification and protein expression, and it has been shown that the EGFR status of the tumors has a tendency to change upon establishment in culture (Sarkaria et al. 2006), which may also hold true for the markers of interest here. Interestingly, some tumors without EGFR amplification had no detectable EphA2 or IL-13Rα2 (Wykosky et al. 2008a). In contrast, EphA2 and IL-13Rα2 were found to be overexpressed in some EGFR-amplified tumors, one of which had amplified EGFRvIII, the others which overexpressed wild-type EGFR. Thus, there is a general trend for correlation of EphA2 and IL-13Rα2 expression with the expression of EGFR in these tumors (Fig. 35.2). Of importance, however, these receptors can also be
overexpressed independently of EGFR, indicative of other mechanisms likely involved in their upregulation.

35.2.3.2 Function of EphA2 in GBM

We next investigated the possibility that EphA2 is playing a functional role in affecting the pathobiology of GBM, specifically in the context of its relationship with the ephrinA1 ligand. We found a significant dose-dependent inhibitory effect of ephrinA1 on the anchorage-independent growth of U251MG and A-172 GBM cells that was absent or much less pronounced in H4 and U87MG cells, which express very low levels of EphA2 (Wykosky et al. 2005). The U251MG and A-172 cells are high overexpressors of EphA2 and also exhibited a substantial dose-dependent decrease in invasiveness in response to increasing concentrations of ephrinA1 (Wykosky et al. 2005). Despite the abundance of EphA2 in GBM cell lines and tumors, we detected little to no tyrosine phosphorylated EphA2. Upon treatment of GBM cells with ephrinA1, however, the levels of tyrosine phosphorylated EphA2 increased dramatically over time. The ephrinA1-induced activation of the receptor was transient, as phosphorylated EphA2 was found to occur as early as 10 min and was no longer detected 2 h following treatment with ephrinA1 (Wykosky et al. 2005). In addition, the levels of total immunoreactive EphA2 in ephrinA1-treated cell lysates began to decrease after 60 min, as expected due to the fact that ligand binding induces internalization and degradation of the receptor in epithelial cells (Walker-Daniels et al. 2002). Moreover, ephrinA1 induced changes in GBM cell morphology within the immediate time frame of receptor phosphorylation. Specifically, profound cell rounding occurred, which was associated with a dramatic loss of cellular processes and polarity (Wykosky et al. 2005, 2008b). Overall, ephrinA1 imparts tumor-suppressing properties on GBM cells by inducing phosphorylation and subsequent downregulation of the EphA2 receptor (Fig. 35.2). Most other RTK–ligand pairs that have been investigated in the context of cancer positively influence malignancy as a result of ligand stimulation or constitutive receptor activation, making the function of the EphA2–ephrinA1 system in affecting GBM pathobiology different and unique (Wykosky and Debinski 2008).

35.2.3.3 Targeting EphA2 in GBM with EphrinA1-Based Cytotoxins

The expression of EphA2 in both vascular endothelial cells and GBM tumor cells highlights the important role that EphA2 plays in tumor angiogenesis (Cheng et al. 2002). This unique dual function of the EphA2/ephrinA1 system in tumorigenesis and angiogenesis provides a rarely seen opportunity to target such a system therapeutically in a variety of ways. One approach would be taking advantage of the tumor-suppressing function of ephrinA1 to modulate the behavior of EphA2-expressing tumor cells. Alternatively, direct knockdown of EphA2 throughout a tumor could provide a way to suppress the function of this oncoprotein in tumor cells and endothelial cells simultaneously. Of note,
EphA2-deficient mice in an ErbB2-overexpressing model of mammary carcinoma had impaired tumor progression and metastasis (Brantley-Sieders et al. 2008). Yet another approach, and one that is of interest in the context of molecularly based cytotoxins, involves targeting EphA2 to deliver agents specifically to tumor cells and tumor vasculature.

An EphA2-targeted cytotoxin was created by conjugating ephrinA1-Fc to a derivative of PE, PE38QQR, and provided a proof of principle for the possibility of generating effective ephrinA1-based cytotoxins (Wykosky et al. 2007). To the best of our knowledge, this is the first EphA2-targeted toxin conjugate based on an ephrin. The ephrinA1-PE38QQR conjugate potently killed U251MG, SNB-19, D8BTRG-05 MG, G48a, and U373MG GBM cells in vitro, which are all abundant EphA2 overexpressors (Wykosky et al. 2007). The observed cytotoxic effect was highly specific, because it was blocked by an excess of the ephrinA1 ligand alone. In further support of the specificity of ephrinA1-PE38QQR, either natural or forced nonoverexpressors of EphA2, including normal cells, were not susceptible to the cytotoxic effects of the conjugate. In a pilot in vivo experiment, ephrinA1-PE38QQR delivered by intratumoral injection caused more than 50% reduction in tumor burden in nu/nu mice bearing subcutaneous flank U-251 MG xenograft tumors (unpublished).

EphrinA1-PE38QQR exhibited very potent and specific killing of GBM cells expressing EphA2, which was comparable to the activity of an IL-13-based cytotoxin (Wykosky et al. 2007). It is noteworthy that on a molar basis ephrinA1-PE38QQR was as active in vitro on GBM cells as hIL13.E13K-PE38QQR, which is one of the most potent antiglioma agents known. However, one of the primary explant GBM cell lines generated in our Center, BTCOE-4536, responded very well to hIL13.E13K-PE38QQR, but was much less susceptible to ephrinA1-PE38QQR (Wykosky et al. 2007). The reason for this result lays in the fact that these cells expressed abundant IL-13Rα2 and much less EphA2 receptor. This finding emphasizes the notion that treatment with an individual cytotoxin will likely not be applicable to all patients with GBM and that the ideal approach will involve a combinatorial strategy against multiple targets simultaneously (Liu et al. 2003a, b; Stish et al. 2008) (Fig. 35.2).

In a GBM cohort, the profile of EphA2 expression is different from the one for IL-13Rα2, although they expectedly somewhat overlap due to the high prevalence of the two receptors (Wykosky et al. 2008a). EphrinA1-based cytotoxins are attractive drug candidates when considered alone but are even more attractive when considered as part of a cocktail with IL-13-based cytotoxins for future clinical applications (Figs. 35.1 and 35.2). Such a multitargeted therapy would represent the first molecular-based cytotoxin therapy that targets nearly 100% of patients with GBM despite the heterogeneity of this aggressive disease and without the need for expensive and time-consuming molecular profiling of patient tumors (Debinski 2008). This combinatorial approach could also be utilized in various forms of anticancer immunotherapy (Debinski 2005). In fact, mice immunized with an EphA2-derived peptide mounted an epitope-specific
cytotoxic T lymphocyte response, and the EphA2 receptor has thus become a target that is being used in the development of anti-GBM vaccines (Hatano et al. 2004).

35.3 Summary

IL-13Rz2 and EphA2 are two cell surface receptors found to be abundantly expressed in malignant gliomas, but not in normal brain. IL-13Rz2 and EphA2 are overexpressed in the tumor compartment and EphA2 is additionally expressed in the neovascular bed. These properties make them attractive targets for the development of novel therapies and as molecular markers. Despite the fact that IL-13Rz2 and EphA2 are each overexpressed in a large fraction of GBM, none of them is overexpressed in all patient GBMs as expected for this heterogeneous disease. Therefore, it is desirable to develop a specific combinatorial therapy to simultaneously target multiple markers so that it is suitable for the treatment of the majority of GBM patients. Virtually all patients with GBM express either IL-13Rz2 or EphA2 or both, making a cocktail of cytotoxins directed at these two cell surface markers an attractive new therapeutic regimen that can be administered without the knowledge of individual marker expression in individual patients. Their expression profile in healthy brain tissue is low or absent, suggesting that collateral toxicity will be limited even though their presence on rare cell populations in the brain, such as stem cells, is currently unknown. Being that the heterogeneity of GBM is one of the factors hampering the outcome of treatment, the possibility of targeting simultaneously two specific molecular targets, which differ in their inter- and intratumoral distributions is of high promise for effective molecular targeted therapies (Fig. 35.2).
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Chapter 36
Molecular Targets for Antibody-Mediated Immunotherapy of Malignant Glioma
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Abstract Despite advances in surgical and radiation therapy over the past two decades, the prognosis for many brain-tumor patients remains dismal. Novel antibody-mediated immunotherapeutics are emerging in the next generation of targeted therapeutic drugs for cancer treatment, and at least nine have been approved by the FDA to date. In this chapter we review the identification and validation of appropriate CNS tumor-associated antigens and the current status of antibody-mediated therapies under development and those that are already showing encouraging promise in the clinical setting.
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36.1 Introduction

Immunotherapy has been explored since the beginning of the nineteenth century when Emil von Behring, Erich Wernicke, and Shibasaburo Kitasato observed and described the “anti-toxin” in response to diphtheria and tetanus
toxins (Kantha, 1991). They developed effective therapeutic sera and proposed the theory of humoral immunity, describing that a mediator in serum could react with a foreign antigen (Gronski et al., 1991). This work prompted Paul Ehrlich to propose the “side chain theory” for antibody and antigen interaction in 1897. Ehrlich hypothesized that receptors (described as side chains), present on the surface of cells, could specifically bind to toxins via a “lock-and-key” interaction and subsequently initiate the production of antibodies. He went on to describe the concept of using antibodies (Abs) as “magic bullets” to specifically bind and kill microbes or tumor cells (Ehrlich, 1906). Both Emil von Behring and Paul Ehrlich received the Nobel Prize in physiology or medicine for their work in 1901 and 1908, respectively. Since then, several important technological advances have made the use of specific tumor-targeting Abs feasible. The invention of hybridoma technology by Nobel laureates Georges Köhler, César Milstein, and Niels Jerne (Köhler and Milstein, 1975; Raju, 2000) allowed unlimited generation, isolation, and subsequent purification of monoclonal Abs (mAbs) with monospecific and high-affinity properties. Furthermore, development of phage display techniques (Smith, 1985) enabled mAbs to be selected and engineered in vitro (McCafferty et al., 1990). In an attempt to overcome the anti-antibody response observed with non-human-derived-antibody therapies (Shawler et al., 1985), DNA technologies were developed to create human–mouse chimeric antibodies, including those that combine the constant domains of the human immunoglobulin G (IgG) molecule with the murine variable regions in order to remove the immunogenic portion of the mAb (Boulianne et al., 1984; Morrison et al., 1984). In another approach, mAbs were humanized by grafting murine complementarity-determining regions (CDRs) into the human antibody backbone (Jones et al., 1986; Riechmann et al., 1988). Fully human therapeutic antibodies have been developed from mice that have had their endogenous immunoglobulin genes inactivated and replaced with the human counterparts (Green et al., 1994), and fully human variable domains have been isolated from phage display libraries and converted into whole mAbs (Krebs et al., 2001). The different mAb formats used as antibody therapeutics are schematically represented in Fig. 36.1, and the advantages or disadvantages of their use as therapeutic agents are described in Table 36.1.

There are many strategies that utilize mAbs for immunotherapy. Monoclonal antibodies may be armed or unarmed and exert their therapeutic effect by eliciting or enhancing an immune response, disrupting tumor cellular processes, or targeting drugs directly to tumor cells. To be effective as a naked, or “unarmed,” therapeutic agent, the antibody must directly affect the tumor’s growth and/or survival. This can occur when the antibody, upon tumor binding, initiates the recruitment and activation of immune effector mechanisms, such as antibody-dependent cell-mediated cytotoxicity (ADCC) and/or complement-dependent cytotoxicity (CDC), or when it blocks growth factor receptor activation, or when it transduces negative signals that impair tumor cell growth or survival. Monoclonal antibodies can be armed for targeted delivery by conjugation with radionuclides (Brechbiel, 2007; Zalutsky et al., 2007), cytotoxic drugs,
cytokines, or biological toxins (Schrama et al., 2006; see also Chapter 35). Therapeutic efficacy is dependent on the format, affinity, and stability of the targeting mAb and its kinetics within the tumor environment, which includes tumor vascularity, vascular permeability, extracellular fluid dynamics, and...
### Table 36.1  Characteristics, description, and advantages of intact and fragment IgG monoclonal antibodies

<table>
<thead>
<tr>
<th>Molecule (size)</th>
<th>Description</th>
<th>Advantage/disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intact antibody</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Murine mAb (150 kDa)</td>
<td>Whole IgG isolated from mouse</td>
<td>Reference standard</td>
</tr>
<tr>
<td>Chimeric human/murine mAb(150 kDa)</td>
<td>IgG with murine variable and human constant regions</td>
<td>A: full antigen-binding capacity with reduced immunogenicity</td>
</tr>
<tr>
<td>Humanized mAb (150 kDa)</td>
<td>IgG with murine CDR regions grafted in the human variable regions</td>
<td>A: full antigen-binding capacity with reduced immunogenicity</td>
</tr>
<tr>
<td>Fragment antibody</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F(ab')2 (110 kDa)</td>
<td>IgG without Fc portion (constant regions CH2 and CH3)</td>
<td>A: intermediate size, retains bivalent binding capacity of whole IgG with slightly reduced immunogenicity</td>
</tr>
<tr>
<td>scFv (26 kDa)</td>
<td>VH and VL domains connected with a polypeptide linker</td>
<td>A: small size, lower immunogenicity, and better tumor penetration</td>
</tr>
<tr>
<td>dsFv (26 kDa)</td>
<td>VH and VL domains connected with a polypeptide linker and further stabilized with inter-molecular disulfide bond</td>
<td>A: small size, lower immunogenicity, and better tumor penetration</td>
</tr>
<tr>
<td>scFv PE38 Immunotoxin (64 kDa)</td>
<td>VH and VL domains connected with a polypeptide linker and genetically fused to Pseudomonas exotoxin A.</td>
<td>A: small size, lower immunogenicity, better tumor penetration and toxin delivery.</td>
</tr>
<tr>
<td>Small Immunoprotein (SIP) (80 kDa)</td>
<td>Two scFv units, hinge region and IgG1 CH3 domain (to promote dimerization)</td>
<td>A: intermediate size, bivalent, chimeric, and single-chain construct with reduced immunogenicity</td>
</tr>
</tbody>
</table>

A: Advantage; D: Disadvantage.
interstitial pressure. In order to determine therapeutic efficacy, pharmacokinetic (PK), pharmacodynamic (PD), and biodistribution studies are performed. Pharmacokinetics concern the time course study of a drug’s concentration within the body, in relation to absorption, distribution, metabolism, and elimination processes that take place after administration. Pharmacodynamics describe the efficacy and toxicity of the drug through the mechanisms of drug action, the relationship between drug concentration and effect, and the relationship of the drug concentration to the biochemical and physiological effects on the body, ultimately determining whether the therapeutic drug reaches the target site in vivo and mediates the anticipated effect. Biodistribution studies concern the description of the in vivo distribution of a drug present in various organs, as a function of time, following its administration. Herein we describe brain-tumor-associated molecular targets that are being investigated for antibody-mediated immunotherapy.

36.2 Brain-Tumor Targets and Immunotherapeutic Antibodies

The identification and validation of appropriate tumor-associated antigens is a key challenge for antibody-mediated immunotherapeutic approaches in the targeted treatment of CNS tumors. The antigen must be accessible (located upon the cellular membrane, be a secreted protein, or be present within the extracellular matrix), stable (low shedding profile and/or internalization), expressed at sufficient density, and ideally, tumor specific (Wikstrand et al., 2001). An ideal tumor-specific antigen is one that would be produced only by the tumor and not by any other cell type, for example, epidermal growth factor variant III (EGFRvIII; see below). However, many molecular targets that are targeted for immunotherapy such as EGFR and Glycoprotein Nonmetastatic Melanoma Protein B (GPNMB; see below), are present within other tissue types but are targeted because they are significantly overexpressed by the tumor cells. The administration route must be carefully selected to ensure optimal delivery of the immunotherapeutic because of the limited permeability of the blood–brain barrier. The impact of the blood–brain barrier on brain-tumor imaging and therapy is reviewed in more detail in Chapter 33.

Several brain-tumor target antigens have been identified and antibodies specific to six of them tested in clinical trials over the past 15 years (Table 36.2). Following is a description of some of these antigens, along with their corresponding antibodies.

36.2.1 Tenascin

Tenascin-C (Tn-C) is a multidomain, extracellular matrix glycoprotein that is composed of six monomers that form a highly symmetrical, spider-like structure, called a hexabrachion (Erickson and Inglesias, 1984). Each monomeric
<table>
<thead>
<tr>
<th>Antibody</th>
<th>Original isotype</th>
<th>Antibody format</th>
<th>Therapeutic format</th>
<th>Molecular target</th>
<th>Tumor type</th>
<th>Phase</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>81C6 (Neuradiab™)</td>
<td>IgG2b</td>
<td>Murine mAb</td>
<td>131I-labeled</td>
<td>Tenascin</td>
<td>Malignant glioma</td>
<td>II</td>
<td>Reardon et al. (2008)</td>
</tr>
<tr>
<td>Bevacizumab (Avastin®)</td>
<td>IgG1</td>
<td>Humanized mAb + Irinotecan</td>
<td>VEGF</td>
<td>Malignant glioma</td>
<td>II</td>
<td>Vredenburgh et al. (2007a, b)</td>
<td></td>
</tr>
<tr>
<td>Cetuximab (Erbitux®)</td>
<td>IgG1</td>
<td>Chimeric murine/human mAb</td>
<td>Naked</td>
<td>EGFRwt</td>
<td>GBM</td>
<td>II</td>
<td>Combs et al. (2006)</td>
</tr>
<tr>
<td>Nimotuzumab</td>
<td>IgG1</td>
<td>Humanized mAb</td>
<td>Naked</td>
<td>EGFRwt</td>
<td>GBM</td>
<td>II</td>
<td>Ramos et al. (2006)</td>
</tr>
<tr>
<td>Trastuzumab (Herceptin®)</td>
<td>IgG1</td>
<td>Humanized mAb</td>
<td>Naked</td>
<td>HER2</td>
<td>GBM</td>
<td>I/II</td>
<td><a href="http://www.virtualtrials.com">www.virtualtrials.com</a></td>
</tr>
<tr>
<td>Mel-14</td>
<td>IgG2a</td>
<td>F(ab')2</td>
<td>131I-labeled</td>
<td>CSPG</td>
<td>GBM/Neoplastic meningitis</td>
<td>I</td>
<td>Cokgor et al. (2001)</td>
</tr>
<tr>
<td>BC-2</td>
<td>IgG1</td>
<td>Murine mAb</td>
<td>131I-labeled</td>
<td>Tenascin</td>
<td>Malignant glioma</td>
<td>II</td>
<td>Riva et al. (2000)</td>
</tr>
<tr>
<td>BC-4</td>
<td>IgG1</td>
<td>Murine mAb</td>
<td>131I-labeled</td>
<td>Tenascin</td>
<td>Malignant glioma</td>
<td>II</td>
<td>Riva et al. (2000)</td>
</tr>
<tr>
<td>ERIC-1</td>
<td>IgG1</td>
<td>Murine mAb</td>
<td>90Y-labeled</td>
<td>NCAM</td>
<td>Malignant glioma</td>
<td>I</td>
<td>Hopkins et al. (1995)</td>
</tr>
<tr>
<td>ERIC-1</td>
<td>IgG1</td>
<td>Murine mAb</td>
<td>131I-labeled</td>
<td>NCAM</td>
<td>Malignant glioma</td>
<td>I</td>
<td>Papanastassiou et al. (1993)</td>
</tr>
<tr>
<td>UJ13a</td>
<td>IgG2a</td>
<td>Murine mAb</td>
<td>131I-labeled</td>
<td>NCAM</td>
<td>Malignant meningitis</td>
<td>I</td>
<td>Kemshead et al. (1987)</td>
</tr>
</tbody>
</table>
subunit has a molecular mass of 180–250 kDa and comprises four main parts:
the globular N-terminal domain; 14.5 epidermal growth factor (EGF)-like repeats, 8–15 fibronectin type III (FNIII)-like repeats, and a fibrinogen-like domain at the carboxy terminus (Gulcher et al., 1991). Alternate splicing occurs frequently within the FNIII repeats, resulting in both small and large isoforms (Gulcher et al., 1989) that have distinct biological functions. A diagrammatic representation of one structural subunit of Tn-C is shown in Fig. 36.2a. Tn-C expression is virtually undetectable in healthy adult tissue but is expressed during embryogenesis (Jones and Jones, 2000a) and in adult tissues undergoing tissue remodeling, including wound healing, infection, inflammation, and neoplasia (Jones and Jones, 2000b). Tenascin-C is localized in the stroma in a
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Fig. 36.2 Clinical antibodies against molecular targets tenacin-c and wild-type epidermal growth factor (EGFRwt) (A) Diagrammatic representation of one structural subunit of tenasin-C. Structural domains include a globular N-terminal domain (Hexagon), epidermal growth factor (EGF)-like repeats (Ovals), fibronectin type III (FN-III)-like repeats (black squares), alternatively spliced FN-III-like domains (black oblong inset with white squares), fibrinogen terminal globe (circle). Arrows indicate the site of mAbs BC-4, BC-2, and 81C6 interaction. (B) Schematic representation of EGFRwt. NH₂, amino terminus of EGFR-WT; extracellular portion consisting of four domains (I-IV); TM, transmembrane domain; TK, tyrosine kinase domain; C-tail, the carboxyl terminus of the intracellular domain; COOH, carboxyl terminus of EGFRwt. Arrows indicate the binding reactivity of the two clinical antibodies cetuximab and nimotuzumab
variety of tumor types including breast carcinoma (Borsi et al., 1992), oral squamous cell carcinoma (Hindermann et al., 1999), lung cancer (Kusagawa et al., 1998), prostate carcinoma (Katenkamp et al., 2004; Kusagawa et al., 1998), and melanoma (Ilmonen et al., 2004). Tn-C was originally discovered as a glioma mesenchymal extracellular matrix antigen (Bourdon et al., 1983) and is highly expressed in astrocytoma but not in normal brain (Ventimiglia et al., 1992). More than 90% of glioblastoma multiforme (GBM, WHO grade IV) patients exhibit high levels of Tn-C expression (Wikstrand et al., 1998a), which correlates with advancing astrocytoma tumor grade and angiogenesis (Herold-Mende et al., 2002; Zagzag et al., 1995), indicators of poor prognosis.

Many anti-tenascin mAbs have been generated to date (Bourdon et al., 1983; Brack et al., 2006; De Santis et al., 2003; Petronzelli et al., 2005; Silacci et al., 2006; Siri et al., 1991), and several have been introduced into clinical trials in both the USA and Europe (Goetz et al., 2003). One promising application of anti-Tn-C mAbs is radioimmunotherapy, which provides localized radiation by specifically delivering a radioisotope to the tumor site for treatment of newly diagnosed and recurrent GBM patients. Riva and colleagues have conducted several clinical trials evaluating the loco-regional administration of several anti-tenascin mAbs. BC-4 and ST2146 mAbs bind to an epitope within the EGF-like repeat region that is present on all tenascin-C isoforms (Balza et al., 1993; De Santis et al., 2003). In contrast, BC-2 and ST2485 react with an epitope found on alternatively spliced FNIII A1 and A4 repeats (Balza et al., 1993). A diagram indicating the sites of BC-4 and BC-2 interaction with Tn-C is shown in Fig. 36.2a. Of note, it was discovered that the BC-4 mAb hybridoma clone also generated an additional nonfunctional light chain. ST2146 was developed as a BC-4 replacement to overcome this problem (De Santis et al., 2003). In addition, ST2485, which exhibits an enhanced affinity to Tn-C compared with BC-2, was subsequently developed to combine with ST2146 to augment tumor targeting (Petronzelli et al., 2005). While clinical trials with ST2146 and ST2485 have yet to be reported, outcome with BC-2 and BC-4 labeled with either $^{131}$I or $^{90}$Y have been described for the treatment of patients with malignant glioma (Riva et al., 1995; Riva et al., 1999). Unfortunately, it was impossible to discern which tenascin-C binding epitope played any role in therapeutic efficacy or normal tissue toxicity because no distinction was made between the two mAbs in these protocols. Furthermore, differentiation of response results for newly diagnosed and recurrent patients also was not done.

$^{131}$I-labeled anti-tenascin-C BC-2 and BC-4 mAbs were also evaluated in a phase II study of 91 patients (GBM, n = 74; AA, n = 9; AO, n = 7; oligodendroglioma, n = 1) (Riva et al., 2000). Among these patients, 52 (57%) had small (defined as less than 2 cm$^3$) or undetectable residual tumor, while larger tumors were present in the remaining patients. The patient population was nearly equally divided into two groups: 47 patients (52%) had newly diagnosed tumors while 44 patients (48%) were recurrent. Three to ten loco-regional injections of $^{131}$I-labeled mAb with cumulative activities of up to 2035 MBq were administered. The half-life clearance from the tumor cavity of $^{131}$I was 57.1 h while
a mean of 150 Gy was delivered to the surgically created resection cavity (SCRC) perimeter. On this study, patients with GBM, AA, and AO achieved median survivals of 19, >46, and 23 months, respectively. GBM patients with smaller volume disease had a more favorable response rate (56.7%) compared to those with larger tumors (17.8%).

The Italian group also performed a similar study with $^{90}$Y-labeled BC-2 and BC-4 mAbs (Riva et al., 2000). Forty-three patients (35 GBM, 6 AA, 2 O) were evaluated including 16 (37%) with small or undetected residual tumor and 19 (44%) with larger lesions. Sixteen patients (37%) in this study had newly diagnosed tumors while 19 patients (44%) were treated following recurrence. The treatment protocol consisted of between 3 and 5 cycles of $^{90}$Y-labeled anti-tenascin-C mAb up to a cumulative activity of 3145 MBq. Dosimetry analyses revealed that the median effective half-life of $^{90}$Y in the tumor cavity was 43.2 h while the mean radiation dose delivered to the SCRC interface was 280 Gy, a value nearly twice that observed for $^{131}$I. Median overall survival from initial diagnosis was 90 months for the AA patients and 20 months for the GBM patients. Interestingly, the response rate among larger tumor patients following $^{90}$Y-labeled mAb treatment was somewhat higher than that observed with $^{131}$I-labeled mAb treatment (26.3% vs. 17.8%), which might reflect the longer β-particle range of $^{90}$Y, while among patients with smaller volume disease, the response rate for $^{90}$Y-labeled mAb treatment, 56.3%, was nearly identical to that observed with $^{131}$I-labeled mAb treatment.

A more recent two-institution study in Italy (Maurizio Bufalini Hospital, Cesena) and Munich (Ludwig-Maximilians-Universität München) included 37 patients with malignant brain tumors (13 AA, 24 GBM) that received loco-regional injections of either $^{131}$I-labeled or $^{90}$Y-labeled BC-4 (Goetz et al., 2003). Multiple cycles (mean 3, maximum 8) of labeled mAbs were administered in Italy at intervals of 6–8 weeks, while treatment in Munich was limited to a single injection of 1100 MBq $^{131}$I-labeled BC-4. Unfortunately, the whole-group estimated median survival time was not reached. However, the median survival for all GBM patients was 17 months and the 5-year survival probability for AA patients was approximately 85%. In addition a low incidence of side effects, even following multiple injections of labeled mAbs, was reported.

81C6 (Neuradiab™) is a murine immunoglobulin (Ig)G2b that reacts within domains C and D of the FNIII-like CDR region of tenascin and that is ubiquitously expressed within malignant glioma (Bourdon et al., 1983). A diagram indicating the site of 81C6 interaction with Tenascin-C is shown in Fig. 36.2a. Preclinical studies demonstrated preferential localization of $^{131}$I-labeled 81C6 for Tn-C-expressing subcutaneous and intracranial human xenografts in mice (Bourdon et al., 1984). Additional preclinical studies showed that intravenous (IV) administration of $^{131}$I-labeled 81C6 in athymic mice bearing subcutaneous and intracranial D54MG human glioma xenografts caused significant tumor growth delay and regression (Lee et al., 1988a, b) and, in addition, prolonged median survival for athymic rats bearing intracranial tumors (Lee et al., 1987). Specificity of tumor localization was confirmed in glioma patients treated with 5–50 mg of $^{131}$I-labeled 81C6 in whom tissue
obtained at surgery revealed an average tumor: normal brain localization ratio of 25:1, with values as high as 200:1 in some samples (Zalutsky et al., 1989). Despite the success of $^{131}$I-labeled 81C6 localization, the study revealed that only 0.001–0.005% per gram of the injected dose of radiolabeled 81C6 mAb localized to the intracranial tumor of the patients following IV or intra-arterial administration (Zalutsky et al., 1990). Although the precise factors responsible for limiting intratumoral uptake following systemic administration are not clear; potential factors include the blood–brain barrier and elevated interstitial pressure within the tumor.

Furthermore, radiation dosimetry calculations indicated the possibility of administering more than 700 cGy of $^{131}$I-labeled 81C6 to intracranial glioma, under optimal conditions, without causing significant organ toxicity (Schold et al., 1993). Further Phase I studies were performed to determine the maximum tolerated dose (MTD) following regional administration into the surgically created resection cavity (SCRC) in order to achieve high local $^{131}$I-labeled 81C6 concentrations and avoid systemic toxicity by circumventing the blood–brain barrier and overcoming the high intratumoral interstitial pressures. The MTD for three subgroups of patients with CNS tumors was determined to be (1) 80 mCi for adult patients with leptomeningeal neoplasms or brain-tumor resection cavities that communicate with the subarachnoid space (Bigner et al., 1995), (2) 100 mCi for patients with recurrent malignant gliomas who received prior radiation therapy with or without chemotherapy (Bigner et al., 1998a), and (3) 120 mCi for previously untreated, newly diagnosed GBM patients (Cokgor et al., 2000). In the latter group, delayed neurotoxicity was dose limiting, and the median survival for all patients and those with GBM was 79 and 69 weeks, respectively (Cokgor et al., 2000). In a follow-up Phase II trial, 33 patients with newly diagnosed glioma receiving an administered dose of 120 mCi into the SCRC had prolonged overall survival compared to that achieved with conventional therapy or interstitial chemotherapy. Overall, median survival achieved for all 33 patients and the subset of 27 with GBM was 86.7 and 79.4 weeks, respectively (Reardon et al., 2002).

Dosimetry analysis performed on our Phase I study revealed a significant range of absorbed doses to the 2-cm cavity margin that depended on cavity volume and residence time (Akabani et al., 2000). Specifically, the average absorbed doses of $^{131}$I-81C6 to the SCRC interface and 2-cm SCRC perimeter were 1435 Gy (range, 46-9531 Gy) and 32 Gy (range, 3–59 Gy), respectively. In addition, the average SCRC volume was 21 cm$^3$ (range, 2–81 cm$^3$), and the average SCRC residence time was 79 hours (range, 10–113 hours). We therefore examined the relationship between absorbed dose to the 2-cm cavity margin and histopathology results among 16 patients with progressive changes on serial MRI scans following $^{131}$I-81C6 administration. The average absorbed dose to the 2-cm cavity margin among five patients with solely recurrent tumor noted on stereotactic biopsy was 25 Gy (range, 12–44 Gy). Of note, none of these five patients developed any type of neurotoxicity. In contrast, biopsy results of five additional patients demonstrated solely radionecrosis. The average absorbed dose to the 2-cm shell among these patients was 47 Gy (range,
Furthermore, two of these patients also developed delayed neurotoxicity, and one developed both acute and delayed neurotoxicity. These findings suggest a quantitative relationship between absorbed dose to the 2-cm cavity margin and clinicopathologic outcome. Specifically, patients who received less than 44 Gy to the 2-cm cavity margin were most likely to develop tumor recurrence with no radionecrosis or treatment-related toxicity. On the other hand, patients who received more than 44 Gy to the 2-cm cavity margin were most likely to develop radionecrosis with possible signs of clinical neurotoxicity. With these findings, we determined the optimal radiation boost dose to the 2-cm shell from $^{131}$I-81C6 for patients with newly diagnosed malignant glioma to be 44 Gy.

We therefore performed a pilot study using a novel, patient-specific dosing strategy of $^{131}$I-81C6 designed to achieve a 44-Gy boost to the 2-cm SCRC margin (Reardon et al., 2008). The primary objective of this study was to determine the feasibility, efficacy, and toxicity of administering $^{131}$I-81C6 into the SCRC to achieve a 44-Gy boost to the 2-cm SCRC margin in adult newly diagnosed malignant glioma patients. A 1–3-mCi dose of $^{131}$I-81C6 was administered into the resection cavity 3–7 days postoperatively to determine the amount of $^{131}$I-81C6 required to achieve a 44-Gy boost to the 2-cm SCRC perimeter. Gamma camera images were obtained immediately, and 2, 24, and 48 hours later, to calculate the effective half-life and biological clearance half-life of murine 81C6. By correcting for the physical half-life of $^{131}$I, $^{131}$I-81C6 residence time was calculated. The SCRC volume was calculated from a three-dimensional reconstruction of the head and SCRC derived from postoperative MRI images to a 2-mm depth (refer to Fig. 36.3). By using the measured $^{131}$I-81C6 residence time and SCRC volume, the radioactivity dose of $^{131}$I-81C6 predicted to achieve a 44-Gy boost to the SCRC margin was calculated and administered into the SCRC, followed by conventional external beam radiotherapy and chemotherapy. Twenty-one patients were enrolled, including 16 with GBM and 5 with anaplastic astrocytoma (AA).

Only one patient failed to achieve the targeted 44-Gy boost ±10% to the SCRC. The amount of $^{131}$I-mu81C6 was deliberately diminished in this patient, due to technical factors affecting fluid aspiration at the time of mAb administration. Attributable toxicity was mild and limited to reversible grade 3 neutropenia or thrombocytopenia (n = 3; 14%), CNS wound infections (n = 3; 14%), and headache (n = 2; 10%). With a median follow-up of 151 weeks, 87% of the GBM patients were alive at 1 year, while the median overall survival for all patients and those with GBM was 96.6 and 90.6 weeks, respectively. These results confirm that patient-specific dosing of $^{131}$I-81C6 is feasible and can consistently achieve a 44-Gy boost dose to the SCRC margin. Furthermore, this approach, followed by conventional radiotherapy (XRT) and systemic chemotherapy, was well tolerated and associated with a median survival that exceeds that of historical controls treated with surgery plus carmustine-impregnated biodegradable wafers, as well as that associated with current standard of care incorporating temozolomide (TMZ) and external beam radiotherapy (Stupp et al., 2005). The latest adaptation of XRT involving patient-specific
131I-81C6 dosing and achieving a targeted 44-Gy boost to the 2-cm SCRC perimeter (Reardon et al., 2008) is a significant achievement in radiotherapy treatment. As a result, a multi-institutional Phase III study, known as the GLASS-ART (http://www.glassarttrial.com/), has been initiated that will randomize newly diagnosed GBM patients to a regimen of TMZ/XRT plus adjuvant TMZ vs. that regimen plus patient-specific 131I-81C6. Approximately 750 patients will enroll and the primary endpoint of this study is overall survival.

### 36.2.2 Epidermal Growth Factor Receptor and Its Variant III Form

The epidermal growth factor receptor (EGFR) is a 170-kDa transmembrane glycoprotein that is composed of three functional domains – an extracellular ligand-binding domain, an anchoring membrane-spanning region, and an intracellular catalytic domain that functions as a tyrosine kinase receptor (Fig. 36.2b). EGFR is activated following binding of either epidermal growth factor (EGF) or transforming growth factor alpha (TGF-α) ligand; the receptor dimerizes, which leads to kinase activation and autophosphorylation, triggering subsequent signal transduction, receptor internalization, and downregulation (Arteaga, 2001; see also Chapter 20). The involvement of increased and/or aberrant EGFR activity has been documented in human cancers including 25–77% of colorectal tumors (Goodin, 2008; Messa et al., 1998), 14–91% of breast cancer, 40–80%, of non-small-lung carcinoma, 35–70% of ovarian

![Fig. 36.3 Radioimmunotherapy with 131I-81C6 surgically created resection cavity (SCRC). (A) Gadolinium-enhanced T1-weighted axial image demonstrating SCRC following tumor resection; (B) Three-dimensional view of registered MRI and SPECT images of a patient immediately after 131I-81C6 administered into the SCRC. Notice the well-defined Rickham reservoir over the skull surface. Reprinted from Int J Radiat Oncol Biol Phys, 46/4, Akabani et al. (2000), with permission from Elsevier (license number 205364136863)]
tumors, 31–48% of bladder cancer, 30–50% of pancreatic cancer, and 50–90% of renal carcinoma (Herbst and Shin, 2002). EGFR expression also occurs in 80–100% of squamous cell carcinomas of the head and neck (Santini et al., 1991; Shin et al., 1994). The incidence of EGFR in malignant glioma has been shown to increase with tumor grade: 27–57% for astrocytoma (WHO grade II), 71–94% for AA (grade III), and 68–90% for GBM (grade IV) (Wikström et al., 1998a). EGFR gene amplification is one of the underlying mechanisms of EGFR protein overexpression, associated with high levels of EGFR messenger RNA. EGFR gene amplification is primarily associated with GBM and not with pilocytic astrocytomas (WHO grade I) or astrocytomas of WHO grades II/III (Agosti et al., 1992), as estimates of the frequency of EGFR gene amplification, by genetic analysis, in GBM and AA are 36–60% and 10–22%, respectively. Furthermore, EGFR gene amplification or EGFR protein expression is common (>63%) within primary, or de novo GBM but rare in secondary, or progressive GBM (<0%) (Wikström and Bigner, 2008). However, studies have found that EGFR protein overexpression without EGFR gene amplification occurs in 12–38% of GBM tumors (Chaffanet et al., 1992; Schlegel et al., 1994), suggesting that multiple systems of deregulation, in EGFR expression, may exist at translational and post-translational levels.

Most cases of gene amplification are accompanied by gene rearrangements (Wikström et al., 1998b) and mutations (Kuan et al., 2001) that result in simultaneous expression of both wild-type and truncated receptor proteins on the cell surface (Wikström et al., 1997). Seven different types of naturally occurring EGFR genomic variants have been identified (Bigner et al., 1998a), including the most frequently observed EGFR mutation, EGFR variant III (EGFRvIII). The EGFRvIII gene has an in-frame deletion of 801 bp (exons 2–7) that results in removal of amino acid residues 6–273 within the extracellular binding domain of intact EGFR, producing a 145-kDa EGFRvIII protein that contains a unique glycine residue at the fusion point (Batra et al., 1995). EGFRvIII has not been observed in normal tissue but is overexpressed in 42% of head and neck squamous cell carcinoma tumors (Sok et al., 2006), 15–39% of non-small-lung cancer (Garcia de Palazzo et al., 1993; Okamoto et al., 2003), 40% of primary invasive breast tumors, and 29% of non-invasive ductal carcinoma in situ (Yu et al., 2008), as well as in 41–54% of GBM tumors exhibiting EGFR wild-type (EGFRwt) gene amplification (Aldape et al., 2004; Barker et al., 2001; Biernat et al., 2004). The real prognostic significance remains unclear to date, as the correlation between amplification of either EGFRwt and/or EGFRvIII has resulted in many inconclusive or contradictory reports (Wikström, 2008). In a recent analysis, with a large patient cohort, there was no significant association found between EGFR amplification or rearrangement and GBM patient survival. However, EGFR aberrations in AA were associated with shorter survival (Liu et al., 2005). Another retrospective series of GBM patients demonstrated that EGFRvIII negative patients fared better than those with detectable EGFRvIII expression. In fact, established clinical prognostic factors were not
predictive of outcome among the cohort of EGFRvIII positive patients (Pelloski et al., 2007).

Many different mAbs have been developed that target EGFRwt for cancer immunotherapy (Friedlander et al., 2008). Two of these antibodies, cetuximab (Erbitux®, ImClone Systems, NY) and nimotuzumab (also referred to as h-R3, YM Biosciences), are currently being investigated for the treatment of malignant glioma (Combs et al., 2006; Ramos et al., 2006). The interaction of the two antibodies with EGFRwt is shown in Fig. 36.2a.

Both EGFRwt and EGFRvIII are co-expressed within malignant glioma, and generally only a fraction of tumor cells, within a given EGFRvIII positive tumor, express the mutant protein. Immunohistochemistry analysis routinely shows that EGFRvIII-containing cells are clustered and scattered diffusely within tumor tissue, ranging from relatively small numbers to occasional complete homogeneous staining (Nishikawa et al., 2004). Unlike EGFR, EGFRvIII is EGF and TGF-α ligand independent and is constitutively phosphorylated (Huang et al., 1997). As a result, EGFRvIII does not trigger the ligand-dependent signal transduction pathways that initiate receptor internalization and subsequent downregulation (Huang et al., 1997). EGFRvIII is a tumorigenic factor (Batra et al., 1995; Nishikawa et al., 1994) and promotes tumorigenesis of GBM cells in vivo through increased cellular proliferation (Narita et al., 2002), decreased cellular apoptosis (Nagane et al., 1996), and promotion of tumor cell invasion (Lal et al., 2002). Therefore, EGFRvIII is a desirable target for therapeutic intervention, and as a result several anti-EGFRvIII mAbs have been investigated including L8A4 (Reist et al., 1997), H10 (Pelloski et al., 2007; Wikstrand et al., 1995), Y10 (Sampson et al., 2000), and MR1 (Lorimer et al., 1996). The therapeutic potential of L8A4, Y10, and H10 has been demonstrated by direct conjugation with Pseudomonas exotoxin A (Lorimer et al., 1995), with radioiodination (Reist et al., 1995), and through development of chimeric L8A4 (Reist et al., 1997). All three immunotoxins were cytotoxic (with 50% inhibition of protein synthesis occurring in the 15–50-pM range), all radiolabeled antibodies internalized, and in vivo biodistribution studies demonstrated that radiolabeled L8A4 and H10 specifically localized to EGFRvIII-expressing tumor xenografts that had been established in nude mice. The in vitro binding and internalization activity of chimeric L8A4 was identical to that of its murine counterpart, and comparative tissue distribution studies of the chimeric construct showed that it is superior to the murine mAb as a targeting agent in vivo (Reist et al., 1997). Preclinical studies have determined that boronated $^{125}$I-L8A4 ($^{125}$I-BD) in combination with anti-EGFRwt antibody, cetuximab, resulted in almost twice as much $^{125}$I being localized in the composite tumors compared with $^{125}$I-BD-cetuximab or $^{125}$I-BD-L8A4 alone. In addition, the mean survival time of animals bearing composite tumors, which received both mAbs, was 55 days ($P < 0.0001$) compared with 36 days for BD-L8A4 and 38 days for BD-C225 alone (Yang et al., 2008).
MR1-1 (Beers et al., 2000) is a very promising scFv antibody therapeutic for EGFRvIII-expressing tumors. MR1-1 was produced from the parental antibody clone, MR1, by affinity maturation in order to generate a higher affinity clone. MR1-1 differs from parental MR1 by 3 amino acid residues; one residue change from phenylalanine to tryptophan at amino acid position 92 [F92W] in CDR3 of the variable light chain and two residue changes in CDR3 of the heavy chain [S98P, T99Y]. The resulting protein has a 15-fold higher $K_d$ (1.5 $\times$ 10$^{-9}$M) for EGFRvIII. Compared to $^{125}$I-MR1, the higher affinity clone, $^{131}$I-MR1-1 exhibited levels of both cell surface retention and internalization up to five times higher than the parent molecule, and biodistribution studies in mice demonstrated improved tumor retention and rapid clearance from normal tissues, as well as higher tumor: normal organ ratios (Kuan et al., 2000). Preclinical studies have also investigated the potential use of MR1-1 for radiotherapy (Shankar et al., 2006) and determined that therapeutic treatment using MR1-1 (dsFv) immunotoxin (MR1-1 was fused at the genetic level to Pseudomonas exotoxin domains II and III to form the MR1-1 immunotoxin) enhanced antitumor immunity (Ochiai et al., 2008). An FDA-approved Investigational New Drug Permit was issued in 2007, and a clinical trial of MR1-1 delivered intratumorally, via convection enhanced delivery, was initiated in the USA (Duke University, NC), in 2008. The clinical trial is currently in progress for patients with recurrent primary malignant brain tumors whose tumor cells test positive for expression of EGFRvIII, as detected by immunohistochemistry. The first two patients have been treated, and approximately 20 patients are expected to accrue.

### 36.2.3 Chondroitin Sulfate Proteoglycans

Chondroitin sulfate proteoglycans (CSPGs) consist of a large variety of core glycosylated proteins that are covalently attached to long, unbranched polysaccharides (glycosaminoglycans), comprising sulfated glucuronic acid and N-acetyl galactosamine disaccharide unit repeats. The four major groups of CSPGs are (1) lecetians (a family including aggrecan, versican, neurocan, and brevican), (2) phosphacan/receptor-type protein–tyrosine phosphatase β, (3) small leucine-rich proteoglycans (e.g., decorin and biglycan), and (4) others including neuroglycan-C and NG2. In the normal CNS, CSPGs have a role in development and plasticity during postnatal development (Galtrey and Fawcett, 2007). Increased production of CSPGs is a well-characterized phenomenon in a variety of malignant tumors including melanoma (Touab et al., 2002), colon carcinoma (Adany et al., 1990), breast cancer (Suwihat et al., 2004), and cervical cancer (Kodama et al., 2007). Expressions of NG2 (Chekenya et al., 1999), brevican (Viapiano et al., 2005), and versican (Paulus et al., 1996) have been demonstrated on malignant glioma and correlate with tumor grade (Chekenya et al., 1999; Schrappe et al., 1991). Thus, they are potential molecular targets for the development of antibody therapeutics.
Very few antibodies to CSPGs have been characterized to date. The very first CSPG hybridoma antibodies, Mel-5 and Mel-14, were developed at the Swiss Institute for Experimental Cancer Research (Carrel et al., 1980) following an investigation into melanoma-associated antigens. Additional studies revealed that both antibodies react with glioma cell lines (Carrel et al., 1982) and localize to subcutaneous D54MG xenografts (Wikstrand et al., 1987), warranting their continued investigation for brain-tumor diagnosis and therapy. Tumor uptake of radiiodinated Mel-14 F(\(ab\)')\(_2\) into subcutaneous and intracranial xenografts out-performed the whole IgG with respect to higher tumor:normal tissue ratios in evaluation of biodistribution and radiation delivery (Colapinto et al., 1988). \(^{131}\)I-radiolabeled Mel-14 F(\(ab\)')\(_2\) has been approved by the FDA as an investigational new drug (BB-IND-3344). Phase I dose escalation studies produced encouraging results including disease stabilization (less than 50% reduction in tumor size and no clinical progression) or partial response (greater than 50% reduction in tumor size) in five of eight evaluable patients (1 with GBM, 1 with oligodendroglioma and 3 with neoplastic meningitis). Furthermore, administration of \(^{131}\)I-Mel-14 F(\(ab\)')\(_2\) into the SCRC was associated with a lack of neurotoxicity (Bigner et al., 1995). In one case, a patient with neoplastic meningitis underwent a complete clinical response following treatment with \(^{131}\)I-Mel-14 F(\(ab\)')\(_2\) (Cokgor et al., 2001). Studies are currently taking place in the USA (Duke University, NC), to further develop Mel-14 as a single-chain variable-fragment (scFv) antibody immunotherapeutic with the aim of minimizing immunogenicity while maintaining binding specificity, affinity, and localization for both Mel-14 IgG\(_{2a}\) and chimeric Mel-14 (Batra et al., 1994).

The IgG\(_{2a}\) murine monoclonal antibody 9.2.27 is another candidate being investigated by our group for the treatment of malignant brain tumors. As with Mel-14, the 9.2.27 antibody was originally identified following reactivity with a melanoma-associated glycoprotein (Morgan et al., 1981), which was further identified as a CSPG (Bumol and Reisfeld, 1982). It was shown that 9.2.27 reacts with CSPG on glioma cells and proliferating brain endothelial cells, but not with the white or grey matter from the medulla oblongata, cerebellum, or spinal cord of normal human adult (Schrappe et al., 1991). Further studies demonstrated that 9.2.27 chemo-immuno-conjugates retained full binding capacity in vitro and delayed tumor growth in human glioma xenografts for 130 days, compared to 30 and 40 days for the control and unconjugated drug, respectively (Schrappe et al., 1992). In addition, intratumoral administration of 9.2.27 IgG\(_{2a}\) immunotoxin delayed tumor progression and prolonged survival among rats with intracranial GBM xenografts in a study (Hjortland et al., 2004) confirming 9.2.27 immunotoxin to be a promising therapeutic for malignant glioma. Currently, we are preparing the scFv antibody from 9.2.27 hybridoma (provided by Dr. Reisfeld) and will carry out studies to determine the therapeutic properties for treatment of malignant glioma.
36.2.4 Other Molecular Targets of Interest

The molecular targets described earlier in this review are well characterized, and the therapeutic potential of their corresponding therapeutic antibodies is already being investigated in the clinical setting. There are a number of other molecular targets that have been identified (Table 36.3), and the following section describes those that are currently undergoing validation as potential targets for immunotherapy.

36.2.4.1 Gangliosides

Gangliosides are sialic-acid-containing glycosphingolipids found on the outer surface of most cell membranes and are concentrated within gray matter and synaptic junctions in the CNS, especially during brain development (Rodden et al., 1991). They are promising therapeutic targets for cancer therapy because all tumors exhibit aberrant ganglioside expression. Presently, ganglioside vaccination strategies are dominating clinical trials for melanoma (Chapman, 2007), small-cell lung cancer (Manjili, 2007), breast carcinoma (Diaz et al., 2003), and neuroblastoma (Modak and Cheung, 2007), targeting N-glycolyl-GM3, GD1-3, and GD2 gangliosides. However, ganglioside-based vaccination studies for malignant brain tumor therapy are in the very early stages of development. One original study demonstrated that vaccination of seven patients with recurrent or progressive gliomas with a GD2-conjugate was safe but did not elicit an immune response; accordingly no tumor regression was observed (Becker et al., 2002). The ganglioside-rich environment of the CNS prompted the initiation of studies to identify tumor-associated gangliosides with no detectable expression within the normal brain. As a result, the oncofetal gangliosides 3'-isoLM1 and 3',6'-isoLD1 were identified (Fredman et al., 1988), characterized (Svennerholm et al., 1989), and subsequently validated as glioma-associated antigens (Wikstrand et al., 1991). Monoclonal antibodies SL-50 and DmAb22 produced against the respective gangliosides 3'-isoLM1 and 3',6'-isoLD1 (Wikstrand et al., 1991) have proved to be useful research tools but were never optimized for in vivo studies because of their IgM class. Currently, new immunotherapeutic antibodies with reactivity to 3'-isoLM1 and 3',6'-isoLD1 gangliosides are being developed in the USA (Duke University, NC).

36.2.4.2 Glycoprotein Nonmetastatic Melanoma Protein B

Glycoprotein Nonmetastatic Melanoma Protein B (GPNMB) is a type I transmembrane protein that was originally identified as a potential GBM antigen by using SAGE genetic analysis (Loging et al., 2000). The human GPNMB gene encodes a predicted 560-amino-acid protein consisting of three domains, including a long extracellular domain, preceded by a signal peptide, a single
Table 36.3 Brain tumor therapeutic antibodies currently undergoing preclinical development

<table>
<thead>
<tr>
<th>Molecular target</th>
<th>Tumor type</th>
<th>Antibody</th>
<th>Original isotype</th>
<th>Antibody format</th>
<th>Therapeutic format</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tenascin</td>
<td>U87 GBM</td>
<td>F16</td>
<td>–</td>
<td>scFv &amp; SIP</td>
<td>125I-labeled</td>
<td>Brack et al. (2006)</td>
</tr>
<tr>
<td>Tenascin</td>
<td>U87 GBM</td>
<td>P12</td>
<td>–</td>
<td>scFv &amp; SIP</td>
<td>125I-labeled</td>
<td>Brack et al. (2006)</td>
</tr>
<tr>
<td>Tenascin</td>
<td>U118 GBM</td>
<td>ST2146</td>
<td>IgG_{2b}</td>
<td>Murine mAb</td>
<td>125I-labeled</td>
<td>De Santis et al. (2006)</td>
</tr>
<tr>
<td>Podoplanin</td>
<td>Astrocytic tumors</td>
<td>NZ-1</td>
<td>IgG_{2a}</td>
<td>Rat mAb</td>
<td>N/A</td>
<td>Kato et al. (2006)</td>
</tr>
<tr>
<td>Podoplanin</td>
<td>U87 GBM</td>
<td>G11</td>
<td>–</td>
<td>scFv &amp; SIP</td>
<td>125I-labeled</td>
<td>Silacci et al. (2006)</td>
</tr>
<tr>
<td>Podoplanin</td>
<td>Colon carcinoma</td>
<td>ST2485</td>
<td>IgG_{1}</td>
<td>Murine mAb</td>
<td>125I-labeled</td>
<td>Petronzelli et al. (2005)</td>
</tr>
<tr>
<td>CSPG</td>
<td>GBM</td>
<td>9.2.27</td>
<td>IgG_{2a}</td>
<td>Murine mAb</td>
<td>Immunotoxin</td>
<td>Hjortland et al. (2004)</td>
</tr>
<tr>
<td>EGFRvIII</td>
<td>Brain cancer</td>
<td>Y10</td>
<td>IgG_{2a}</td>
<td>Murine mAb</td>
<td>Naked</td>
<td>Sampson et al. (2000)</td>
</tr>
<tr>
<td>EGFRvIII</td>
<td>NR6M cells</td>
<td>MR1-1</td>
<td>–</td>
<td>dsFv</td>
<td>Naked</td>
<td>Beers et al. (2000)</td>
</tr>
<tr>
<td>EGFRvIII</td>
<td>U87 GBM</td>
<td>L8A4</td>
<td>IgG_{1}</td>
<td>Chimeric murine /human mAb</td>
<td>131I-labeled</td>
<td>Reist et al. (1997)</td>
</tr>
<tr>
<td>EGFRvIII</td>
<td>Glioma</td>
<td>H10</td>
<td>IgG_{1}</td>
<td>Murine mAb</td>
<td>Naked</td>
<td>Wikstrand et al. (1995)</td>
</tr>
<tr>
<td>EGFRvIII</td>
<td>GBM</td>
<td>SL50</td>
<td>IgM</td>
<td>Murine mAb</td>
<td>Naked</td>
<td>Wikstrand et al. (1991)</td>
</tr>
<tr>
<td>EGFRvIII</td>
<td>GBM</td>
<td>DmA22</td>
<td>IgM</td>
<td>Murine mAb</td>
<td>Naked</td>
<td>Wikstrand et al. (1991)</td>
</tr>
<tr>
<td>GPNMB</td>
<td>GBM</td>
<td>F6V</td>
<td>–</td>
<td>Immunotoxin</td>
<td>Kuan et al. (unpublished data)</td>
<td></td>
</tr>
</tbody>
</table>

scFv = single-chain variable-fragment antibody; SIP = small immunoprotein; dsFv = disulfide stabilized scFv.
transmembrane region, and a relatively short cytoplasmic domain (Kuan et al., 2006). GPNNMB has been shown to correlate with tumor invasion and metastasis (Rich et al., 2001). Seventy percent of GBM patient samples were positive for GPNNMB transcripts, and 38% of GBM tumors showed a >10-fold increase in GPNNMB mRNA expression over normal brain (Kuan et al., 2006). Our group has developed scFv antibody F6V that targets GPNNMB-expressing gliomas. An F6V-immunotoxin that has been prepared by fusion to the gene encoding Pseudomonas exotoxin A (Kreitman et al., 1993) has demonstrated internalization and cytotoxicity in vitro. Studies are continuing to validate F6V scFv as an antibody-mediated immunotherapeutic (Kuan et al., unpublished data).

36.2.4.3 Multidrug Resistance Protein 3

The multidrug resistance protein (MRP) family comprises nine (MRP1-9) related ABC transporters that are able to transport structurally diverse lipophilic anions and function as drug efflux pumps. All members are structurally homologous to MRP1, a 190-kDa transmembrane protein, with MRP3 having the highest degree of structural resemblance (58%) (Kruh and Belinsky, 2003). The MRP3 transporter is involved in resistance to several anti-cancer drugs, including methotrexate, etoposide, and teniposide (Kool et al., 1999), all three of which are used for treatment of CNS neoplasms, including GBM (Bredel, 2001). Additional studies have demonstrated that MRP3 protein is not involved in resistance to taxol, anthracyclines, or mitoxantrone (Zeng et al., 1999). No publications demonstrating the relationship between the MRP3 protein and temozolomide resistance have been reported to date. MRP3 protein is highly expressed in the intestine and kidney and is also present at lower levels within the liver, bile duct, and pancreas (Scheffer et al., 2002), but not in normal brain (Nies et al., 2004). It will be important to also assess whether MRP3 might be expressed by normal stem cells. Studies have shown that MRP3 protein expression is higher in low-grade astrocytomas as compared to high-grade gliomas, medulloblastomas/primitive neuroectodermal tumors (PNETs), ependymomas, and oligodendrogliomas (Calatozzolo et al., 2005; Valera et al., 2007). Although specific MRP3 mAbs have been reported (Scheffer et al., 2000) and are available from several commercial sources, they have not currently been developed as therapeutic drugs. Our group has used phage display techniques to generate anti-MRP3 scFv antibodies that are currently being evaluated for therapeutic potential.

36.2.4.4 Podoplanin

Human podoplanin is a 36-kDa, type I transmembrane sialoglycoprotein that comprises an extracellular domain with abundant Ser and Thr residues as potential O-glycosylation sites, a single transmembrane portion, and a short cytoplasmic tail with putative sites for protein kinase C and cAMP
phosphorylation (Kato et al., 2003). In normal human tissue, podoplanin is expressed in kidney podocytes (Breiteneder-Gelèff et al., 1999), skeletal muscle, placenta, heart, lung (Martin-Villar et al., 2005), and myofibroblasts of the breast and salivary glands (Ordonez, 2006). Podoplanin is specifically expressed in the endothelium of lymphatic capillaries (Breiteneder-Gelèff et al., 1999) and aggregate platelets, through interaction with a CLEC-2 (C-type lectin-like receptor 2) (Kato et al., 2008). It is putatively involved in cancer cell migration, invasion, and metastasis (Wicki et al., 2006) and is overexpressed in several neoplasms, including squamous cell carcinoma of the larynx, lung, cervix, skin, and esophagus (Kato et al., 2005); testicular seminoma (Kato et al., 2004); and mesothelioma (Kimura and Kimura, 2005). Recent work demonstrated that podoplanin is a molecular marker of malignant progression in astrocytic tumors (Mishima et al., 2006b), and further immunohistochemical analysis revealed that podoplanin expression was present on 98% (40/41) of CNS germinomas tested (Mishima et al., 2006a) and was highly expressed on numerous CNS tumors, including GBM (29/35, 82.9%), ependymoma (28/29, 96.6%), and pilocytic astrocytoma (12/12, 100%) (Shibahara et al., 2006). Several anti-podoplanin mAbs have been developed, including D2-40 (Dako) (Marks et al., 1999), gp36 (Abcam) (Zimmer et al., 1999), YM-1 (MBL) (Kaneko et al., 2004), and NZ-1 (AngioBio). (Kato et al., 2006), and have been used to investigate the identity, biological role, and incidence of podoplanin within both normal and cancerous human tissue. These antibodies have the potential to be further developed and engineered for therapeutic treatment of podoplanin-expressing tumors of the CNS.

36.2.4.5 Neural Cell Adhesion Molecule

Neural Cell Adhesion Molecule (NCAM) is a glycoprotein member of the immunoglobulin (Ig) superfamily that is considered to be a signal-transducing receptor molecule, able to modulate diverse biological properties, such as adhesion, migration, proliferation, differentiation, and synaptic plasticity (Panicker et al., 2003). A single gene encodes NCAM, but alternate splicing results in three major isoforms, whose molecular weights are 120, 140, and 180 kDa. NCAM 140 and 180 are predominantly expressed during embryonic development, whereas the glycosyl-phosphatidylinositol (GPI)-anchored 120-kDa isoform is found in many different adult tissues (Jensen and Berthold, 2007). During tumor development NCAM often undergoes an isoform switch from the adult GPI-linked 120-kDa isoform to the embryonic, transmembrane isoforms of 140 kDa or 180 kDa (Cavallaro and Christofori, 2004). All three isoforms of NCAM are expressed on early-stage astrocytic tumors, but expression of the molecule decreases with progression toward malignant glioma. In advanced glioma, the loss of NCAM correlates with a more aggressive phenotype and with poor prognosis (Sasaki et al., 1998). In contrast, NCAM is highly expressed on medulloblastoma (He et al., 1991) and other primitive neuroectodermal tumors (Molenaar et al., 1991) and is associated with cancer progression.
in neuroblastoma (Gluer et al., 1998). NCAM is thus a molecular target for immunotherapy of medulloblastoma and other PNETs and an indicator of tumor progression in astrocytic tumors.

### 36.2.4.6 Vascular Endothelial Growth Factor

The structure and expression profile of the vascular endothelial growth factor (VEGF), along with current clinical agents used to target brain-tumor vasculature, are described in Chapters 21 and 30. Malignant gliomas are remarkably angiogenic, and VEGF is the dominant pro-angiogenic factor. Recent clinical trials targeting VEGF signaling have achieved dramatic rates of durable radiographic and clinical response, while also confirming adequate safety among recurrent malignant glioma patients. Specifically, over half of heavily pretreated recurrent malignant glioma patients achieved a radiographic response following treatment with bevacizumab, a humanized VEGF mAb, combined with irinotecan, a topoisomerase-I inhibitor. In addition, progression-free and overall survival rates were significantly increased in these patients as compared to those observed with historical salvage therapies (Vredenburgh et al., 2007a, b).

### 36.3 Perspective

Development of new treatments for any type of malignant glioma has been notoriously difficult. There have been only two new treatments approved by the FDA for glioblastoma in the last 30–40 years, those treatments being Gliadel (nitrosourea released with biodegradable polymers) and temozolomide. The earliest attempts at developing antibody treatments of glioma took place in the USA (Duke University, NC) under the aegis of Drs. Steven Mahaley and Eugene Day in 1965. They used polyclonal rabbit antisera to effectively image brain tumors, but the amount of uptake was so small that treatment could not be carried out. Also, the mixture of polyclonal antisera raised against glioma tissue crude-extract made it impossible to know what antigens the polyclonal antisera were detecting. With the advent of monoclonal antibody technology, new molecular targets have been identified, and new mAb treatment strategies against malignant gliomas have been developed.

At the present time, there are two monoclonal antibody treatments for glioblastoma that are in a registered trial for approval by the FDA. The most advanced is bevacizumab (Avastin®), which is a fully human antibody that neutralizes VEGF. Because it is not necessary for Avastin to cross the blood–brain barrier, it can be given systemically, and there have been very promising clinical and radiographic responses and durable survival increases observed in multi-institutional trials currently being evaluated by the FDA for approval in patients with recurrent glioblastoma multiforme. A second registration trial is currently underway with the anti-tenascin monoclonal antibody 81C6,
radiolabeled with $^{131}$I (Neuradiab™). This multi-institutional trial is randomized with resection-cavity-administered Neuradiab™ compared to standard of care, with external beam therapy and temozolomide.

With modern genomic technology, many additional molecular targets have been identified, and there are many antibody constructs currently under development, such as those against GPNMB, CSPG, MRP3, 3'-isoLM1, and 3',6'-isoLD1 gangliosides, and other molecular targets discussed in the body of this chapter. One might ask “Why are so many molecular targets necessary?” The answer to that lies in the innate heterogeneity of glioblastoma multiforme. There is no single molecular target that is expressed on all the cells in malignant gliomas, and although the FDA will require initial trials to be done with single agents, ultimately, a cocktail of multiple antibody constructs targeting up to three or four different molecular targets may be necessary for eradication of all cells in malignant gliomas. However, there are promising results with some constructs, such as the clinical trial with TP38, a transforming growth factor α Pseudomonas exotoxin construct, which apparently invoked a secondary immune reaction against the contents of tumor cells killed with the primary construct. Such bystander effects could have the result of greatly expanding the effects of a single molecularly targeted construct.

The necessity for carefully identifying patients whose tumors express the molecular target present is illustrated by the failure of the large multi-institutional IL-13 Pseudomonas toxin construct trial in recurrent glioblastoma patients (see trial details in Chapter 35). Although there are many potential reasons for the trial not meeting the expected endpoint of increased overall survival, it has been postulated by some that the lack of establishing eligibility for the trial with only patients whose tumors expressed the molecular target was one of the primary reasons for failure of the trial.

The difficult problem of drug delivery is likely to be overcome by using convection-enhanced delivery with multiple catheters placed either within or around a resected tumor, guided by computer algorithms in which accurate catheter placement can be made so that delivery is achieved to the target areas. A group at the University of California at San Francisco, in preclinical animal models, is also piloting a non-invasive convection approach with nasal delivery of large molecules, such as monoclonal antibodies and their different therapeutic formats.

The future looks brighter for brain-tumor patients, as together, all of these findings indicate that there is a high likelihood for a number of mAb constructs to be approved for the successful treatment of malignant gliomas in the next 5–10 years. Moreover, these approaches with mAbs will also likely be part of a multi-modality treatment of these tumors, and they will likely be used in combination with small-molecule therapeutics targeting key oncogenic pathways. Overall, these are wonderful developments and provide hope for patients with brain tumors, which have proved so difficult to treat in the past.
An exciting future area of investigation will be identifying which existing mAbs will react with brain-tumor stem cells and determining whether such cells might harbor new cancer-specific epitopes that can be exploited to design antibodies specifically targeting them. Such studies are underway in several laboratories. Such approaches will have to be taken with caution so as to not deplete normal stem cell populations in the brain and obtain cures at the cost of severe neural deficits.

36.4 Conclusion

The concept envisioned by Paul Ehrlich at the turn of the last century of specifically targeting disease with antibodies as precise “bullets” has now been implemented, and antibody-mediated therapeutics are gaining a prominent place among the next generation of targeted drugs for the treatment of neoplasia. Advances in the identification of brain-tumor-associated antigens, combined with monoclonal antibody production and engineering, have enabled potential therapeutics to be developed. These candidates are now making their way into the clinic and are providing hope for brain-tumor patients who desperately need some of the promised dream to come true. Clearly, while the translation of antibodies for cancer therapy into clinical practice is an exciting development and the fruit of decades of research, it is important to realize that these agents are no miracle cures and are yet to be integrated into a multi-modal therapy approach. The future is bright but there are still obstacles on the horizon.
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<tr>
<th>Abbreviation</th>
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</tr>
</thead>
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<tr>
<td>AA</td>
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</tr>
<tr>
<td>BD</td>
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</tr>
<tr>
<td>CDC</td>
<td>complement-dependent cytotoxicity</td>
</tr>
<tr>
<td>CDR</td>
<td>complementarity-determining region</td>
</tr>
<tr>
<td>CSPG</td>
<td>chondroitin sulfate proteoglycan</td>
</tr>
<tr>
<td>ds/scFv</td>
<td>disulfide-linked scFv</td>
</tr>
<tr>
<td>EGF</td>
<td>epidermal growth factor</td>
</tr>
<tr>
<td>EGFR</td>
<td>epidermal growth factor receptor</td>
</tr>
<tr>
<td>EGFRvIII</td>
<td>EGFR variant III</td>
</tr>
<tr>
<td>EGFRwt</td>
<td>EGFR wild type</td>
</tr>
<tr>
<td>FNIII</td>
<td>fibronectin type III</td>
</tr>
<tr>
<td>GBM</td>
<td>glioblastoma multiforme</td>
</tr>
<tr>
<td>GPI</td>
<td>glycosyl-phosphatidylinositol</td>
</tr>
<tr>
<td>GPNMB</td>
<td>glycoprotein nonmetastatic melanoma protein B</td>
</tr>
<tr>
<td>Ig</td>
<td>immunoglobulin</td>
</tr>
<tr>
<td>IV</td>
<td>intravenous</td>
</tr>
<tr>
<td>mAb</td>
<td>monoclonal antibody</td>
</tr>
</tbody>
</table>
MRP  multidrug resistance protein
MTD  maximum tolerated dose
NCAM  neural cell adhesion molecule
PNET  primitive neuroectodermal tumor
scFv  single-chain variable-fragment antibody
SCRC  surgically created resection cavity
SIP  small immunoprotein
TMZ  temozolomide
Tn-C  tenascin-C
VEGF  vascular endothelial growth factor
XRT  radioimmunotherapy
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Chapter 37
Stat3 Oncogenic Signaling in Glioblastoma Multiforme

Saikh Jaha rul Haque and Panka j Sharma

Abstract  Glioblastoma multiforme (GBM) is the most common and devastating malignancy of the central nervous system. Many growth factor and cytokine signaling pathways are deregulated in GBM, which aberrantly activate the signal transducer and the activator of transcription (Stat)3. Activated Stat3, in turn, exhibits a number of protumor activities that include induction of proliferation and suppression of programmed death of GBM cells, induction of tumor angiogenesis, and suppression of antitumor immunity. Paradoxically, it also acts as a tumor suppressor presumably by inducing the differentiation of GBM-initiating stem cells. In this review, we discuss these roles of activated Stat3 in the pathogenesis of GBM.
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37.1 Introduction

Stat proteins execute dual functions in the cell: transduction of cytokine and growth factor signals from plasma membrane to the nucleus and subsequent transcriptional activation of cognate genes (Darnell, 1997; Haque and Sharma, 2006; Stark et al., 1998). Mammalian genomes encode seven Stats (Stat1 through Stat4, Stat5A, Stat5B, and Stat6) which are differentially activated by a variety of cytokines and growth factors (Darnell, 1997). Stat3 was initially identified as an IL-6 inducible acute phase response factor that binds to the promoters of hepatic acute phase protein-encoding genes (Wegenka et al., 1993). The Stat3 cDNA was subsequently cloned from both mouse (Akira et al., 1994; Zhong et al., 1994) and humans (Yoshimura et al., 1995). While mice deficient in other Stats are viable, deletion of Stat3 in mice leads to embryonic lethality at E6.5–7.5 (Akira, 1999; Takeda et al., 1997), underscoring its essential, non-redundant functions during development.

Stat3 shares a striking amino acid sequence homology with other Stats except at its carboxy-terminal region (Darnell, 1997). Stat3 has three alternatively spliced variants. The longest form, Stat3a, contains 770 amino acids, while another variant lacks a segment in the 5’ UTR, and three nucleotides within the Stat3a coding region resulting in a protein of 769 amino acids. The shortest variant, Stat3b, is due to a 50 bp deletion and consequent frame-shift in the transcript, encoding a protein with 722 amino acids and a unique 7-amino acid carboxy-terminus (Schaefer et al., 1995). Stat3a and Stat3b have unique and specific functions, as revealed by specific deletion of individual isoforms (Maritano et al., 2004). Stat3a, however, remains the predominantly expressed isoform. Hereafter, Stat3a will be referred to as Stat3, unless otherwise mentioned.

Like other Stats, Stat3 contains a number of modular domains (Fig. 37.1). Stat3 has an amino-terminal oligomerization domain, followed by a coiled-coil domain likely involved in nuclear translocation, a DNA-binding domain critical for binding to cognate DNA sequences (TTN4/5AA), and a short linker region of unknown function. Adjacent to the linker is an SH2 domain responsible for the dimerization of tyrosine705-phosphorylated Stat3 molecules, which is mediated by an intermolecular interaction between the SH2 domain of one Stat3 molecule and the phospho-tyrosine705 residue located in the short tail region immediately following the SH2 domain of another Stat3 molecule (Darnell, 1997). This is followed by the carboxy-terminal transactivation domain involved in the transcriptional activation of Stat3-responsive genes.

Stat3 is ubiquitously expressed in mammalian cells in a latent form and activated by the IL-6 family cytokines that include IL-6 itself, ciliary neurotrophic factor (CNTF), oncostatin M (OSM), and leukemia inhibitory factor (LIF) and by a variety of growth factors including epidermal growth factor (EGF), transforming growth factor (TGF)-β, and platelet-derived growth factor (PDGF) (Darnell et al., 1994; Haque and Sharma, 2006; Heinrich et al., 1998; Zhong et al., 1994). Phosphorylation of tyrosine705 is essential for Stat3
activation (Zhong et al., 1994). Since the receptors of the IL-6 family cytokines do not possess intrinsic tyrosine kinase activity, members of the Janus family of tyrosine kinases including Jak1, Jak2, and Tyk2 associate with the receptors and phosphorylate Stat3 (Haque and Sharma, 2006; Heinrich et al., 1998). A canonical Jak-Stat pathway that activates Stat3 in response to IL-6 stimulation is illustrated in Fig. 37.2.

Stat3 activation and consequent gene activation are transient in normal cells (Haque et al., 2000; Haque and Sharma, 2006). However, persistent activation of Stat3 is detected in a variety of human cancers including GBM (Catlett-Falcone et al., 1999; Garcia and Jove, 1998; Rahaman et al., 2002a). The objective of this chapter is to draw a comprehensive portrait that reflects our current understanding of the roles of activated Stat3 in the pathogenesis of GBM.

### 37.2 Biology of Malignant Gliomas

Malignant gliomas are the most common primary tumors of the central nervous system (Holland, 2000; Kleihues et al., 1993; Maher et al., 2001; Weissenberger et al., 1997). Patients with GBM, the most malignant form (WHO grade IV), live
on an average less than 1 year despite surgery, radiation, and chemotherapy (Maher et al., 2001). There are two categories of GBM tumors: the de novo or primary GBM that arises spontaneously and the progressive or secondary GBM that progresses from low-grade tumors (Maher et al., 2001). Primary and secondary GBMs have distinct and overlapping genetic alterations, although pathologically the two groups are indistinguishable (Maher et al., 2001). Both categories of GBM are highly proliferative, aggressively invasive, and invariably angiogenic in character (Maher et al., 2001).
37.3 Activated Stat3 Acts as an Oncoprotein

Enhanced activation of Stat3 in Src-transformed cells was first reported in 1995 by Richard Jove’s laboratory, raising the possibility that Stat3 may contribute to Src-induced carcinogenesis (Yu et al., 1995). Of note, one of the first mouse models for astrocytoma was based on astrocyte-specific overexpression of v-Src (Weissenberger et al., 1997) that induced an activation of Stat3 (Weissenberger et al., 2004). Subsequent studies from this laboratory have shown that a number of human tumor-derived cell lines contain constitutively activated Stat3, providing a growth advantage to cancer cells (Catlett-Falcone et al., 1999; Garcia and Jove, 1998). In 1999, Bromberg and Darnell reported that a constitutively active Stat3 engineered by substitution of two cysteine residues within the carboxy-terminal loop of the SH2 domain induced the oncogenic transformation of immortalized fibroblasts, as assessed by colony formation in soft agar and tumor formation in immune-compromised mice, underscoring the significance of constitutive Stat3 activation in human tumors (Bromberg et al., 1999).

37.4 Stat3 Signaling Is Activated in GBM and Other Brain Tumors

Initial studies have found that in a number of human brain tumors including astrocytoma, anaplastic astrocytoma, GBM, medulloblastoma, ependymoma, and meningioma, steady-state levels of Stat3 protein are higher than those in control peritumoral brain tissues (Cattaneo et al., 1998; Magrassi et al., 1999). Previously a number of studies have shown that GBM cells secrete IL-6 and/or respond to it (Goswami et al., 1998; Rolhion et al., 2001; Tchirkov et al., 2001; Van Meir et al., 1990). However, little was known about IL-6-dependent signal transduction and subsequent gene expression in the pathogenesis of GBM. Subsequently, over 90% of GBM tumors and all GBM-derived cell lines examined have been found to contain high levels of constitutively activated Stat3 compared with normal astrocytes cultured in vitro, white matter derived from epilepsy patients, and normal brain tissues adjacent to tumors (Rahaman et al., 2002a). In fact, the frequency of aberrant, constitutive activation of Stat3 is one of the highest among the molecules frequently deregulated in GBM (Furnari et al., 2007; Maher et al., 2001; Rahaman et al., 2002a; Shervington et al., 2006; Wechsler-Reya and Scott, 2001) (Table 37.1). These observations raise an obvious question: How does Stat3 become activated in GBM cells? Some GBM cell lines like U251MG express both IL-6 and functional IL-6 receptor, supporting an autocrine activation of Stat3 which is blocked by incubation of cells with IL-6 neutralizing antibodies (Rahaman et al., 2002a). In contrast, others (U87MG and D54MG) do not express the IL-6 receptor, but show Stat3 activation in response to autocrine EGF and TGF-β signaling (Ghosh et al., 2005). Further, a number of glioma cell lines express the receptors for the IL-6 family cytokines OSM and LIF, and Stat1, Stat3, and Stat5B are
activated in these cell lines by OSM, and at least in part by LIF, in an autocrine manner (Halfter et al., 2000a). Surprisingly, IL-4, which normally activates Stat6 in almost all cell types including normal astrocytes, does not activate Stat6 but Stat3 in several GBM cell lines. Fibroblast growth factor (FGF) also is found to further activate Stat3 in C6 rat glioma cell line (Cuevas et al., 2006). Recent genomic analyses reveal that a number of receptor tyrosine kinases (RTKs) including EGFR, ERBB2, PDGFRA, and MET are activated in GBM (TCGA, 2008; Parsons et al., 2008). These RTKs are known to induce Stat3 activation in a variety of normal and cancer cells (Cramer et al., 2005; Ghosh et al., 2005; Wang et al., 2000; Yuan et al., 2008).

### Table 37.1 Frequency of different molecular alterations in GBM

<table>
<thead>
<tr>
<th>Molecular alterations</th>
<th>Frequency (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activation of Stat3</td>
<td>94</td>
<td>Rahaman et al. (2002a)</td>
</tr>
<tr>
<td>Overexpression of c-Myc</td>
<td>80</td>
<td>Shervington et al. (2006)</td>
</tr>
<tr>
<td>Activation of EGFR</td>
<td>45</td>
<td>TCGA (2008)</td>
</tr>
<tr>
<td>Activation of CDK4</td>
<td>14</td>
<td>Parsons et al. (2008)</td>
</tr>
<tr>
<td>Amplification of MDM2</td>
<td>14</td>
<td>TCGA (2008)</td>
</tr>
<tr>
<td>Inactivation of p16</td>
<td>52</td>
<td>TCGA (2008)</td>
</tr>
<tr>
<td>Inactivation of ARF</td>
<td>49</td>
<td>TCGA (2008)</td>
</tr>
<tr>
<td>Inactivation of PTEN</td>
<td>36</td>
<td>TCGA (2008)</td>
</tr>
<tr>
<td>Inactivation of p53</td>
<td>55</td>
<td>Parsons et al. (2008)</td>
</tr>
<tr>
<td>Inactivation of Rb</td>
<td>14</td>
<td>Parsons et al. (2008)</td>
</tr>
</tbody>
</table>

37.5 Activated Stat3 Induces Proliferation and Survival of GBM Cells

Stat3 has been found persistently activated in bone marrow mononuclear cells of patients with multiple myeloma. In an IL-6-dependent human myeloma cell line U266, Stat3 contributes to the pathogenesis of multiple myeloma by inducing the expression of the prosurvival protein Bcl-XL, thereby preventing their spontaneous apoptosis (Catlett-Falcone et al., 1999). In agreement with these studies, Stat3 is found to bind to the promoter of the Bcl-x gene as well as to the promoters of two other Bcl-2 family antiapoptotic genes, Bcl-2 itself and Mcl-1 (Rahaman et al., 2005). Treatment of U251MG cells with Jak inhibitor AG490 significantly reduces the activation of Stat3 and induces spontaneous apoptosis with a concomitant reduction in the steady-state levels of Bcl-2, Bcl-XL, and Mcl-1. Moreover, expression of a dominant negative mutant Stat3 (DN-Stat3) protein or treatment with AG490 markedly reduces the proliferation of U251MG cells by inhibiting the constitutive activation of Stat3 (Rahaman et al., 2002a). In D54MG and U87MG cell lines, suppression of EGFR-activated Stat3 by PD153035 or AG1478 reduces the expression of Mcl-1 but not Bcl-2 or Bcl-XL (Ghosh et al., 2005). IL-4 inhibits the proliferation of cells derived from
human normal cortex and low-grade gliomas but not high-grade tumors, which is associated with cyclin-dependent kinase inhibitor (CDKI) p21-dependent elevation of the expression of another CDKI, p27 (Liu et al., 2000). Interestingly, we have found that IL-4-activated Stat3 provides the growth advantage of GBM cells (Rahaman et al., 2002b; Rahaman et al., 2005). The aberrant activation of Stat3 is likely mediated by the tumor antigen IL-13Rα2 (Rahaman et al., 2002b) expressed in anaplastic astrocytoma and GBM but not normal astrocytes or low-grade astrocytoma (Joshi et al., 2000). IL-13Rα2 was initially identified as a high-affinity decoy receptor for IL-13 in renal cell carcinoma cell lines and subsequently was detected in high grades of malignant gliomas but not normal astrocytes or low-grade gliomas (see also Chapter 35). Of note, IL-13Rα2 is a high-affinity IL-13-binding transmembrane protein that acts as a decoy receptor for IL-13 and inhibits IL-4-dependent Stat6 activation in GBM and other cells (Rahaman et al., 2002b, 2005). FGF causes activation of Stat3 in a variety of cells (Deo et al., 2002; Udayakumar et al., 2002). Dobesilate, a synthetic inhibitor of FGF, blocks Stat3 activation in C6 glioma cells concomitant with the inhibition of cyclin D1 and Bcl-XL expression, suggesting that activated Stat3 induces proliferation and suppresses spontaneous apoptosis of these GBM cells (Cuevas et al., 2006). An AG490-related compound WP1066 is found to be a more effective inducer of apoptosis of GBM cells in vitro and in vivo in mice; it activates Bax and inhibits the expression of Myc and Bcl-XL (Iwamaru et al., 2007). Moreover, RNAi-mediated inhibition of Stat3 expression induces

Fig. 37.3 Roles of Stat3 in GBM. Stat3 is activated in GBM by multiple cytokines and growth factors. In GBM, activated Stat3 plays tumor-promoting roles by (i) inducing the transcription of prosurvival genes in tumor cells, (ii) activating the neo-angiogenesis in GBM tumor tissue, and (iii) suppressing antitumor immune responses. Paradoxically, Stat3 also acts as a tumor suppressor in GBM by inducing the differentiation of tumor-initiating cells to the astrocytic lineage.
apoptosis in a number of GBM cell lines (Konnikova et al., 2003; Ren et al., 2008). Telomere 3’ overhang-specific DNA oligonucleotide that inhibits proliferation of GBM cells (presumably by mimicking telomere loop disruption) is found to induce non-apoptotic, autophagic cell death concomitant with the inhibition of Stat3- and mTOR signaling (Aoki et al., 2007; Yokoyama et al., 2007). Interestingly, retinoic acid (at low concentrations: 0.01–1.0 μM) is also found to induce Stat3 activation and proliferation of a human glioblastoma cell line, GL-15 (Paillaud et al., 2002). Taken together, these studies reveal that Stat3 is the converging point for a variety of cytokines and growth factor-activated signaling pathways, and plays critical roles in promoting the proliferation and survival of GBM cells (Fig. 37.3).

### 37.6 Proangiogenic Activity of Stat3 in GBM

Outgrowth of GBM tumors is associated with hypoxia, necrosis, and neoangiogenesis (Brat and Van Meir, 2004; Rong et al., 2006) (see also Chapter 22). The mechanisms leading to the occurrence of large areas of necrosis in GBM are not completely understood, but may be linked to the tumor outgrowing its blood supply. Micronecrotic areas surrounded by pseudo-palisading cells are a characteristic of a subset of GBM (Brat and Van Meir, 2004; Rong et al., 2006) and may occur in part due to vaso-occlusion caused by intravascular thrombosis and/or angiopoietin-2-mediated apoptosis of endothelial cells of the intratumoral blood vessels (Bergers and Benjamin, 2003; Brat and Van Meir, 2004; Holash et al., 1999). Hypoxia acts as a major inducer of proangiogenic genes (Bergers and Benjamin, 2003; Naumov et al., 2006). Hypoxia-induced gene expression is mediated by hypoxia-inducible factor (HIF), a helix–loop–helix transcription factor made of a heterodimer of α and β subunits. The HIF-dimer binds to the hypoxia-responsive element (HRE) located in the enhancers of a variety of hypoxia-regulated genes and activates transcription (Bergers and Benjamin, 2003; Fong, 2008; Harris, 2002). HIF activates the expression of over 100 genes which control a variety of biological mechanisms that ensure cell survival under hypoxia. One of these encodes vascular endothelial growth factor (VEGF), a major proangiogenic mediator in GBM and other tumors (Fischer et al., 2005; Plate et al., 1992; Shweiki et al., 1992).

Stat3 has been implicated in the transcription of VEGF in a variety of cancer cells (Gray et al., 2005; Jung et al., 2005; Niu et al., 2002; Xu et al., 2005b). In malignant glioma and medulloblastoma, Stat3 activation is persistent in endothelial cells of intratumoral blood vessels, which is likely the result of paracrine activation of VEGFR2 signaling following secretion of VEGF by tumor cells in response to hypoxia and other factors (Schaefer et al., 2002). Cytokines such as OSM and IL-6 are produced by glioma cells and both can induce VEGF production by the tumor (Loeffler et al., 2005; Repovic et al., 2003). IL-6 also activates VEGF transcription in normal astrocytes and GBM
cells via a direct physical interaction between Stat3 and Sp1. This study shows that there is no functional Stat3-binding site in the VEGF promoter and that the Sp1–Stat3 complex occupies the GC-boxes in the promoter (Loeffler et al., 2005).

Because Stat3 and HIF can cooperate in the activation of VEGF, we have expressed DN-Stat3 in U87MG cell line in a hypoxia/HIF-1-inducible manner using a bidirectional expression vector (Post and Van Meir, 2001) and found that DN-Stat3 reduces U87MG-derived tumor volume by inhibiting tumor cell survival as well as tumor angiogenesis, suggesting that Stat3 activation is required by hypoxic U87MG cells to suppress apoptosis and induce neo-angiogenesis. Furthermore, persistent activation of Stat3 is upregulated by hypoxia, which in turn induces the transcription of the VEGF gene in U87MG cells (Dasgupta et al., 2008). These studies suggest that activated Stat3 acts as a potent inducer of neo-angiogenesis in GBM tumors.

37.7 Immune Suppression by Stat3 in GBM

Malignant glioma patients as well as rodents bearing experimental gliomas suffer from the suppression of cell-mediated and humoral arms of both systemic and local immunity (Cserr and Knopf, 1992; Gordon et al., 1997; Roszman et al., 1991). This may largely be attributable to the production of immune-suppressant molecules including TGF-β2, prostaglandin E2, and IL-10 by GBM cells (Benedetti et al., 1999; Giezeman-Smits et al., 2000; Hishii et al., 1995). Of note, IL-10 activates Stat3 in a variety of immune cells leading to the expression of genes responsible for antitumor immune responses (Yu et al., 2007). Therefore, growth of malignant gliomas is privileged by the immune-compromised microenvironments of the tumor. This notion is supported by the results of an international population-based case–control study which reveals an inverse association between gliomas and allergic diseases that result from aberrant activation of the immune system (Schlehofer et al., 1999). In concurrence with this study, several immune-modulating cytokines including IL-2, IL-4, IL-12, and granulocyte monocytes colony-stimulating factor (GM-CSF) have been shown to induce antitumor immune responses in glioma-bearing rodents (Benedetti et al., 2000; Bennett et al., 1997; Dey et al., 2006; Iwadate et al., 2001; Jean et al., 2004).

Recently, WP1066, a novel inhibitor of Stat3 is found to reverse systemic tolerance of immune cells isolated from human GBM patients. WP1066 enhances the expression of co-stimulatory molecules on peripheral macrophages and tumor-infiltrating microglia and induces the production of cytokines like IL-2, IL-4, IL-12, and IL-15 by macrophages, which stimulate T-cell effector functions (Hussain et al., 2007). Systemic administration of another Stat3 inhibitor, JSI-124, to mice-bearing syngenic GL261 glioma in the brain
promotes antitumor activities of tumor-infiltrating immune cells by inducing
the production of CXCL-10 and IL-15. This leads to an enhanced efficacy of the
adoptive transfer therapy of type 1 cytotoxic T lymphocytes in these GL261
glioma-bearing mice (Fujita et al., 2008). Collectively, these findings clearly
indicate that activated Stat3 acts as an immune suppressor in malignant
gliomas.

37.8 Antitumor Activity of Stat3 in GBM

There is now compelling evidence that virtually every cancer is derived from a
single cell; therefore, all neoplastic cells in a cancer tissue, including GBM,
represent the progeny of that cell. Thus, a given tumor tissue is comprised of a
population of cancer cells which are homogenous with respect to the genetic
alterations that have transformed the cell in which the tumor is initiated.
Therefore, in accordance with the stochastic model, each cancer cell in a
tumor tissue should be able to initiate a new tumor when implanted into an
appropriate host, like immune-suppressed rodents (Dick, 2003). In reality,
however, a single cancer cell is unable to initiate a tumor in vivo; about a million
cancer cells are required for new tumor initiation in immune-compromised
rodents (Dick, 2003). Studies have suggested that a cancer cell must acquire a
mitogenic signal to enter the cell cycle and divide, which are the first criteria to
initiate a new tumor (Hanahan and Weinberg, 2000). However, mitogenic
signals also induce either spontaneous apoptosis or death receptor-mediated
apoptosis (Green and Evan, 2002). Therefore, the tumor-initiating cell must
need survival signals along with the mitogenic signals (Hanahan and Weinberg,
2000).

The third signal a cell must acquire to initiate a tumor is an antidifferentia-
tion or de-differentiation signal that confers the ‘stemness’ (stem cell properties)
to the tumor-initiating cell (Blau et al., 2001; Gurdon, 2006; Gurdon et al., 2003;
Gurdon et al., 2005). This is consistent with the emerging cancer stem cell
hypothesis that growth of cancers including GBM is maintained not by the
major population of cancer cells which are differentiated, but by a minor
population of cancer cells called ‘cancer stem cells’ which possess stem cell-
like properties (Bao et al., 2006; Gilbertson and Rich, 2007; Singh et al., 2004a;
Singh et al., 2003; Singh et al., 2004b).

In the developing brain, neural progenitor cells (NPCs), also called neural
stem cells (NSCs), differentiate into neurons, astrocytes, and oligodendrocytes
(Temple, 2001). Recent studies have shown that FGF2-activated Stat3 is required
to maintain the undifferentiated state of NPCs, and this is mediated by Stat3-
dependent expression of Notch ligand Delta-like1; consistently, conditional dele-
tion of Stat3 in NPCs promotes neuronal differentiation (Yoshimatsu et al.,
2006). On the other hand, Stat3 activated by the IL-6 family of cytokines in
collaboration with the bone morphogenetic protein (BMP) family-activated
Smad1–Smad4 complex induces astrocytic differentiation of NPCs (Nakashima et al., 1999; Taga and Fukuda, 2005). Another report claims that OSM induces growth inhibition and the astrocytic differentiation of GBM cells, which are not significantly blocked by the expression of a dominant negative mutant Stat3 protein, suggesting that activated Stat3 may not be required for the differentiation of GBM cells (Halfter et al., 2000b). However, overexpression of DN-Stat3 in the C6 rat glioma cell line results in the suppression of c-AMP-induced IL-6-mediated differentiation as revealed by the repression of glial fibrillary acidic protein (GFAP) promoter activity, suggesting that Stat3 activation is required for the differentiation of C6 cells (Takanaga et al., 2004). Therefore, the role of activated Stat3 in the differentiation of GBM cells remains unclear, although it is established that Stat3 activation is required for the astrocytic differentiation of normal NPCs (Nakashima et al., 1999).

A recent study shows that BMP- and CNTF-mediated astrocytic differentiation is compromised by enhancer of zeste homolog (EZH2)-dependent epigenetic silencing of the BMP receptor 1B gene in a subset of GBM-initiating cells (Lee et al., 2008). It is apparent from these studies that Stat3 plays multiple roles in CNS development as well as in brain tumor formation. On the one hand, Stat3 maintains the pluripotency of NPCs by inducing the Notch signaling pathway (Yoshimatsu et al., 2006); on the other hand, Stat3 in cooperation with Smad1–Smad4 complex induces glial differentiation (Nakashima et al., 1999), thereby acting as a tumor suppressor. In agreement with this notion, activation of AKT due to loss of PTEN function results in the phosphorylation and inactivation of FOXO3, leading to an inhibition of FOXO3-dependent expression of LIFRβ. This in turn compromises the LIF-mediated activation of Stat3 and subsequent astrocytic differentiation of NPCs (de la Iglesia et al., 2008b). These authors have further shown that Stat3 forms a complex with mutant EGFR (EGFRvIII) in the nucleus and acts as an oncoprotein in gliomagenesis (de la Iglesia et al., 2008b). In a recent report, activated Stat3 was shown to occupy the IL-8 promoter and suppress its activation suggesting that Stat3 may also inhibit angiogenesis under some circumstances (de la Iglesia et al., 2008a).

Although the findings discussed above suggest that activated Stat3 may play a role in the differentiation of GBM-initiating cells, further genetic and epigenetic studies are necessary for unfolding the role of activated Stat3 as a tumor suppressor in GBM.

### 37.9 Physiologic and Pharmacologic Inhibitors of Stat3

Under normal physiological conditions, Stat3 activation is limited in both duration and magnitude by a variety of negative regulators acting at different steps in the signaling pathways through distinct mechanisms (Haque and Sharma, 2006). The protein inhibitors of activated Stats (PIAS) family proteins are identified as inhibitors of Stat binding to DNA. PIAS3 is shown to
specifically block the DNA-binding activity of Stat3 (Chung et al., 1997). Reduced expression of PIAS3 is found in a variety of human cancers including GBM (Wang and Banerjee, 2004). A recent study has shown that PIAS3 is expressed at significantly lower levels in GBM compared with control brain tissues. Moreover, overexpression and silencing of the PIAS3 gene reveal that PIAS3 expression inversely correlates with the proliferation of GBM cells (Brantley et al., 2008).

We have found that DN-Stat3, in which tyrosine705 is replaced by phenylalanine, inhibits the proliferation and induces apoptosis of U87MG and U251MG cells, by compromising the constitutive activation of endogenous Stat3 (Ghosh et al., 2005; Rahaman et al., 2002a). The Jak inhibitor AG490 inhibits Stat3 activation in U251MG cells but not in U87MG cells in which Stat3 activation is inhibited by EGFR inhibitors PD153035 and AG1478 (Ghosh et al., 2005; Rahaman et al., 2002a). The c-Fos promoter contains an enhancer element that binds to activated Stat3 (Wagner et al., 1990). Transfection of U251MG and A172 cells with a 15-mer oligonucleotide duplex encompassing the Stat3-binding site significantly inhibits Stat3 activation (Gu et al., 2008). Further, treatment of these cells with JSI-124, an inhibitor of Jak/Stat3 pathway, causes a marked reduction of Stat3 activation (Su et al., 2008). JSI-124 also induces apoptosis in both medulloblastoma and glioblastoma cells and sensitizes the cells to conventional chemotherapeutic agents (Lo et al., 2008). Another recent study finds that treatment of GBM cells with purified peptide aptamers markedly compromises constitutive activation of Stat3 (Borghouts et al., 2008). Suppression of Stat3 expression by RNAi and subsequent induction of apoptosis are demonstrated in a number of GBM cell lines (Konnikova et al., 2003; Ren et al., 2008).

Aberrant activation of Stat3 is found in a variety of cancers including GBM which contribute to the expression of genes involved in cancer cell proliferation and survival, induction of tumor angiogenesis, and suppression of immune surveillance (Yu and Jove, 2004). Based on these findings, Stat3 can be considered as an ideal target for cancer therapy (Darnell, 2002; Yu and Jove, 2004). To this end, different strategies for targeting Stat3 in a variety of cancers have been evaluated in a recent review (Al Zaid Siddiquee and Turkson, 2008). Because Stat3 is activated by growth factor receptor intrinsic or cytokine receptor-associated tyrosine kinases, antagonizing receptor function and targeting the relevant kinase(s) are promising strategies that have been validated in a number of cancers (Kamath and Buolamwini, 2006; Xu et al., 2005a). Further, direct inhibition of Stat3 function such as interference of physical interactions of Stat3 with other proteins (including itself) or DNA by small molecules is an ideal strategy (Darnell, 2002). Phase I clinical trials of ZD 1839, an inhibitor of EGFR in head and neck squamous carcinoma, gastric and breast adenocarcinoma (Albanell et al., 2001), and non-small cell lung cancer (Han et al., 2005), have used the reduction of Stat3 activation (among others) as a surrogate marker for monitoring the drug efficacy.
37.10 Perspectives

A large number of intracellular signaling pathways activated by a variety of extracellular signaling molecules including cytokines and growth factors converge to a limited number of transcription factors that induce the expression of specific sets of intracellular and secretory proteins which execute many essential cellular and physiological functions in higher organisms (Haque and Sharma, 2006). Stat3 is one of these transcription factors whose deficiency leads to embryonic lethality (Takeda et al., 1997), and in GBM, Stat3 is aberrantly activated by multiple, deregulated intracellular signaling pathways and activates genes that are essentially involved in tumor promotion as well as tumor suppression (Fig. 37.3). These apparently paradoxical functions of Stat3 may depend on the specific set of genes it activates in collaboration with other transcription factors and cofactors and on the epigenetic status of the target promoters. For example, a recent study suggests that whether Stat3 will play a pro-oncogenic or tumor-suppressive role depends on the mutational profile of the tumor (de la Iglesia et al., 2008b).

Activated Stat3 can induce its own expression by transcriptional activation, which explains why steady-state levels of Stat3 are relatively higher in a variety of cancer cells (including GBM cells) than normal cells (Yang et al., 2007). A recent study shows the accumulation of unphosphorylated (unactivated) Stat3 in IL-6 treated cells, which activates a distinct set of genes including IL-6 and IL-8 that are not induced by activated Stat3 (Yang and Stark, 2008). Thus, Stat3 appears to contribute to the pathogenesis of many human cancers including GBM by acting through a complex network of molecular mechanisms.

Therefore, further studies are necessary for unfolding the complexity of Stat3 functions in malignant gliomas and other human malignancies. Though numerous studies have provided compelling proof-of-concept evidence for targeting aberrant Stat3 activity in numerous tumors, any therapeutic intervention should take into account the specific targeting of tumor cells as Stat3 plays important roles in multiple, normal physiological processes.
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Chapter 38
Inhibition of Ras Signaling for Brain Tumor Therapy

Sameer Agnihotri, Diana Munoz, and Abhijit Guha

Abstract Overactive p21-Ras signaling is a major contributing factor in the initiation and progression of glioblastoma multiforme (GBM). Thirty percent of all cancers exhibit mutations in the \( p21-Ras \) gene. Elevated levels of p21-Ras activity can also arise through abnormal receptor expression as is the case in GBM. Hence, development of p21-Ras inhibitors such as farnesyltransferase inhibitors (FTIs) or other targets of p21-Ras signaling is a promising but unproven antitumor strategy. p21-Ras is a member of the small guanine nucleotide-binding protein family and plays a pivotal role in signal transduction. Activated p21-Ras and its downstream signaling cascades are involved in a variety of biological processes including cell proliferation, cell cycle progression, survival, development, and differentiation. Although mutations in \( p21-Ras \) are rare in GBM, elevated levels of activated p21-Ras are consistently seen in GBM. Current data suggest that activation of p21-Ras is a consequence of aberrant tyrosine kinase receptor activation (EGFR, PDGFR, Met, etc.), which are frequent events in GBM. Targeting p21-Ras in gliomas has not been fully exploited and a better understanding of p21-Ras and its function may lead to novel therapies that can be synergistic with other conventional and biological modalities.
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38.1 Introduction

Glioblastoma multiforme (GBM) is the most common and lethal of all gliomas and is defined by several hallmark features such as hypercellularity, resistance to apoptosis, genomic instability, extensive angiogenesis, necrosis, and robust invasion. GBM is a highly heterogeneous tumor broadly characterized by several gain-of-function and loss-of-function alterations, epigenetic reprogramming, and germ line and somatic mutations (TCGA, 2008). Emerging biologically relevant targeted therapies depend on an enhanced understanding of the underlying mechanisms that drive the malignant phenotype. Amongst these targets is p21-Ras, and it has attracted much attention due to its central role in normal and cancer cell intracellular signaling pathways. The primary mechanism for the activation of p21-Ras in cancer is through point mutations in the \( p21\)-\( ras \) gene, yielding constitutively active p21-Ras protein expression and this occurs in \( \sim 30\% \) of cancers. A number of cancers including breast cancer and gliomas also show p21-Ras activation by secondary mechanisms, such as aberrant receptor signaling of EGFR, PDGFR, and mutations in Ras-GAP proteins such as NF1, which serve to inactivate p21-Ras.

Targeting of p21-Ras and effectors of p21-Ras signaling is therefore a rationale and an attractive strategy for novel therapeutic intervention in many cancers, including brain tumors such as gliomas and perhaps other CNS tumors (see subsequent sections). While the \( p21\)-\( Ras \) gene is rarely mutated in GBM and other primary brain tumors, its elevated activity and that of the multiple downstream effectors of p21-Ras signaling can be targeted. In this chapter, we highlight how p21-Ras contributes to GBM and other primary CNS tumor biology, review the prior strategies to target this pathway that have not worked so effectively, and present future targeting approaches.

38.2 p21-Ras Structure and Processing

p21-Ras is a member of the Ras protein family, which is small guanine nucleotide-binding protein (G proteins) that cycles between an inactive guanosine diphosphate (GDP)-bound form and an active guanosine triphosphate (GTP)-bound form (Sprang 1997a, b) (Fig. 38.1A). p21-Ras plays a fundamental role in signal transduction and can be modulated by a diversity of cytokines and growth factors. There are three mammalian \( p21\)-\( Ras \) genes that encode four closely related GTPases of K-RasB (188 amino acids), H-RasA, K-RasA, and N-RasA (189 amino acids). K-RasA and K-RasB arise from alternative splicing of K-Ras gene products. High sequence homology exists between the Ras isoforms, where the first 86 amino acids are identical, the next 79 are 78% homologous, and the last 24 amino acids are highly variable (Boguski and McCormick 1993a; Ellis et al. 1981; Lowy and Willumsen 1993; Lowy et al. 1993) (Fig. 38.1B).
Activated p21-Ras or mutated Ras undergoes several posttranslational modifications (PTMs) that are vital for the attachment and activation at the inner plasma membrane. The first and most critical modification is the addition of a farnesyl isoprenoid moiety to the C-terminus of p21-Ras, which is facilitated by the enzyme farnesyltransferase (FTase), a member of the prenyltransferase family that includes geranylgeranyl transferases (GGTase). FTase is a heterodimeric enzyme that catalyzes the addition of a 15-carbon farnesyl moiety from farnesyl pyrophosphate (FPP) in a thioester covalent linkage to cysteine in the C-terminal CAAX motif of p21-Ras (Gelb 1997; Zhang and Casey 1996; Glomset and Farnsworth 1994). Similarly, with K-Ras a GGTase adds a geranylgeranyl moiety from geranylgeranyl pyrophosphate (GGPP). Of the four isoforms of p21-Ras, Ha-Ras is fully dependent on FTase for its activation, while other isoforms and cancer mutants can undergo geranylation if farnesylation is inhibited. FTase
inhibitors (FTIs) have become of clinical relevance and will be discussed in the subsequent sections. After farnesylation, there is endoproteolytic cleavage and removal of the three carboxyl terminal amino acids (AAX) by a CAAX-specific endoprotease (PPSEP) at the endoplasmic reticulum. p21-Ras is further modified by the addition of a methyl group from S-adenosylmethionine (SAM) to the carboxyl group of the prenylated cysteine residue by an uncharacterized methyltransferase (PPSMTase) (Park et al. 1997; Trueblood et al. 1997; Trueblood et al. 1997; Pellicena et al. 1996). Ha-Ras and N-Ras further undergo palmitoylation at 1–2 cysteines near the farnesylated C-terminus by a prenyl protein-specific palmitoyltransferase. Although each of these PTMs increase hydrophobicity of p21-Ras to promote membrane association, the initial farnesylation is sufficient to promote membrane association. In addition to FTase, GGTase-I and GGTase-II can also prenylate the C-terminal ends like FTase by attaching either one or two 20-carbon geranylgeranyl isoprenyl moieties (Gibbs et al. 1993; McCormick 1993b; Casey et al. 1989). Figures 38.1B (bottom panel) and 38.2 depict the PTM modifications that the p21-Ras isoforms are subjected to.

Fig. 38.2 Posttranslational modification of p21-Ras. p21-Ras is synthesized as a pro-peptide, which undergoes a series of posttranslational modifications, resulting in attachment to the inner surface of the plasma membrane, where it can be cycled from inactive GDP- to active GTP-bound state. 1. First FTase or GGTase transfers a farnesyl or a geranylgeranyl group from FPP or GGPP to the thiol group of the cysteine residue in the CAAX motif of p21-Ras. 2. The C-terminal tri-peptide is then removed by a CAAX-specific endoprotease (PPSEP) in the endoplasmic reticulum. 3. A PPSMTase attaches the methyl group from S-adenosylmethionine (SAM) to the C-terminal cysteine. 4. Finally, a prenyl protein-specific palmitoyltransferase (PPSPTase) attaches palmitoyl groups to cysteines near the farnesylated C-terminus.
38.3 Activation and p21-Ras Signaling

p21-Ras serves as a membrane-bound biological switch that relays signals from stimulated receptors to initiate effector signaling cascades (Fig. 38.3). In general, ligand binding to the extracellular domain of receptor tyrosine kinases (RTKs) causes dimerization, stimulating tyrosine kinase activity leading to auto-phosphorylation of the receptor. These intracellular phosphorylated tyrosine residues serve as docking sites to recruit adapter proteins, such as Grb2 and Shc to the membrane–receptor complex. These proteins have phosphotyrosine-binding (PTB) domain and SH2 domains, which facilitate the interaction and binding of these adapter proteins to the receptor. Grb2 is complexed with an enzyme called Sos that serves as a p21-Ras guanine exchange factor or Ras-GEF, an interaction mediated by the SH3 domain of Grb2 and the proline-rich region of Sos (McCormick 1993a; Marshall 1995; Schlessinger 1993). The Grb2–Sos complex can interact with p21-Ras, effectively targeting it to the cellular membrane and resulting in the inactive GDP of Ras being exchanged for GTP. Ras activation is not exclusive to RTKs as non-RTK such as Lyn, Jak2, and Fes can recruit Grb2–Sos complexes and activate Ras signaling cascades. Inactivation of Ras occurs when p21-Ras-GTP becomes p21-Ras-GDP through a hydrolysis reaction catalyzed by GTPase. p21-Ras and other small G protein have intrinsic GTPase activity but it is slow, and more efficient GTPase activity is carried out by another family of proteins known as Ras-GAPs (GTPase-activating proteins) (Buhring et al. 1993; Marshall 1995). Two well-studied Ras-GAPs include p120GAP and NF1, the latter being the protein product inactivated in the cancer predisposition syndrome neurofibromatosis-1 (NF-1) (see also Chapters 3 and 6).

Active p21-Ras-GTP can then trigger several downstream signaling cascades including the Ras-MAPK pathway through activation of the serine threonine kinase Raf-1 (Marshall 1996; Pawson and Saxton 1999; Kolch et al. 1991; Cowley et al. 1994; Mansour et al. 1994; Stokoe et al. 1994; Levers et al. 1994; Pritchard and McMahon 1997; Tamada et al. 1997; Jaaro et al. 1997). PI(3)K signaling cascades and activation of Rho and Rac are also transduced through p21-Ras activation (Fig. 38.3). Ras-Raf-MAPK signaling is the best studied signaling cascade of Ras activation and frequently aberrantly expressed in several cancers. Activation of Raf occurs when it is recruited to the cell membrane but the mechanism by which p21-Ras activates Raf is under investigation. Activated Raf will phosphorylate the ser-thr kinases MEK1 and MEK2 which then activate downstream the MAPKs ERK1 and ERK2. ERK1 and ERK2 phosphorylate a multitude of cytoplasmic and nuclear proteins including S6 kinases and ELK-1, a transcription factor responsible for the transcription of p21-Ras signaling induced genes.

p21-Ras can also activate the PI(3) kinase signaling cascade by binding to the catalytic p110 subunit of PI(3)K leading to activation of PDK-1 and PDK-2, which are responsible for activation of AKT and non-conventional protein kinase C family members (ncPKCs) (see also Chapter 15).
Activated p21-Ras can also regulate other small G proteins such as Rho, Rac, and CDC42, which are involved in regulating cell morphology, motility, and invasion. Like p21-Ras, these small G proteins also cycle between an active GTP state by GEFs and an inactive GDP state when acted upon GAP proteins. Rho modulates actin cytoskeleton that regulates membrane ruffling, formation of stress fibers, cell shape, cell invasion, formation of filopodia, and focal adhesions.

38.4 Mutated and Activated p21-Ras in Brain Tumors

Mutated p21-Ras oncogenes were first identified by their ability to transform NIH-3T3 cells (Bos 1989; Perucho et al. 1981). The majority of p21-Ras mutations in humans occur in K-Ras, some in N-Ras and rarely in Ha-Ras. Common mutations occur in amino acids numbers 12, 13, or 61 making p21-Ras-GTP...
unable to bind and thus rendering them insensitive to Ras-GAPs. Mutations at amino acid number 12, with glycine mutated to serine, arginine, alanine, or valine, are the most common (Boguski and McCormick 1993b; Bos 1989). Of therapeutic concern is that activated levels of p21-Ras, in addition to their transformation ability, contribute to radiation and chemotherapy resistance in several tumors including GBM. Inhibition of p21-Ras by expressing dominant negative mutants leads to GBM tumor cells being more sensitive to the chemotherapeutic agent cisplatin in vivo and in vitro (Messina et al. 2004).

Although oncogenic mutations in p21-Ras are rare in GBM, several direct and indirect pieces of evidence demonstrate that activation of p21-Ras and its downstream targets are critical for contributing to GBM malignancy. First our group and others have shown that p21-Ras levels are higher in malignant glioma cell lines and operative samples compared to normal brain and normal astrocytes (Feldkamp et al. 1999a; Guha et al. 1997), comparison between p21-Ras levels in GBM cells that behave like progenitor cells and normal stem cells has not been extensively researched. Secondly, sequencing of p21-Ras genes from these samples revealed no primary mutations, suggesting that activation of p21-Ras was due to aberrantly activated upstream receptor signaling in these tumors (Guha et al. 1997). Thirdly, p21-Ras is essential for glioma proliferation and angiogenesis in vivo and in vitro (Feldkamp et al. 1999a, b). Fourthly, increased p21-activated levels correlate with reduced NF-1 GAP activity (Gutmann et al. 1993). The latter notion is further supported by the sequencing analysis undertaken by The Cancer Genome Atlas (TCGA) project, where NF-1 mutations were seen in 30% of primary the GBM operative samples (TCGA, 2008) (see also Chapters 3 and 6). Current investigation of microRNAs (miRNA) has led to the interesting observation that loss or reduced expression of Let-7 miRNA leads to elevated levels of Ras. Let-7 control of Ras expression is through its targeting of the 3′-untranslated regions of N-Ras, Ha-Ras, and K-Ras mRNAs (Johnson et al. 2005) (see also Chapter 27) whether all forms of Ras are equally affected remains unanswered. Lastly, we have developed a germline transgenic mouse model that expresses a 12V-Ha-Ras gene under the regulation of the GFAP astrocyte-specific promoter (see Chapter 4). These mice are born normally but develop high-grade astrocytomas that are pathologically similar to human tumors at 3–4 months (Ding et al. 2001; Shannon et al. 2005), suggesting that high levels of Ras can create an unstable genetic background in which additional alterations or mutations can lead to tumor development.

### 38.5 Farnesyltransferase Inhibitors (FTIs) and Preclinical Studies

The importance of farnesylation for the proper function of p21-Ras has been discussed in the prior section. In addition to p21-Ras, there are over 200 other proteins that are also farnesylated, some of which are also involved in the p21-Ras signaling pathway (Tamanoi et al. 2001b, a). One such protein is
RhoB which is processed by farnesylation and geranylgeranylation and is involved in a negative role tumorigenesis and is often deleted in several cancers (Du and Prendergast 1999). Another farnesylated protein and family member of p21-Ras is Rig (Ras-related inhibitor of cell growth). Rig plays a negative role by inhibiting cell growth and transformation and is frequently lost in primary gliomas (Ellis et al. 2002). Since farnesylation is a common PTM, it was feared that the use of FTase inhibitors to target p21-Ras may generate unwanted cytotoxic effects as other important biological processes would be disturbed. Interestingly, such cytotoxic effects were not found in animals and lead to human clinical trials (Nagasu et al. 1995; Sepp-Lorenzino et al. 1995). The lack of toxicity of FTase maybe due to the fact that several proteins that are farnesylated can also be geranylgeranylated, suggesting some functional redundancy between FTase and GTase.

FTIs can be broadly categorized into three groups.

1. Analogs of farnesyl pyrophosphate (FPP) substrate such as (-hydroxyl farnesyl) phosphonic acid and -ketophosphonic acid derivatives.
2. CAAX peptide analogs and non-peptide tricyclic FTIs.
3. Substrate inhibitors such as phosphonic acid and hydroxylamine acid analogs.

Preclinical studies using FTIs on transgenic mouse models or xenograft mouse tumor models have yielded interesting observations. First, MMTV-12VHa Ras mice that develop mammary and salivary tumors were sensitive to FTIs, whereas tumors with mice harboring mutations in N-Ras or K-Ras were resistant (Kohl et al. 1995; Mangues et al. 1998). Inhibiting p21-Ras in glioma cell lines and xenografts results in an antiproliferation effect using dominant negative Ras mutants and FTIs (Feldkamp et al. 1999b; Nagasu et al. 1995). GBM cell lines with abnormal levels of mutant epidermal growth factor receptor (EGFR), which are prevalent in GBM, were more sensitive to FTIs in vitro and in vivo. The antitumor effects that were observed were not limited to reduced proliferation but included increased apoptosis and reduced tumor vasculature (Feldkamp et al. 2001). Since only a subset of tumors was sensitive to FTIs, tumor xenografts were measured for isospecific forms of p21-Ras. In vivo and in vitro experiments revealed that there was a close relationship between FTI sensitivity and tumors that expressed high levels of Ha-Ras versus those that expressed high levels of N-Ras and K-Ras.

The above preclinical data lead to the early phase I/II clinical trial of FTIs that are currently under investigation. The FTI, R115777 (Tipifarnib/Zarnestra), was evaluated in phase I/II trials of recurrent glioma. Phase I data defined the maximal tolerable dose (MTD), while phase II evaluations in the same patient population using the defined MTD showed promising results with 23% of patients progression free at 6 months (Cloughesy et al. 2006). In addition to specific FTIs, non-specific FTIs such as lovastatin (blocks geranylgeranylation, PI3K signaling, interferes with RhoB recruitment to the membrane) and manumycin (an antibiotic that inhibits selective FTases) have
shown efficacy against gliomas in vitro (Bouterfa et al. 2000; Wang and Macaulay 1999). Even though FTIs inhibit farnesylation, N-Ras and K-Ras can switch to geranylgeranylation diminishing the effectiveness of FTIs in most human cancers. Xenograft models of mice with brain tumors treated with farnesylation inhibitors exhibited a switch in Ras processing from farnesylation to geranylgeranylation with respect to N-Ras and K-Ras, suggesting a switch in posttranslational modification preventing FTIs from eliminating the tumor. Therefore, FTIs may not be the “magic bullet” or used as a single agent but their low neurotoxicity and positive effect in a subset of GBM patients may make them ideal in combination with other therapies. Additional FTI clinical trials in combination with other GBM-relevant drugs such as temozolomide will be of great interest. Due to the heterogeneity of GBM, biological tailoring to subset of patients will be invaluable, and FTIs and other therapeutics may be used in specific situations depending on the molecular profile of the patient’s tumor.

38.6 Alternative Methods to Target p21-Ras Signaling

In addition to FTIs, geranyl (GGTIs), and dual prenylation inhibitors (DPIs) have also been investigated for their antitumor effects. GGTIs have shown to exhibit antitumor effects primarily by blocking cells from entering the S phase of cell cycle. This is supported by the evidence that GGTIs induce the cell cycle inhibitor p21-WAF1. However, these promising results are in vitro, and GGTIs unlike FTIs exhibit greater toxicity, therefore putting into question their therapeutic benefit (Lobell et al. 2001).

Raf is another component of the Ras pathway that has attracted a vast interest as a therapeutic target. As previously mentioned, p21-Ras activates the serine threonine kinase Raf (Fig. 38.3). B-Raf phosphorylates MEK1 and MEK2 which in turn phosphorylate the ERK1 and ERK2 MAPKs. Activated ERK1/2 then translocate to the nucleus to phosphorylate several transcription factors such as Elk1 and Ets-2, causing a variety of genes to be activated or expression of other genes to be repressed. Recent studies on B-Raf in pediatric gliomas have shown that the B-Raf gene is often amplified in pediatric gliomas leading to elevated levels of B-Raf. In addition, somatic mutations in B-Raf genes were identified in pediatric glioma patients leading to the constitutive activation of B-Raf and Ras-MAPK signaling (Pfister et al. 2008). Therefore, MEK and B-Raf inhibitors are of potential promise in glioma treatment. Sorafenib (Nexavar) by Bayer/Onyx is a B-Raf inhibitor that has been approved to treat patients with renal cell carcinoma (RCC). Although its mechanism has not been fully elucidated, sorafenib may act as an anti-angiogenic agent by targeting VEGFR2. RAF265, an orally administered Raf inhibitor, has been shown to inhibit all three isoforms of Raf in vitro and is now in phase I trials for patients with metastatic melanoma (Roberts and Der 2007).
Although direct targeting of p21-Ras may not be the most effective therapeu tic, targeting downstream effectors of Ras that were previously mentioned remains an attractive and viable option for future antitumor targeting. For example AZD6244 and AZ4318 by Array BioPharma, targeting MEK and MEK2, have entered phase II and phase I clinical trials, respectively (Roberts and Der 2007). Another example results from the observation that activated p21-Ras leads to increased levels of PI(3)K/AKT/mTOR signaling and hence could be another potential therapeutic target. Rapamycin, an inhibitor of mTOR, has shown to reduce proliferation and tumor vasculature in vitro and in xenograft models (Cloughesy et al. 2008).

38.7 p21-Ras Signaling in Non-glioma CNS Tumors

Ras-MAPK signaling has been extensively studied in gliomas including oligo- dendroglialomas and astrocytomas such as GBM. The research in non-glioma primary CNS tumors is sparse. Primary CNS tumors such as ependymoma, neuroblastoma, and medulloblastoma have not been studied in detail for p21-Ras signaling. Sequencing of the p21-Ras family members in medulloblastoma, ependymoma, and neuroblastoma revealed no significant mutations in p21-Ras, which is similar to observations in GBM (MacDonald et al. 2001; Ballas et al. 1988; Cruz III et al. 2003). p21-Ras mutation is approximately under 7–10% in medulloblastoma, and some evidence suggests that elevated levels of Ras in medulloblastoma arise through aberrant expression of the PDGF receptors (Ballas et al. 1988; Gilbertson et al. 2006). Stimulation of medulloblastoma cell lines such as the malignant Daoy cell line with PDGF causes hyper-activation of Ras-MAPK signaling and increases cell proliferation in vitro (MacDonald et al. 2001). Therefore, investigation of p21-Ras inhibitors and effects on medulloblastoma may be warranted. The cause of elevated levels of p21-Ras and its role in neuroblastoma and ependymomas is still sparse and further investigation is required to determine if aberrant activation of p21-RAS has a significant role in these tumors.

38.8 Conclusion

Activated p21-Ras and its downstream signaling effects are critical in GBM biology and provide a key target for novel therapeutic strategies. However, the complexity of p21-Ras signaling demonstrates the immense crosstalk between p21-Ras signaling pathways and other prevalent signaling pathways in gliomas such as PI3K signaling. This crosstalk of signaling pathways also leads to the notion that single targeting of one molecule in the p21-Ras pathway or any pathway will be likely ineffective. FTIs are effective against Ha-Ras but not
K-Ras and N-Ras since the latter two can be geranylgeranylated when farnesylation is abolished, making FTIs ineffective by themselves. Combinatorial therapeutics with FTIs and other novel small molecule inhibitors are likely to be more effective in targeting the multiple pathways abnormally activated in malignant gliomas.
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Chapter 39
HGF/c-Met Signaling and Targeted Therapeutics in Brain Tumors

Roger Abounader and John Laterra

Abstract The receptor tyrosine kinase c-Met and its ligand the growth factor hepatocyte growth factor [HGF] are key determinants of malignancy of human cancers including brain tumors. c-Met is often aberrantly activated in high-grade gliomas, embryonal brain tumors, ependymomas, and meningiomas. c-Met activation in brain tumors is associated with poor clinical outcomes and is mostly caused by transcriptional overexpression of receptor and ligand and autocrine loop formation. c-Met activation in brain tumors enhances malignancy and tumor growth by inducing cell proliferation, inhibiting cell death, inducing cell migration and cell invasion, and promoting tumor angiogenesis. The oncogenic effects of HGF/c-Met are mediated by a complex downstream signaling network, the most prominent components of which are the Ras/MAPK and PI3K/Akt pathways. Based on their widespread and profound involvement in human cancer, HGF and c-Met have emerged as attractive targets for cancer therapy. Different approaches to inhibiting HGF and c-Met have been developed. These include HGF and c-Met gene expression inhibition with ribozymes and antisense oligonucleotides, receptor antagonism with HGF fragments such as NK4, competitive ligand binding with soluble Met receptors, neutralizing antibodies to HGF or c-Met, and small-molecule inhibitors of c-Met kinase.
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39.1 Introduction

The receptor tyrosine kinase c-Met and its ligand the growth factor hepatocyte growth factor [HGF] also known as scatter factor [SF] are key determinants of malignancy of human cancers including brain tumors. c-Met is often aberrantly activated in high-grade gliomas, embryonal brain tumors, ependymomas, and meningiomas, and receptor activation is associated with poor clinical outcomes. c-Met activation in brain tumors enhances malignancy and tumor growth by inducing cell proliferation, inhibiting cell death, inducing cell migration and cell invasion, and promoting tumor angiogenesis. Inhibiting endogenous HGF and/or c-Met in experimental brain tumor models leads to tumor growth inhibition and tumor regression. The oncogenic effects of HGF/c-Met are mediated by a complex downstream signaling network, the most prominent components of which are the Ras/MAPK and PI3K/Akt pathways. Based on the pathway’s widespread involvement in human cancer, HGF and c-Met have emerged as promising therapeutic targets, and several clinically translatable agents that target HGF/c-Met signaling are under development. While some of these agents have already entered clinical trials, their successful application will require a better understanding of the factors that determine HGF/c-Met pathway dependency in human tumors. The present chapter reviews our current knowledge of HGF/c-Met pathway deregulation in brain tumors, its functional and molecular involvement in malignancy, and the emerging therapeutic approaches to target this pathway.

39.2 c-Met and HGF Structure and Signal Transduction

39.2.1 Structure of HGF and c-Met

The human c-Met gene is located on chromosome 7q21–q31. c-Met is synthesized as a 170-kDa glycosylated precursor that is cleaved into a 50-kDa α-chain and a 140-kDa β-chain that are linked by a disulfide bridge (Giordano et al.,
1989). The \( \alpha \)-chain is extracellular and, along with the first 212 residues of the transmembrane \( \beta \)-chain, binds to HGF. The \( \beta \)-chain contains the cytoplasmic kinase domain and a protein docking site in the carboxy-terminal that are essential for downstream signaling (Birchmeier et al., 2003; Gherardi et al., 2003). The docking site contains two tyrosines, Y1349 and Y1356, which are phosphorylated by the c-Met kinase domain upon HGF ligand binding (Ponzetto et al., 1994) (Fig. 39.1). The gene encoding the c-Met ligand \( HGF \) is located on chromosome 7q21.1 (Seki et al., 1991). It produces a single-chain inactive precursor that is cleaved by serine proteases into two chains that are linked by a disulfide bond (Miyazawa et al., 1993). Biologically active HGF is a heterodimer composed of a 69-kDa \( \alpha \)-chain and a 34-kDa \( \beta \)-chain (Nakamura et al., 1989). The \( \alpha \)-chain contains an N-terminal hairpin domain followed by four kringle domains, and the \( \beta \)-chain contains a serine protease-like domain with no enzymatic activity (Fig. 39.1).

![Fig. 39.1 Structures of HGF and c-Met (modified, with permission, from Fig. 1 in Matsumoto and Nakamura, 2003)](image)

39.2.2 c-Met-Dependent Signal Transduction

Binding of HGF to c-Met leads to the phosphorylation of multiple residues in the receptor’s intracellular domain. When tyrosines Y1349 and Y1356 are phosphorylated, numerous substrates are recruited and bind to the c-Met docking site, including Gab1, Grb2, PI3K, and others (Ponzetto et al., 1994;
Weidner et al., 1996; Lock et al., 2000). This leads to the activation of downstream signaling pathways including the Ras/MAPK, PI3K/Akt, and STAT pathways, which mediate the various functions of HGF/c-Met (Fig. 39.2). Activation of Ras and of ERK/MAPK alters the expression/activation of cell cycle regulators [including p27, cdk2, pRb, and others] leading to changes in cell proliferation (Walter et al., 2002; Li et al., 2005). Ras/MAPK activation by HGF/c-Met also alters the expression of matrix metalloproteinases (MMPs) and urokinase plasminogen activator (uPA) and cytoskeletal functions that control cell migration and invasion. HGF activates a cell survival signaling pathway through PI3K, Akt, Pak1, and NFκB that mediates resistance to apoptosis through multiple downstream mediators, including inhibition of caspase-9 and Bad (Bowers et al., 2000; Xiao et al., 2001) (Fan et al., 2001; Fan et al., 2007; Li et al., 2008). Both Ras/MAPK activation and PI3K/Akt activation are required for the complex morphogenic phenomenon of tubule formation induced by c-Met activation (Birchmeier et al., 2003). The STAT signaling pathway has been implicated in epithelial tubule morphogenesis and in endothelial cell proliferation and might, therefore, contribute to

Fig. 39.2 c-Met-dependent signaling (modified, with permission, from Fig. 6 in Birchmeier et al., 2003)
c-Met-induced angiogenesis (Boccaccio et al., 1998; Nakagami et al., 2001) (Fig. 39.2). HGF also has the capacity to indirectly activate alternative receptor tyrosine kinases such as EGFR by upregulating expression of EGFR ligands TGF-\(\alpha\) and HB-EGFL (Reznik et al., 2008).

39.3 Involvement of HGF/c-Met in Brain Tumors

The involvement of the HGF/c-Met pathway in brain tumor malignancy is demonstrated by the following: (1) HGF and c-Met are deregulated in human brain tumors, (2) activation of the pathway in cells and animal models induces malignancy, and (3) inhibition of endogenous HGF or c-Met leads to inhibition of several malignancy parameters and in vivo brain tumor growth. The following sections review the evidence that implicates the HGF/c-Met pathway in brain tumor malignancy (Fig. 39.3 and Color Plate 57).

39.3.1 Deregulation of HGF and c-Met in Brain Tumors

39.3.1.1 Mechanisms of HGF and c-Met Deregulation in Brain Tumors

HGF and c-Met are frequently deregulated in human brain tumors including gliomas, embryonal brain tumors, meningiomas, ependymomas, and schwannomas. Various mechanisms of deregulation of HGF and c-Met have been
described in human cancer. These include overexpression of ligand and/or receptor, autocrine activation of c-Met by HGF expressed in the same cell, activating mutations of c-Met, and receptor transactivation by other membrane receptors (Corso et al., 2005). Overexpression and autocrine loop formation are the most frequent mechanisms of HGF and c-Met deregulation in brain tumors. Activating mutations appear to represent a less frequent mechanism of c-Met deregulation in brain tumors. Receptor transactivation by other transmembrane receptors in brain tumors is not well understood to date. Overexpression of HGF and c-Met in brain tumors is mostly caused by transcriptional upregulation. There is a positive feedback loop from the c-Met receptor upon HGF binding that leads to transcriptional activation of the c-Met gene via a mechanism that involves Ras, MAPK, and the transcription factor AP-1 (Abounader et al., 2001). Autocrine activation of c-Met by HGF also represents a major mechanism of pathway activation in brain tumors and has been associated with increased malignancy and advanced tumor grades (Koochekpour et al., 1997). c-Met gene amplification has also been reported and may be a mechanism for ligand-independent receptor activation (Wullich et al., 1994; Tong et al., 2004).

39.3.1.2 HGF and c-Met Expression in Brain Tumors

c-Met receptor expression has been detected in all gliomas, medulloblastoma, ependymoma, and schwannoma tumors, and cell lines examined to date (Koochekpour et al., 1997; Moriyama et al., 1998a; Hecht et al., 2004). Several studies found that HGF and c-Met are expressed in human gliomas and that expression levels correlate with tumor grade (Rosen et al., 1996; Koochekpour et al., 1997; Moriyama et al., 1998a). HGF content was measured in 74 clinical samples obtained from human low-grade and high-grade gliomas. HGF expression in high-grade [WHO grade III–IV] tumors was significantly higher than in low-grade [I–II] tumors (Lamszus et al., 1998). Similarly, co-expression of HGF and c-Met is observed more frequently in grade IV glioblastoma than in low-grade glioma, consistent with the contribution of an HGF/c-Met autocrine loop to malignant progression in these tumors (Koochekpour et al., 1997; Moriyama et al., 1998a). The expression of c-Met and HGF was also assessed in several medulloblastoma cell lines and 32 clinical samples of human embryonal brain tumors including medulloblastoma. All cell lines and tumors expressed c-Met. All cell lines and all but two tumors expressed HGF. Importantly, c-Met expression levels in embryonal brain tumors significantly correlated with poor patient survival (Li et al., 2005). Some evidence also suggests that c-Met activation in medulloblastoma is associated with the most malignant large cell anaplastic medulloblastoma subtype (Li et al., 2005; Li et al., 2008). One study found that c-Met was amplified in 38.5% of 14 human medulloblastoma tumors analyzed (Tong et al., 2004). Elevated HGF levels and co-expression of HGF and c-Met were also found to correlate with meningioma recurrence and poor prognosis (Arrieta et al., 2002; Martinez-Rumayor et al., 2004).
39.3.1.3 HGF and c-Met Expression in Brain Tumor Endothelial Cells

In addition to their expression in brain tumor cells, HGF and c-Met are also overexpressed in brain tumor endothelial cells, consistent with the well described role of HGF as a potent angiogenic factor. Several studies have shown that c-Met and HGF are expressed and functional in neuromicrovascular and brain tumor vascular cells. Moderate to high levels of immunoreactive and biologically active HGF were found in cultured brain-derived microvascular endothelial cells (Rosen et al., 1996). Using double immunofluorescence staining and quantitative confocal laser scanning microscopy, it was also shown that the intensity of HGF and c-Met staining in human primary brain tumors is prevalent in both the infiltrating tumor cells and hyperplastic endothelium. Additionally, prominent HGF and c-Met immunostaining was observed in the vasculature of glioblastoma, whereas less intense c-Met and HGF immunostaining was observed in areas of neovascularization within low-grade astrocytoma [WHO grade I and II] and anaplastic astrocytoma [WHO grade III] (Koochekpour et al., 1997). Using in situ hybridization, strong HGF mRNA expression was also detected in the majority of tumor cells and in vascular endothelial cells in glioblastoma specimens but was less prevalent in anaplastic astrocytoma, diffuse astrocytoma, pilocytic astrocytoma, and normal brain. c-Met immunoreactivity was also observed in GFAP-expressing astrocytic tumor cells and endothelial cells as well as in a subset of microglia/macrophages. Other experimental evidence points to autocrine and paracrine endothelium c-Met activation as a contributor to tumor angiogenesis (Kunkel et al., 2001).

In summary, there is substantial evidence from human tissue specimens that HGF and c-Met are deregulated via multiple mechanisms in brain tumor cells and brain tumor endothelial cells. HGF and c-Met deregulation in brain tumors lead to c-Met activation and are associated with increased malignancy and poor prognosis.

39.3.2 Oncogenic Effects of c-Met Activation in Brain Tumors

Activation of c-Met in brain tumors enhances several oncogenic mechanisms including cell proliferation and cell cycle progression, cell survival and resistance to cytotoxic therapies, cell migration and invasion, and tumor angiogenesis. This section reviews the oncogenic effects of c-Met activation in brain tumors and the cell signaling and molecular mechanisms that mediate them.

39.3.2.1 Cell Proliferation

Activation of c-Met induces brain tumor cell and brain tumor endothelial cell proliferation. Treatment of glioma and medulloblastoma cells with exogenous recombinant HGF or forced expression of HGF in glioma and medulloblastoma cells induces tumor cell and tumor endothelial cell DNA synthesis and
proliferation (Rosen et al., 1996; Laterra et al., 1997a; Lamszus et al., 1999; Li et al., 2005). Conversely, inhibiting endogenous HGF or c-Met expression in glioma cells with U1snRNA/ribozymes, the HGF antagonist NK4, or an anti-HGF neutralizing monoclonal antibody inhibits tumor cell proliferation (Brookmann et al., 2003a; Kim et al., 2006). Also, inhibiting HGF and c-Met expression in human glioma xenografts reduces tumor cell proliferation as assessed by Ki-67 immunostaining (Abounader et al., 1999, 2002). HGF/c-Met-induced cell proliferation in brain tumor cells is [at least partially] due to HGF/c-Met-induced G1/S cell cycle progression. Treating glioblastoma as well as medulloblastoma cells with HGF induces G1/S cell cycle progression (Walter et al., 2002; Li et al., 2005). The signal transduction pathways and molecular mechanisms that mediate HGF/c-Met-induced brain tumor cell proliferation and cell cycle progression have not been fully investigated to date. Evidence implicates mechanisms involving p27 inhibition, Cdk2 kinase activation, transcriptional and posttranscriptional mechanisms of c-Myc activation in medulloblastoma cells (Li et al., 2005, 2008). c-Myc was also found to mediate HGF-induced cell proliferation and cell cycle progression in glioblastoma cells (Walter et al., 2002).

### 39.3.2.2 Cell Survival

HGF is a potent inhibitor of apoptosis and chemotherapy- and radiotherapy-induced cell death in brain tumor cells. Treating human glioblastoma cells with recombinant HGF partially inhibits the cytotoxic effects of gamma irradiation, cisplatin, camptothecin, adriamycin, and taxol (Bowers et al., 2000). Similarly, forced expression of HGF in rat intracranial gliosarcomas reduces tumor cell sensitivity to in vivo gamma irradiation (Bowers et al., 2000). Conversely, inhibiting endogenous HGF in either glioma cells or glioma xenografts leads to induction of apoptosis and cell death with increased cleaved caspase-3 expression in cells and in xenografts (Bowers et al., 2000; Abounader et al., 2002). Inhibiting endogenous HGF and c-Met synergizes with radiation therapy in inhibiting the in vivo growth of glioblastoma xenografts. This provides a rationale for using anti-HGF/c-Met therapies to sensitize brain tumors to radiation therapy (Lal et al., 2005). Forced expression of both HGF and Sonic Hedgehog [Shh] in nestin-expressing cerebellar neural progenitor cells in newborn mice was found to increase spontaneous medulloblastoma formation, ~2-fold over animals expressing Shh alone. Treating these HGF + Shh transgenic mice with an HGF pathway inhibitor increased medulloblastoma cell apoptosis as evidenced by caspase-3 activation and prolonged animal survival. While HGF inhibits cell death and apoptosis in some established human medulloblastoma cell lines, it can enhance apoptotic cell death in other medulloblastoma cell lines (Li et al., 2008). The factor[s] that determines HGF-mediated inhibition vs. induction of apoptosis in brain tumors and cancer in general is not known. The cytoprotective effects of HGF/c-Met in glioma and medulloblastoma are mediated by the PI3K/Akt pathway. Inhibiting either
PI3K or Akt with pharmacological agents and dominant negative constructs abrogates HGF-induced inhibition of apoptosis in glioblastoma cells (Bowers et al., 2000). Similarly, pharmacological inhibition of PI3K in medulloblastoma cells in which c-Met activation is anti-apoptotic completely inhibits HGF-induced tumor cell survival (Li et al., 2005). In medulloblastoma cell subtypes where HGF exerts pro-apoptotic effects, c-Myc mediates these effects (Li et al., 2008). Altogether, the above findings indicate that the HGF/c-Met pathway is a promising target for sensitizing selected brain tumors to cytotoxic therapies.

39.3.2.3 Cell Migration and Cell Invasion

HGF induces tumor cell motility and invasion. The effects of HGF, EGF, bFGF, PDGF-BB, and TGF-beta 1 on the motility and invasion of seven primary glioma cultures were compared. The results revealed that HGF promotes cell motility with chemokinetic and strong chemotactic activities. Concentric circle assays showed that HGF was the strongest promoter of two-dimensional expansion [proliferation and motility] among the five growth factors studied. HGF also stimulates cerebral microvascular endothelial cell motility and significantly stimulates chemotaxis of both glioma and cerebral microvascular endothelial cells (Brockmann et al., 2003b). Treating glioma cells with HGF enhances invasiveness (Welch et al., 1999). HGF was also found to markedly stimulate the chemotactic migration of 10/10 glioma cell lines as well as 3/3 neural microvascular endothelial cell lines (Lamszus et al., 1998). HGF and c-Met expression inhibition by U1snRNA/ribozymes inhibited glioblastoma cell migration in a two-dimensional scratch assay (Abounader et al., 2002). In medulloblastoma, forced expression of HGF alters the phenotype of intracranial medulloblastoma xenografts increasing tumor cell infiltration into the surrounding brain and spread to the subarachnoid space (Li et al., 2005). The molecular mechanisms of HGF-induced brain tumor cell migration and invasion have not been thoroughly investigated to date. Two studies showed that HGF induces MMP-2 and uPA expression in glioblastoma cells, but a causal link between protease induction and tumor cell migration and invasion was not established (Hamasuna et al., 1999; Moriyama et al., 1999).

39.3.2.4 Angiogenesis

HGF and c-Met also contribute to brain tumor malignancy by promoting tumor angiogenesis. The potential contributions of VEGF, HGF, and basic fibroblast growth factor [bFGF] to glioma angiogenesis were examined. Growth factor levels were quantified in extracts of 71 gliomas by enzyme-linked immunosorbent assay. The levels of bFGF in low-grade gliomas [WHO grade II] were only marginally different from high-grade gliomas [WHO grades III and IV]. In contrast, the mean concentrations of VEGF and HGF were 11-fold and 7-fold higher, respectively, in the high-grade lesions. Both HGF and VEGF but not bFGF highly significantly correlated with microvessel density as determined by immunostaining for factor VIII-related antigen. Multiple regression analysis
indicated that HGF and VEGF are independent predictors of glioma microvessel density and presumably angiogenesis (Schmidt et al., 1999).

HGF promotes glioma angiogenesis by enhancing brain tumor endothelial cell proliferation, motility, and invasion as described in the previous sections. The organization of endothelial cells into tube-like structures is an essential step in blood vessel formation. One study analyzed the capacity of bFGF, VEGF, and HGF to induce endothelial tube formation in collagen gels. Both HGF and VEGF independently synergized with bFGF, an essential angiogenic cofactor. As predicted by tissue levels of angiogenic factors, extracts from high-grade gliomas were significantly more potent than extracts from low-grade tumors in stimulating endothelial cell tube formation. Neutralizing antibodies to bFGF, VEGF, or HGF inhibited extract-induced tube formation by up to 98, 62, and 54%, respectively. Taken together, these in vitro and in vivo findings suggest a model of tumor angiogenesis whereby increasing levels of VEGF and/or HGF typically seen with malignant glioma progression synergize with bFGF, which is already elevated in poorly vascularized low-grade tumors (Schmidt et al., 1999). Another study found that macro- and microvascular endothelial cells formed tubular structures when cultured within a three-dimensional fibrin matrix and that this process was enhanced by HGF. Also, endothelial tubulogenesis was found to be increased in co-cultures of endothelial cells and glioma tumor cells that secrete angiogenic factors, including HGF, but not with non-tumorigenic cell types such as MDCK [Madin–Darby canine kidney] epithelial cells (Lafleuer et al., 2002). VEGF induction might also contribute to HGF-induced brain tumor angiogenesis (Moriyama et al., 1998b).

Gain-of-function and loss-of-function approaches provide additional in vivo evidence for HGF-induced glioma angiogenesis. Forced HGF expression in HGF−/c-Met+ rat and human glioma cell lines increases tumor xenograft angiogenesis as measured by microvascular density determinations (Laterra et al., 1997a, b). In HGF+/c-Met+ cells, knocking down either HGF or c-Met expression with ribozyme-based approaches or inhibiting c-Met activation with functional inhibitors reduces xenograft angiogenesis (Abounader et al., 1999, 2002; Burgess et al., 2006; Kim et al., 2006).

In summary, there is substantial evidence that the HGF/c-Met pathway strongly promotes brain tumor progression by directly inducing several biological parameters of malignancy. Targeting this pathway in brain tumors, as will be discussed in the following sections, therefore constitutes a promising approach for brain tumor therapy.

39.4 HGF and c-Met as Targets for Brain Tumor Therapy

Based on their widespread and profound involvement in human cancer, HGF and c-Met have emerged as attractive targets for cancer therapy. Different approaches to inhibiting HGF and c-Met have been developed. These include
HGF and c-Met gene expression inhibition with ribozymes and antisense oligonucleotides, receptor antagonism with HGF fragments such as NK4, competitive ligand binding with soluble Met receptors, neutralizing antibodies to HGF or c-Met, and small-molecule inhibitors of c-Met kinase (Fig. 39.4 and Color Plate 58).

**Fig. 39.4** Therapeutic targeting strategies of HGF/c-Met (see Color Plate 58)

### 39.4.1 U1snRNA/Ribozymes and Antisense

Gene therapy approaches to inhibit HGF and/or c-Met have been used to inhibit HGF and c-Met expressions in experimental brain tumor animal models. Chimeric U1snRNA/ribozyme transgenes were the first agents used to inhibit HGF and c-Met expression in human cancer (Abounader et al., 1999, 2002, 2004). Delivery of these U1snRNA/ribozymes to pre-established subcutaneous
and intracranial glioma xenografts via liposome–DNA complexes and adenoviruses significantly inhibited tumor growth as well as tumor HGF and c-Met expression levels. Histologic analysis of tumors treated with U1snRNA/ribozymes showed a significant increase in brain tumor cell apoptosis and a significant decrease in tumor blood vessel density (Abounader et al., 1999, 2002). U1snRNA/ribozyme-mediated in vivo inhibition of HGF and c-Met was later tested in combination with hypofractionated γ-radiation administered every 5 days at 300 cGy per fraction and achieved synergistic inhibition of intracranial glioblastoma xenograft growth. Ionizing radiation therapy and U1snRNA/ribozyme therapy had additive effects on angiogenesis inhibition demonstrating the value of applying ionizing radiation in conjunction with HGF/c-Met pathway inhibition to target glioma blood vessel formation (Lal et al., 2005). c-Met antisense oligonucleotides were also tested in a glioma xenograft animal model. The uptake of therapeutic concentrations of these c-Met antisense oligonucleotides in vivo in rats bearing glioma xenografts was demonstrated but their effects on tumor growth was not assessed (Chu et al., 2007). These molecular approaches have been critical in providing proof of principle that inhibiting HGF and c-Met in brain tumors can have therapeutic value. However, the clinical translation of such approaches must overcome numerous hurdles. Other agents described below [e.g., small-molecule kinase inhibitors and neutralizing mAbs] have a much clearer path to clinical translation.

39.4.2 NK4

NK4 is a synthetic molecule that comprises the NH$_2$-terminal hairpin domain and subsequent four kringle domains of HGF, but it lacks the entire α-chain. NK4 inhibits the specific binding of HGF to its receptor c-Met in a competitive fashion and inhibits HGF-induced effects on tumor cells and endothelial cells. In one study, mice bearing intracranial glioma xenografts received daily intratumoral injections of NK4 or buffer, beginning 1–7 days after tumor cell implantation. Tumor volumes were reduced by 61% in the NK4-treated mice. Intratumoral microvessel densities were reduced by 65 and 37%, when treatment started on day 1 or day 7, respectively (Brockmann et al., 2003a). The proliferative activity of the tumor cells was reduced by >30% regardless of when NK4 treatment was initiated. The apoptotic fraction of tumor cells was increased up to 2-fold. In vitro, NK4 inhibited HGF-induced glioblastoma and endothelial cell migration and proliferation in a dose-dependent fashion (Brockmann et al., 2003a). Interestingly, NK4 was also able to inhibit angiogenesis independently of c-Met (Matsumoto and Nakamura, 2003). This effect is thought to be caused by NK4’s remarkable structural homology with the anti-angiogenic protein angiostatin and its potential to inhibit other kringle-dependent angiogenic protein–protein interactions (O’Reilly et al., 1994). NK4 is currently being developed for clinical use by Kringle Pharmaceuticals.
39.4.3 Soluble Met

A soluble decoy c-Met receptor has been generated consisting of recombinant protein corresponding to the entire c-Met extracellular domain, truncated before the transmembrane domain (Michieli et al., 2004). Lentiviral-based delivery of decoy c-Met inhibited ligand-dependent and ligand-independent c-Met activation in various in vitro and in vivo cancer models. Decoy c-Met impaired HGF-induced endothelial cell migration and branching. Decoy c-Met also inhibited the growth and dissemination of established mammary tumor xenografts. In these tumors, c-Met inhibition reduced tumor vessel arborization. Using ex vivo studies, the authors subsequently showed that optimal tumor growth inhibition results from the actions of decoy c-Met expressed by both tumor cells and endothelial cells. Systemic administration of decoy c-Met prevented tumor growth, metastasis, and angiogenesis without substantially affecting housekeeping physiological functions of normal tissues. To our knowledge, decoy c-Met has not been tested in a brain tumor model.

39.4.4 Small-Molecule Inhibitors

Small-molecule kinase inhibitors are one of the most promising classes of targeted therapeutics for interfering with oncogenic pathway activation. These small molecules have the potential for excellent bioavailability following systemic delivery and have been clinically validated against other targets. There has been a recent surge in the development of small-molecule c-Met inhibitors with at least 10 compounds in various phases of development (Comoglio et al., 2008). The first c-Met kinase inhibitor with respectable specificity was developed by Sugen/Pfizer and designated PHA-665752 (Christensen et al., 2003). PHA-665752 is a small-molecule, ATP-competitive, active site inhibitor of the catalytic activity of c-Met kinase with an IC$_{50}$ of 9 nM. PHA-665752 exhibits $>50$-fold selectivity for c-Met as compared with a panel of diverse tyrosine and serine–threonine kinases including the epidermal growth factor receptor. In cellular studies in vitro, PHA-665752 potently inhibits constitutive and HGF-stimulated c-Met phosphorylation, as well as HGF-driven responses such as cell growth [proliferation and survival], cell motility, invasion, and/or morphogenesis in a variety of tumor cell types. PHA-665752 inhibits HGF-stimulated and constitutive phosphorylation of c-Met signal transduction messengers including Gab-1, extracellular regulated kinase, Akt, STAT3, phospholipase C gamma, and focal adhesion kinase, in multiple cell lines. A single dose of PHA-665752 inhibited c-Met phosphorylation in tumor xenografts for up to 12 h. Inhibition of c-Met phosphorylation was associated with dose-dependent tumor xenograft growth inhibition or growth delay over a repeated administration schedule at well-tolerated doses. Potent cytoreductive activity was demonstrated in a gastric carcinoma xenograft model. Collectively, these results were a
breakthrough in demonstrating preclinically the feasibility of selectively targeting c-Met with ATP-competitive small molecules and suggested the therapeutic potential of targeting c-Met in human cancers. Pfizer has since developed a second-generation orally bioavailable, ATP-competitive small-molecule inhibitor of c-Met kinase, which is currently in clinical trial for systemic cancers. PF-2341066 has improved specificity [twice as selective than PHA-665752] and activity profiles [enzymatic IC50 = 4 nM] against c-Met, although anaplastic lymphoma kinase [ALK] is also targeted. PF-2341066 inhibits c-Met-dependent cell responses including endothelial “angiogenic” behaviors in vitro with biological IC50 values between 5 and 20 nM. Preclinical therapeutic responses indicate that the antitumor activity of PF-2341066 may be mediated by direct effects on tumor cell growth/survival and anti-angiogenic mechanisms (Zou et al., 2007).

Other small-molecule inhibitors of c-Met with varying selectivity are currently in the preclinical or clinical developmental stage. Two of these with a high degree of selectivity and activity are SGX523 from SGX Pharmaceuticals and JNJ38877605 from Johnson & Johnson. In vivo evaluation of SGX523 demonstrated that it is orally bioavailable and has good pharmacokinetic properties in mice, rats, and dogs. SGX523 demonstrated potent antitumor activity when dosed orally in a human gastric tumor xenograft model with no overt toxicity. Orally administered SGX523 and JNJ38877605 have been shown to induce the regression of pre-established U87MG glioma xenografts. ARQ197 [ArQule] stands out as a non-ATP-competitive c-Met-specific inhibitor with an excellent selectivity profile. IC50 values for c-Met inhibition and for multiple c-Met-driven cell responses are in the 50–100 nM range. ARQ197 is currently in phase I and II trials for various systemic cancers. Inhibitors that are somewhat less specific but have the potential to simultaneously target multiple oncogenic kinases relevant to brain cancers include MP470 from SuperGen [also inhibits PDGFR, FLT3] and XL880 from Exelxis [also inhibits VEGFR2].

### 39.4.5 Neutralizing Monoclonal Antibodies

Together with small-molecule inhibitors, monoclonal antibodies [mAb] presently constitute the most clinically applicable HGF/c-Met pathway inhibitors. Monoclonal Abs have the advantage of very high target specificity and long biological half-life. Their high molecular weight raises questions regarding their ultimate clinical efficacy in CNS malignancies. Monoclonal Abs have the potential to chelate diffusible targets out of the brain and tumor parenchyma even if the blood–brain barrier limits mAb tumor levels. It was originally reported that HGF possesses a minimum of three distinct epitopes that must be blocked using multiple mAb idiotypes to prevent c-Met activation (Cao et al., 2001). This idea was overturned by two contemporaneous reports of neutralizing anti-HGF mAbs with excellent preclinical activity against HGF-dependent processes. AMGEN has generated and characterized five distinct fully human mAbs.
each of which binds and neutralizes human HGF. Antibodies with subnanomolar affinities for HGF blocked binding of human HGF to c-Met and inhibited HGF-mediated c-Met phosphorylation, cell proliferation, survival, and invasion. Using a series of human–mouse chimeric HGF proteins, it was shown that the neutralizing antibodies bind to a unique epitope in the β-chain of human HGF. Each of these antibodies inhibited HGF-dependent autocrine-driven tumor growth and caused significant regression of established subcutaneous glioblastoma tumor xenografts. Treatment with anti-HGF antibody rapidly inhibited tumor cell proliferation and significantly increased the proportion of apoptotic glioblastoma tumor cells in vivo (Burgess et al., 2006). These data suggested that an antibody to an epitope in the β-chain of HGF has potential as a novel therapeutic agent for treating patients with HGF-dependent tumors. One of these mAbs [AMG102] is currently in phase II clinical trial for recurrent glioblastoma. Interpretation of available results from 40 patients showing at most modest efficacy as a single agent awaits biomarker analyses for tumor levels of HGF and c-Met activation in trial subjects. Galaxy Biotech developed a murine anti-HGF mAb [L2G7] that similarly blocks c-Met activation by inhibiting HGF binding to c-Met. Anti-HGF L2G7 strongly inhibits all biological activities of HGF measured in vitro, including cell proliferation, cell scattering, and endothelial tubule formation. Systemic L2G7 completely inhibited the growth of two established HGF+/c-Met+ subcutaneous glioma xenograft models [U118MG and U87MG] without affecting the growth of an HGF− glioma xenograft. Moreover, systemic administration of L2G7 induced the regression of intracranial U87MG xenografts and prolonged the survival of tumor-bearing mice from a median of 39 to >90 days (Kim et al., 2006). Systemic L2G7 has recently been found to prolong the survival of immune competent mice that spontaneously develop cerebellar medulloblastoma induced by HGF + Shh. These findings show that blocking the HGF–Met interaction with systemically administered anti-HGF mAb can have profound antitumor effects even within the central nervous system, a site previously believed to be resistant to systemic antibody-based therapeutics. This antibody has been humanized and is planned to enter clinical trials in the near future.

It has not been possible to inhibit c-Met using bivalent anti-Met antibodies since antibody-mediated receptor dimerization can induce receptor activation. Novel one-armed [monovalent] anti-c-Met antibody [OA-5D5] has been developed that inhibits c-Met activation and glioblastoma xenograft growth (Martens et al., 2006). Infusing the OA-5D5 anti-c-Met antibody directly into intracranial tumor xenografts inhibited the growth of HGF+/c-Met+ U87MG gliomas and did not affect HGF−/c-Met− G55 gliomas. In OA-5D5-treated U87MG tumors, cell proliferation was reduced >75%, microvessel density was reduced >90%, and apoptosis was increased >60%. Furthermore, OA-5D5 treatment decreased tumor cell density >2-fold, with an apparent increase in deposition of matrix proteins laminin, fibronectin, and tenascin. Gene expression microarray analyses showed no expression change in these ECM factors and downregulation of urokinase-type plasminogen activator and matrix metalloproteinase 16 in
glioblastoma cells treated with OA-5D5. This study demonstrates the feasibility and effectiveness of local intracranial delivery for brain tumor therapy. Tumor responses to systemic OA-5D5 have not been reported.

39.5 Therapeutic Considerations

Brain tumors are extremely heterogeneous with numerous histopathologically distinct entities. Even the most common malignant brain tumor in adults, glioblastoma, displays considerable histopathological, and genetic heterogeneity. Due to this complexity, it is most likely that only a subset of patients will benefit from HGF/c-Met pathway inhibition alone. To achieve greater therapeutic efficiency from HGF/c-Met targeting, it will be important to better understand the molecular determinants of HGF/c-Met pathway dependency. This will require that the clinical testing of pathway inhibitors includes the rigorous analysis of HGF and c-Met expression levels, c-Met activation levels, autocrine loop formation, c-Met mutations, PTEN status, and the co-expression and co-activation of other receptor tyrosine kinases commonly active in malignant brain tumors [e.g., EGFR, EGFRvIII, PDFGR]. Knowledge of the factors that determine HGF/c-Met sensitivity and dependence and the development of tests for determining such factors will hopefully identify patient subsets most likely to respond to pathway inhibitors. It is also likely that HGF/c-Met pathway targeting will be most useful in combination with other existing and emerging therapies. Basic and translational research has provided a rationale for combining anti-HGF/c-Met therapies with traditional cytotoxic therapies such as radiotherapy and chemotherapy (Lal et al., 2005). New therapeutically relevant interrelationships between EGFR and c-Met have been discovered [e.g., cross activation, pathway switching] in glioma models and systemic human cancers, raising the prospect for considerable therapeutic benefit by simultaneously targeting these pathways (Engelman et al., 2007; Stommel et al., 2007).

In summary, the HGF/c-Met pathway has emerged as an important contributor to brain tumor malignancy and is recognized to be a promising target for brain tumor therapy. Recent advances have led to the development of very promising HGF/c-Met inhibitors for translation to the clinical setting. Considerable preclinical and clinical work is needed for their successful application.
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Chapter 40
Combinatorial Therapeutic Strategies for Blocking Kinase Pathways in Brain Tumors
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Abstract Recent studies have demonstrated that robustness in oncogenic signaling networks is a key contributor of resistance to kinase inhibitor monotherapy in glioblastoma patients. In this chapter, we will review several examples where combinatorial kinase inhibition has been employed as a means to overcome chemoresistance in the laboratory setting. Additionally, we will summarize approaches by which systems-level phosphoproteomic platforms, in combination with computational tools, can be employed to develop better combinatorial therapeutic strategies and translate such discoveries from the bench to the bedside.
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Glioblastoma (GBM, WHO grade IV) is a complex disease driven by an interplay of multiple genetic aberrations, each contributing in a somewhat enigmatic manner to the initiation and propagation of the disease. Decades of genetics and molecular pathology research have revealed many of the genes commonly found to be deregulated in GBMs, including important regulators of cell cycle progression such as INK4A/ARF and p53, as well as oncogenic signaling components including PTEN, PDGFR, and EGFR (Furnari et al. 2007) (see also Chapters 14, 15, and 20). While the focus on individual genes has undoubtedly led to advances in the molecular understanding of this disease, the complexity of inherent, intricate biological networks has, in most cases, inhibited successful therapeutic treatment of the disease state.

In fact, several recent studies have suggested that it is the deregulation of signaling networks rather than individual genes that are ultimately responsible for many of the classical features associated with GBM tumors, in particular, chemoresistance to both conventional cytotoxics and newer targeted therapeutics that are currently in clinical trials. These discoveries have resulted in the development of a number of combinatorial approaches for the treatment of GBM with the explicit aim of simultaneously targeting multiple components of oncogenic signaling networks. In this chapter, we will summarize recent examples where combinatorial approaches such as multi-kinase inhibition have demonstrated efficacy in the laboratory. In addition, we will elaborate on contemporary phosphoproteomic techniques available to probe for deregulated oncogenic networks and how the use of such approaches in combination with computational predictions could allow one to translate current laboratory successes into the clinic.

Many of the aberrant signaling pathways in GBMs have been extensively discussed in prior chapters in this book. These pathways are classically initiated by either the constitutive activation/overexpression of a dominant oncogene (e.g., EGFR) or the inactivation/deletion of a tumor suppressor (e.g., PTEN). These initiator events are then propagated by downstream signaling processes (primarily comprised of protein and lipid phosphorylation events) into several key pathways including the PI3K/Akt/mTOR and the RAS/RAF/MEK/MAPK signaling cascades (Fig. 40.1 and Color Plate 59. It is important to emphasize that these signaling pathways are dynamic in nature, responding to intra- and extracellular perturbations. Furthermore, signaling pathways are often interconnected into networks and have evolved mechanisms to adapt to changes in network structure and utilization (Amit et al. 2007). In
In this section, we highlight three examples of how such robustness in oncogenic networks contributes to chemoresistance in GBM patients.

### 40.2.1 The Akt–mTOR Feedback Loop

In response to growth factor signaling, the class Ia phosphoinositide 3-kinases (PI3K) are activated to convert plasma membrane phosphatidylinositol-4,5-bisphosphate \([\text{PI(4,5)P}_2]\) to phosphatidylinositol-3,4,5-trisphosphate \([\text{PI(3,4,5)P}_3]\) (Cantley 2002). The formation of \([\text{PI(3,4,5)P}_3]\) triggers the recruitment of a number of critical signaling proteins via direct lipid binding to the pleckstrin homology (PH) domain, including the kinases PDK1 and Akt (Cantley 2002). PDK1 phosphorylates Akt on T308 and the mTORC2 complex phosphorylates Akt on S473, resulting in full kinase activity (Sarbassov et al. 2005) (Fig. 40.1). Upon activation, Akt phosphorylates a large number of substrates at the consensus RxRxxS/T motif
These substrates play important roles in the regulation of cell survival, growth, cell cycle, and metabolism (Manning and Cantley 2007).

Constitutive activation of the PI3K/Akt/mTOR pathway in GBM tumors occurs through a variety of mechanisms. For instance, the phosphatase and tensin homolog (PTEN), a negative regulator of the PI3K pathway, is a tumor suppressor that is mutated or deleted in 50% of GBMs (Furnari et al. 2007; Ohgaki and Kleihues 2007). PTEN loss of function upsets the PI3K–PTEN balance which results in elevated PI(3,4,5)P3, thereby activating Akt promoting anti-apoptotic pathways (Chapter 15). Additionally, mutations in the PIK3CA gene, which encodes the alpha isoform of the p110 catalytic subunit of the PI3K complex, have been found in 5–15% of GBM tumors, some of which have been shown to confer oncogenic gain of function (Broderick et al. 2004; Hartmann et al. 2005; Gallia et al. 2006; TCGA, 2008).

Intuitively, GBM tumors represent prime candidates for treatment with single agents targeting components of the PI3K/Akt pathway. In particular, the availability of small molecule inhibitors to the mammalian target of rapamycin (mTOR), a downstream effector of the PI3K/Akt cascade, has made targeting this pathway especially attractive. mTOR is indirectly activated by Akt via the phosphorylation of its inhibitor, tuberous sclerosis complex 2 (TSC2). Activation of mTOR promotes the formation of a complex with raptor (regulatory-associated protein mTOR), known as mTORC1. The mTORC1 complex is associated with cell growth and proliferation, primarily acting through activation of the S6-kinase (Hay 2005). Since this complex is sensitive to rapamycin, the use of this compound and its analogs has been proposed as a possible form of treatment in GBM patients. Indeed, in a recent phase I clinical trial in which 14 patients with PTEN-null recurrent GBM were administered with a rapamycin regimen, 2 patients showed a reduction in tumor mass with 5 other patients demonstrating a decrease in mitotic index (Cloughesy et al. 2008). However, in a subset of patients (7 patients, 50% of the cohort), inhibition of mTORC1 complex by rapamycin resulted in an increase in Akt phosphorylation which was correlated with a shorter time-to-progression after surgery.

The authors proposed that the observed increase in Akt activation can be attributed to a negative feedback loop exerted by the mTORC1 complex on Akt, in which phosphorylation of the insulin receptor substrate-1 (IRS-1) by the mTORC1 effector S6K inhibits Akt function (Cloughesy et al. 2008). This effect is also seen in TSC2−/− cells, where loss of the TSC2 tumor suppressor results in the constitutive activation of mTOR and inhibition of Akt. Conversely, inhibition of the mTORC1 complex disrupts the negative feedback loop via IRS-1 and leads to an increase in Akt pro-survival signals (Radimerski et al. 2002; Hay 2005). As a consequence of these observations, it has been proposed that a combination of PI3K/Akt inhibitors and rapamycin may be required to simultaneously target both components of the pathway and overcome the feedback loop. This hypothesis has been validated in a GBM xenograft model where the use of PI-103 (a dual inhibitor of PI3K and mTOR) was superior to monotherapy with either PI3K inhibitors or rapamycin (Wang et al. 2006; Fan et al.
Further trials are required to determine if this combinatorial approach will be efficacious in the clinic.

While this negative feedback loop provides an explanation for those patients that did not respond well to rapamycin monotherapy, there must be additional molecular determinants that enabled some patients to respond favorably to monotherapy despite the presence of this negative feedback loop. Supplementary molecular analyses of GBM tumors need to be performed in order to better understand the molecular basis of this selective sensitivity to rapamycin monotherapy. A greater understanding of such network features will facilitate patient stratification and selection of the proper combinatorial regimens in the future.

### 40.2.2 EGFRvIII–PTEN Connection

Aberrations in epidermal growth factor receptor (EGFR) expression levels are common in GBMs, with 40–70% of primary GBMs exhibiting amplification of the *EGFR* gene (Ekstrand et al. 1992; Ohgaki et al. 2004). In addition to receptor amplification, activating mutants of EGFR have also been found in GBMs, with the type III EGFR variant deletion mutant (EGFRvIII) being the most common (Chapter 20). In fact, approximately 50% of GBMs that overexpress wildtype EGFR concurrently express EGFRvIII (20% of all GBMs) (Sugawa et al. 1990; Frederick et al. 2000). EGFRvIII is a truncated mutant which lacks exons 2–7 of the EGFR gene (Wong et al. 1992) and is constitutively active despite lacking a ligand-binding domain. Clinical studies have shown a correlation between EGFRvIII expression and poor prognosis in glioma patients (Feldkamp et al. 1999). These data suggest that EGFRvIII may be an effective candidate for single-agent therapeutic intervention, especially given that three tyrosine kinase inhibitors (TKIs) targeting EGFR (gefitinib, erlotinib, and lapatinib) have already been approved for use in the clinic, to treat lung, breast, and pancreatic cancers (Nyati et al. 2006).

Intriguingly, despite ectopic expression of EGFRvIII, several GBM cell line and xenograft models are resistant to both gefitinib and erlotinib treatments (Learn et al. 2004; Mellinghoff et al. 2005; Pedersen et al. 2005; Ji et al. 2006). AG1478, a tyrphostin small molecule inhibitor that showed higher specificity for EGFRvIII over wildtype EGFR in vitro, also had no efficacy as a single agent in xenograft models (Han et al. 1996; Johns et al. 2003). Several phase II clinical trials employing gefitinib and erlotinib as single-agent treatments in newly diagnosed or recurrent GBM have also failed to show a clinical benefit compared to previous treatment protocols (Rich et al. 2004; Omuro et al. 2007).

The observed resistance to EGFR TKIs is somewhat puzzling considering that these drugs shut down EGFRvIII activity in in vitro assays and are presumed to have similar efficacy in patients. Interestingly, a study in 2005 identified a correlation between EGFRvIII and PTEN co-expression and
favorable response to treatment with EGFR TKIs (Mellinghoff et al. 2005). More recently, it has been proposed that the apparent resistance to EGFR TKIs in the EGFRvIII-positive, PTEN-null patient subpopulation is a consequence of the uncoupling of the PI3K/Akt/mTOR pathway (due to the loss of PTEN) from EGFRvIII upstream signals (Mellinghoff et al. 2007). In other words, without an active negative regulator in the pathway, simply turning off the upstream signal does not eliminate the downstream activation of the PI3K/Akt/mTOR pathway. Conceptually, this situation appears to be ideal for combinatorial treatment with EGFR TKIs in conjunction with PI3K/Akt/mTOR pathway inhibitors, thereby blocking upstream and downstream aspects of the pathway simultaneously. In vitro experiments in GBM cell lines reinforce this hypothesis, and treatment of EGFRvIII-positive, PTEN-null cells with erlotinib in combination with rapamycin or PI-103 led to a decrease in tumor cell proliferation compared to administration of either drug alone (Wang et al. 2006; Fan et al. 2007). Multiple ongoing clinical trials of EGFR kinase inhibitor together with rapamycin/rapamycin analogs are currently being conducted to determine if this preclinical efficacy materializes in the clinic (Omuro et al. 2007).

40.2.3 The RAS–PI3K Crosstalk

The mitogen-activated protein kinase (MAPK) pathway comprised of RAS/RAF/MEK/MAPK is another critical mediator of the biological effects of EGFR (Chapters 4 and 38). Upon ligand binding and receptor dimerization, EGFR becomes phosphorylated at multiple tyrosine sites in its cytoplasmic tail. Growth factor receptor-bound protein 2 (Grb2) recruitment to tyrosyl-phosphorylated EGFR sets off a canonical signaling cascade in which son-of-sevenless (Sos) converts inactive Ras-GDP to active Ras-GTP. Activated Ras then binds to and activates Raf-1, a serine/threonine kinase that phosphorylates MEK, a dual-specificity kinase that phosphorylates and activates MAP kinases Erk1 and Erk2 (Fig. 40.1). Activation of Erk1/2 results in the phosphorylation, typically at a PXS/TP motif, of a large number of substrates, including multiple latent transcription factors (e.g., c-Fos, Elk-1, and c-Jun) and kinases (RSK and MNK) (Chen et al. 2001).

The PI3K and MAPK signaling pathways undergo bidirectional crosstalk at several levels, adding a significant amount of complexity and robustness to the signaling network. For instance, binding of RAS to the PI3K p110α subunit potentiates EGFR-mediated phosphorylation of Akt both in vitro and in vivo (Downward 2003; Gupta et al. 2007). In this manner, oncogenic activation of RAS, either by the deregulation of the RAS/RAF/MEK/MAPK pathway (rare in GBMs) or by the action of upstream components such as growth factor receptor signaling, induces rapid proliferation characteristic of the RAS pathway while also initiating pro-survival signals via the action of PI3K.

In another example, a recent study showed that the PI3K pathway also stimulates the Erk1/2 MAP kinase cascade and that this cross-activation was
dependent on EGFR signal strength (Sampaio et al. 2008). In GBM cells that
overexpress EGFR, activation of Erk1/2 occurs primarily through the binding
of the GAB-1 adaptor protein to phosphorylated EGFR via Grb2, independent
of PI3K activation status. Interestingly, activation of Erk1/2 in cells that
express low EGFR levels was shown to be dependent on the binding of GAB-
1 through its PH domain to PIP3, a downstream product of PI3K. In this study,
the authors demonstrate that inhibition of EGFR activation with an EGFR
tyrosine kinase inhibitor (TKI) had little effect on Erk1/2 activation, and that a
combinatorial inhibition of both EGFR and PI3K was required to observe a
dramatic decrease in Erk1/2 activation (Sampaio et al. 2008). These data
suggest that the clinically observed resistance of EGFR positive GBM patients
to EGFR TKIs may be due in part to the incomplete inhibition of EGFR and
the continuous activation of the Erk1/2 pathway as a result of the compensa-
tory PI3K mechanism. These studies would once again suggest that a therapeu-
tic combination of EGFR TKI with PI3K/Akt and/or MAPK inhibitors may
be beneficial in overcoming EGFR TKI resistance.

40.3 Tools to Survey Signaling Networks in GBM

It is apparent from the three examples described above that plasticity in path-
way utilization and multiple layers of cross-activation contribute to the robust-
ness of oncogenic signaling networks. GBM tumor cells take advantage of this
complexity and robustness, utilizing these contingency mechanisms to over-
come single-target inhibition. All of the examples discussed in the previous
section have for the most part relied on logical combinations of conventional,
canonical signaling targets such as EGFR and components of the PI3K/Akt/
mTOR pathways (Fig. 40.1). However, given the complexity of the networks
and the cross-activation implicit in these pathways, it is likely that additional,
non-canonical, nodes will be prime targets for combinatorial therapeutic inter-
vention in GBM signaling networks. Unfortunately, identification of non-
intuitive nodes that are critical for the maintenance of oncogenic signaling
networks still remains a significant challenge. In this section, we will describe
several systems-wide tools that have been developed to address this challenge
and are now capable of surveying phosphorylation-mediated signaling net-
works (the “phosphoproteome”) in tumor cells.

40.3.1 Revealing Novel Network Connections Through Mass
Spectrometry

Of the multiple platforms available for quantitatively surveying signaling net-
works, mass spectrometry (MS) stands out in its ability to sequence novel
proteins and phosphorylation sites in an unbiased fashion. Although it is not
a high-throughput approach, new enrichment techniques and instrumentation allow for high-sensitivity phosphoprotein detection over a large dynamic range (Schmelzle and White 2006). Because of the combination of sensitivity, detection dynamic range, and identification of novel phosphorylation sites, MS has become the tool of choice to measure both established and novel signaling network components in a system-wide fashion. This approach was highlighted in a recent study in which MS was employed to investigate the effects of EGFRvIII receptor expression levels on downstream network phosphorylation in U87MG GBM cells (Huang et al. 2007b). Consistent with prior reports (Montgomery et al. 1995; Moscatello et al. 1998; de la Iglesia et al. 2008), increased titration of EGFRvIII levels resulted in a dramatic increase in PI3K pathway activation while the MAPK and STAT3 pathways remain relatively unchanged. Similar to the examples described above, these observations support the use of EGFR kinase inhibitors in combination with PI3K pathway inhibitors to shut down oncogenic signaling in EGFRvIII-positive GBM cells.

In addition to quantification of the canonical EGFR signaling network pathways, a previously unappreciated complexity in signaling networks was also uncovered, in which multiple receptor tyrosine kinases (RTKs), such as c-Met and Axl, are co-activated by EGFRvIII in GBMs (Huang et al. 2007a, b). Interestingly, c-Met and Axl expression levels have been correlated with glioma grade, indicating the potential clinical relevance of EGFRvIII–c-Met or EGFRvIII–Axl cross-activation (Koochekpour et al. 1997; Hutterer et al. 2008). Upon further interrogation of the EGFRvIII–c-Met crosstalk, it was determined that the c-Met receptor pathway is important in tumor maintenance in glioma and that co-inhibition of EGFRvIII and c-Met is sufficient to overcome resistance to EGFR TKI monotherapy in vitro. Importantly, these experiments were performed in the PTEN-null U87 glioma cell line, indicating that this combinatorial strategy may work well on gliomas regardless of PTEN status. Furthermore, resistance to classical cytotoxicities (e.g., cisplatin), a phenotype previously attributed to the action of EGFRvIII, could be overcome by the administration of c-Met kinase inhibitors, suggesting that c-Met activation may account for a significant proportion of EGFRvIII-mediated chemoresistance. It is therefore likely that many of the tumor-associated phenotypes functionally ascribed to EGFRvIII may be due in part to cross-activation with multiple RTKs.

Already from this initial foray, MS-based phosphoproteomics, depicted schematically in Fig. 40.2, has revealed a novel therapeutic approach in which c-Met kinase inhibitors, when used in combination with either EGFR TKIs or standard chemotherapeutics, may overcome the clinically observed chemoresistance in EGFRvIII-positive GBM patients. It is likely that additional MS-based analysis of GBM signaling networks will reveal additional nodes that may be targeted, alone or in combination, both in vitro in GBM cell lines and eventually in the clinic.
40.3.2 Understanding Chemoresistance Through the Use of Antibody Microarrays

In contrast to mass spectrometry, antibody microarrays feature increased throughput with minimal sample/reagent consumption, while simultaneously measuring tens of phosphorylation sites in a targeted fashion. Such arrays are particularly useful in determining how signaling networks adapt to TKI monotherapy and to establish which signaling pathways confer resistance in tumors. In a recent study of EGFR TKI resistance in non-small cell lung cancer (NSCLC), RTK-directed antibody arrays were utilized to examine the effect of gefitinib on the activation status of 42 RTKs in NSCLC cells that were either
resistant or sensitive to gefitinib (Engelman et al. 2007). The authors discovered an “oncogene switching” mechanism in which gefitinib resistant cells compensated for EGFR inhibition by the upregulation and activation of c-Met, resulting in a persistent activation of the PI3K pathway. It was thus proposed that concurrent inhibition of EGFR and c-Met may be efficacious in overcoming the oncogene switch in NSCLC cells.

Using a similar RTK-directed antibody microarray, Stommel et al. screened a large number of GBM cell lines and xenografts and found that in all the lines examined, different combinations of RTKs, including EGFR, c-Met, and PDGFR, were simultaneously tyrosine phosphorylated at any one time (Stommel et al. 2007). They went on to show that inhibition of at least three RTKs (EGFR, c-Met, and PDGFR) was required to optimally kill GBM cells in vitro. Interestingly, as with the EGFR and c-Met combined inhibition above, this triple inhibitor combination appeared to work in both PTEN-wt and PTEN-null cells. Taken together, both the MS and microarray studies point to RTK co-activation as an important means of conferring chemoresistance in GBM patients and that the screening of resected tumors for RTK co-activity may provide intriguing combinatorial therapeutic strategies for future clinical treatment options.

40.3.3 Multiparameter Flow Cytometry as a Tool for Determining Oncogenic Networks in Cancer Stem Cell Populations

Multiparameter flow cytometry is an approach in which phosphorylation levels in proteins are measured by labeling fixed, permeabilized cells with fluorophore-conjugated phospho-specific antibodies. These cells are subjected to flow cytometry to quantify fluorescence intensity that is directly proportional to the amount of phospho-antigen in each cell (Perez and Nolan 2006). Current state-of-the-art flow cytometers allow for analysis of up to 13 different emission wavelengths (colors), greatly enhancing the ability to measure several parameters simultaneously. In a landmark study using this technique, Irish and coworkers stimulated leukemia cells from 30 acute myeloid leukemia (AML) patients with a panel of 6 cytokines and followed the phosphorylation changes in 6 different phosphoproteins important in the JAK/STAT and MAPK pathways (Irish et al. 2004). Subjecting the data to unsupervised hierarchical clustering, the authors demonstrated that tumors from individual cancer patients can be categorized by their molecular response to cytokine inputs and that this classification can discern genetic mutations and disease outcomes.

A major advantage of this approach is that the measurement occurs at the single cell level and has the potential of isolating subpopulations of cells that have distinct phosphorylation profiles that would otherwise have been lost in averaged cell population data (Irish et al. 2004). While this technique has yet to be applied to GBM, it is conceivable that it could be used to probe oncogenic
signaling networks in brain tumor stem cell populations. Recent studies have demonstrated that brain tumor stem cell-enriched populations have distinct characteristics compared to cells from the bulk of the tumor, including increased chemoresistance and radioresistance (Chapter 29). It is thought that this stem cell population is responsible for tumor recurrence, clinically observed in GBM patients’ post-surgery and chemo-/radiotherapy (Eyler and Rich 2008). One can envisage the use of antibodies for stem cell identification markers (e.g., CD133) in combination with antibodies for phosphoproteins to simultaneously monitor the phosphorylation profiles in such cells. This approach should allow one to determine if the signaling pathways thought to confer chemoresistance in the bulk tumor, for instance RTK co-activation, are also dominant in the brain tumor stem cell population. Developing combination protocols based on stem cell-specific signaling networks may ultimately be useful in preventing GBM tumor recurrence post-surgery.

40.4 Combinatorial Targets from GBM Signaling Networks Through Integrative Analysis

As described, there are multiple methods to obtain quantitative information regarding the phosphorylation status of components within a signaling network, either individually or in ensemble. However, using this quantitative data to derive optimum therapeutic targets or biological insight regarding the mechanistic regulation of complex biological phenotypes remains challenging. For all data types, the knowledge that a particular protein is phosphorylated is not sufficient to establish that protein as a good drug target for mono- or combinatorial inhibition. The situation is perhaps worse for MS-based signaling network data, where the inability to derive biological insight is often due to a lack of knowledge regarding the biological function of most phosphorylation sites within the network. In fact, due to the poor characterization of many, if not most, of the phosphorylation sites within these datasets, these large-scale analyses are typically simplified to the level of activation/inhibition of several well-characterized pathways (e.g., PI3K/Akt, MAPK pathways, or selected RTKs (as in Huang et al. 2007a, b)), while the remainder of the data is largely ignored. As a result, most of the therapeutic avenues are targeted at well-established, centralized nodes in the network, despite a vast amount of additional information describing potentially thousands of additional phosphorylation events. Since there is such a dizzying array of uncharacterized sites, it is non-trivial to distinguish which sites are likely to be associated with any given biological process, and which sites/proteins should be targeted to have maximal impact on a given biological phenotype. Faced with these challenging problems, in order to access the bulk of the phosphoproteomic data and begin to propose functional association for given phosphorylation sites, it is necessary to link cellular phenotypic information with quantitative phosphoproteomic information.
acquired under the same conditions. To state it more generally, to understand regulatory signaling networks from a systems-level perspective and to predict which nodes or combinations of nodes might be optimal therapeutic targets, computational techniques should be used to integrate quantitative phosphoproteomics datasets with additional data types.

Perhaps the most informative datasets to combine with phosphoproteomic measurements are quantitative phenotypic assays regarding cellular response to perturbation. This information provides a direct measurement of the effect of cellular perturbation and ensures that the phosphorylation data has been acquired under biologically relevant conditions. As an example, to determine the signaling networks affected by treatment of GBM cells with temozolomide (TMZ, the standard of care for GBM patients), one might wish to treat cells with multiple concentrations of TMZ while measuring DNA damage, cell cycle arrest, apoptosis, and perhaps proliferation. Each of these measurements could then be correlated to quantitative phosphoproteomic data obtained from cells treated with the same concentrations of TMZ, providing a tentative association between phosphorylation sites and cellular phenotype. Moreover, resistant and sensitive cells could be compared with this technique to uncover the regulatory signaling networks responsible for chemoresistance in selected GBM cell lines. Integration of phosphoproteomic and phenotypic data from these studies should then highlight proteins that could be targeted in combination with TMZ to overcome resistance to this treatment. The general scheme for the integrative analysis approach is demonstrated in Fig. 40.3. While these experiments require a significant amount of effort, there is now precedence in the literature for this approach.

For instance, Wolf-Yadlin et al. treated human mammary epithelial cells (HMECs) expressing low or high levels of HER2 (ErbB2) with either epidermal growth factor (EGF) or heregulin (HRG) to activate EGFR or HER3, respectively (Wolf-Yadlin et al. 2006). Since activation of the EGFR family of receptor tyrosine kinases is known to stimulate a large network of protein tyrosine phosphorylation sites (Zhang et al. 2005; Olsen et al. 2006; Wolf-Yadlin et al. 2007), the authors utilized MS-based phosphoproteomics to quantify temporal phosphorylation profiles of 322 tyrosine phosphorylation sites from each treatment condition. To quantify the downstream biological effect of these stimulation conditions, proliferation was assayed by \(^{3}\text{H}\)-incorporation, and scratch wounding assays were performed to measure migration. Partial least-squares regression (PLSR) was performed to correlate these datasets, thereby generating a quantitative correlation metric for each phosphorylation site relative to each phenotype. Gratifyingly, this computational analysis correctly associated several well-characterized phosphorylation sites with their known biological function, including HER2 Y1248 with migration and EGFR Y1173 with proliferation (Okabayashi et al. 1994; Dittmar et al. 2002). Even more interesting were some of the unexpected findings, including strong correlation of hypothetical protein KIAA1217 Y393, a previously uncharacterized phosphorylation site on a novel protein within the network, with migration.
Other functional assignments, such as Annexin A2 Y23 and Y237, which were also strongly correlated with migration, have now been validated by several additional studies (Falsey et al. 2006; Rescher et al. 2008). Although this study was performed in HMECs, the tools and techniques are obviously extensible to GBM cell lines.

It is worth noting that integrative studies are not limited to mass spectrometry-based phosphoproteomics and can be effectively applied to other quantitative signaling measurement techniques and phenotypic assays. For instance, Janes et al. used a combination of western blots, kinase activity assays, and antibody microarrays to quantify temporal changes of 11 key nodes in HT29 colon carcinoma cells stimulated with TNFa, insulin, and EGF, individually or in combination (Janes et al. 2005). This data was then correlated with five different apoptosis assays to determine the intracellular signals that were most strongly correlated with apoptosis under these conditions. Through this integrative approach, a novel role for the MAPK-activated protein kinase 2

Fig. 40.3 Integrative analysis leads to novel combinatorial therapeutic strategies. By combining phosphoproteomic datasets with phenotypic datasets and additional data from the literature, it is possible to derive novel biological insight into activated signaling networks. This insight could take the form of novel hypotheses, correlative associations between phosphorylation sites and phenotypic outcome, or mechanistic computational models. Novel combinatorial therapeutic strategies can be realized from information derived from this combination of biological insights into a given activated network.
(MK2) was revealed: at early time points, MK2 is strongly positively correlated with apoptosis, while at later time points, MK2 is strongly anti-correlated with apoptosis. Based on this finding, the authors tested the effect of inhibiting MK2 either throughout the study or only at late time points and were able to validate the hypothesis that MK2 is a pro-survival kinase at late time points.

40.5 Mechanistic Models and Computational Approaches to Drug Targets

While these correlative studies provide association between signaling molecules and downstream biological outcome, they do not provide direct information as to the mechanism by which these phosphorylation events regulate biological response to perturbation. Additionally, it is not necessarily straightforward to use correlative information to identify optimum drug targets with which to perturb the phenotype. Many signaling molecules might be correlated with a given response, but only a fraction of these will be responsible for controlling the phenotype, while the others may be simply phosphorylated as a result of the cellular response. In order to select optimum therapeutic targets or combinations of targets, a more detailed mechanistic mathematical model is often required. Several examples of these models have been generated over the past several years, including a detailed model of the EGFR signaling network (Hornberg et al. 2005), receptor tyrosine kinase endocytosis and trafficking network (Shankaran et al. 2007), and Dictyostelium chemosensing (Meier-Schellersheim et al. 2006). With these kinetic, mechanistic models, it is possible to vary the parameter values and determine which parameters are most sensitive to the selected biological outcome. Sensitivity analysis (Savageau 1971) highlights the optimum nodes in the network that will most significantly change the biological response. This approach should be directly extensible to selecting optimum targets for therapeutic treatment of GBM. For instance, following quantitative analysis of signaling networks, perhaps via multiple analytical techniques (e.g., MS and antibody microarrays), one would be able to identify the phosphorylated nodes in the network and determine their response to cellular perturbation. This information, when combined with canonical pathways from the literature, protein–protein interaction, and known kinase–substrate interactions, could be used to build a mechanistic model of the signaling networks activated in response to TMZ treatment of chemoresistant GBM. Sensitivity analysis of this mechanistic model would then predict the nodes in the network that, when inhibited, would have the greatest effect on the entire network; these nodes would therefore be the optimum drug targets, assuming they were “targetable” proteins. Since, as described above, many of these networks are remarkably robust to single-point interventions, sensitivity analysis can be employed to predict which combinations are likely to have the greatest effect on the network, eliminating much of the guesswork and trial-and-error
associated with combinatorial strategies. Through computational modeling of the network, it is also possible to determine the optimal inhibition level for maximal effect. Especially in the case of combinatorial treatment strategies, it is often not necessary, and many times not desirable, to completely ablate all of the targets. Simulating the effect of partial inhibition on multiple nodes in the network provides a rapid, in silico approach to predict optimal combinatorial strategies before in vivo validation of these predictions.

Many of these same concepts can also be applied to uncover mechanisms underlying resistance that develops following mono-therapeutic treatment. Since intracellular signaling networks tend to be robust, initial strong positive response to therapy is often followed by recurrence associated with a resistant population of cells, as has been documented for gefitinib-sensitive non-small cell lung cancer (NSCLC), imatinib-sensitive chronic myeloid leukemia (CML), and tamoxifen-sensitive breast cancer. Phosphoproteomic analysis of the sensitive and resistant populations may identify pathways which are activated in the resistant state (Engelman et al. 2007), potentially highlighting further combinatorial therapeutic targets to overcome resistance. However, these analyses can also be misleading, as the optimal drug targets are not always the most phosphorylated, most modified, or most activated proteins. Here again computational analysis can be employed in silico not only to predict resistance and the resulting activation of given pathways but also to understand the mechanism by which resistance occurred, by predicting network adaptations to therapeutic intervention. Through sensitivity analysis of the adapted networks, these models can also be used to identify the optimum drug targets to avoid resistance altogether, before it occurs in the clinic. Of course, this level of modeling requires a significant amount of a priori knowledge of feedback, crosstalk, and network complexity that is just now being uncovered experimentally. However, with this knowledge in hand, over the next several years there should be rapid advances in the quality and complexity of the models, resulting in significantly enhanced predictions for complex phenotypes such as chemoresistance.

### 40.6 Bench to Bedside – Can Integrative Strategies Be Extended to the Clinic?

Integrative examples in the literature to date have largely dealt with model systems based on mammalian cell culture, since these systems are fairly well defined, are easily manipulated, have quantifiable phenotypes, and while complex, are still much less complex than in vivo systems (either murine models or human tumors). One of the principle challenges facing the field of systems biology is to extend these integrative studies out of these model systems in the lab to study in vivo systems, thereby increasing the direct impact in the clinic. While this is a daunting task given the biological variability and complexity
represented by in vivo systems, there is good reason to be optimistic, as many of the analysis techniques can be directly applied to clinical samples.

How can integrative approaches be transferred to the clinic and applied to brain cancers? First, it is necessary to start with large-scale data acquisition to define the network status of human tumors. Much as genomic strategies have recently defined a spectrum and frequency of mutations associated with GBM (TCGA, 2008; Parsons et al. 2008), similar proteomic strategies can be applied to define the phosphorylated/activated pathways and networks in these same samples. On the surface, this information will provide a quantitative catalog of the various phosphorylation events, pathways, and networks found in human brain tumors. When coupled with patient phenotypic information, this quantitative phosphoproteomic data will identify novel biomarkers, proteins, and phosphorylation sites associated with disease progression, survival time, and, perhaps most importantly, sensitivity and resistance to various therapeutic treatment options. This correlative data, by itself, will enable better diagnoses and improved prognosis for brain cancer patients, all based on the phosphorylation status of multiple key biomarkers in the resected tumor section. More importantly, the phosphoproteomic data from clinical samples can be overlaid on signaling networks defined in cell culture model systems, thereby identifying the key nodes and most sensitive proteins to target therapeutically. As mentioned above, these optimal therapeutic targets will not necessarily be the most phosphorylated or most activated proteins in the sample, but instead will be those whose inhibition most drastically affects the remainder of the network, resulting in network failure and cell death. As highlighted in Fig. 40.4 and Color Plate 60, given the future combination of computational models and large-scale clinical data, it is possible to imagine that small samples obtained from patients diagnosed with brain cancer will be analyzed to determine the phosphorylation status of ~10–50 proteins; this information will then enable the selection of therapeutic options specifically selected to provide optimal therapeutic benefit for the patient.

While this vision of integrative biology for personalized medicine sounds very promising, there remains a significant amount of work to be done before it can be realized. First, additional studies of cell culture model systems must be performed (1) to understand the complexity inherent in the signaling networks and (2) to uncover the feedback loops, crosstalk, and network–phenotype relationships. These studies will have to be performed in a variety of cell lines under a variety of culture and stimulation conditions, to provide a degree of robustness to the data encoded in the model. Second, the information from these studies will need to be encoded in large-scale mechanistic and correlative (data-driven) computational models to predict response to cellular perturbation. These models will need to be validated to ascertain their prediction accuracy to multiple stimuli, alone and in combination. Third, as mentioned above, large-scale data acquisition efforts will need to begin to quantify signaling networks in human brain tumors and to correlate this data with patient phenotypic information. In this phase, multiple complementary analysis
methods should be applied to obtain the most accurate and comprehensive coverage of the signaling networks in these samples. Finally, this clinical proteomic data must be incorporated in the models to determine which nodes/pathways/networks are activated in given samples; model predictions will then identify the most sensitive nodes to be targeted with combinatorial therapeutics.

40.7 Conclusions

Recent efforts to quantify signaling network activation in human GBM cell line model systems have uncovered connectivity between various pathways and kinases within GBM signaling networks. Combinatorial targeting of some of these kinases has provided promising results in cell culture model systems and murine xenografts, and it will hopefully have a positive impact in the clinic.
in the near future. While these results are intriguing and may have clinical impact, the optimum combinatorial treatment strategies are still undetermined. As a community, we are just beginning to uncover the network complexity associated with GBM and other human pathologies (Parsons et al. 2008). For instance, as described above, increased EGFRvIII expression also leads to increased phosphorylation of the activating phosphorylation site on multiple additional RTKs, but it is not clear yet how these other points of crosstalk affect the phenotype. Will these RTKs represent additional targets for combinatorial inhibition, or will they alter the phenotype in a more discrete fashion, potentially by regulating chemoresistance, proliferation, invasion, or through transcriptional regulation? At this point in time, there is simply not enough known about the complexity of the signaling networks to begin to assign function to these recently discovered nodes in the EGFRvIII network. Clearly, additional integrative studies need to be performed to uncover the network–phenotype relationship for this and other oncogenic systems. These integrative studies, when coupled to computational models of signaling networks, will facilitate the identification of the optimal combinatorial therapeutic strategies for GBM in the future.
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Chapter 41
Targeting of TRAIL Apoptotic Pathways for Glioblastoma Therapies

Anita C. Bellail, Patrick Mulligan, and Chunhai Hao

Abstract  Recent advances in cancer biology have generated novel cancer therapeutics that can activate apoptotic pathways in human cancers. Among the apoptotic therapeutics, tumor necrosis factor-related apoptosis-inducing ligand (TRAIL) has received much attention because it can selectively induce apoptosis in cancer cells. Preclinical studies in glioblastoma cell lines, primary cultures, and xenografts have resulted in the development of TRAIL-based therapeutic modalities for the treatment of glioblastoma. These include recombinant human TRAIL (rhTRAIL), agonistic antibodies against TRAIL death receptors, DR4 and DR5, TRAIL-producing neural stem cells, TRAIL-expressing oncolytic vectors, and nanoparticles conjugated with TRAIL-expressing vectors. Although rhTRAIL and DR4 and DR5 agonistic antibodies have entered clinical trials in patients with solid cancers and hematological malignancies, many challenges remain before any of these therapeutic modalities can be successfully developed into clinical treatments for glioblastoma. It remains to be seen whether and how the therapeutics can be effectively distributed through glioblastoma that is diffusely infiltrating through the human brain. In addition, the vast majority of the tumors are resistant to TRAIL and thus require combination treatments that can overcome the resistance. Finally, genetic analysis of human glioblastomas is required to identify the genetic defects in apoptotic genes that could be used as biomarkers to predict the responsiveness of the tumors to TRAIL-based therapies.
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41.1 Introduction

Primary diffuse astrocytic gliomas are the most common brain tumors and are classified into astrocytoma, anaplastic astrocytoma, and glioblastoma. Glioblastoma is the most common and lethal glioma and current therapeutic modalities including surgical resection, radiation therapy, and temozolomide chemotherapy provide no cure. In the last three decades, researchers have gained significant insight into signaling pathways involved in the generation of the tumors and their malignant progression. As a result, novel therapeutic agents have been generated specifically targeting the signaling pathways activated in the tumors (Rich and Bigner, 2004). Cancers such as glioblastomas are genetic diseases in which genomic alterations result in the deregulation of cell growth and death signaling pathways, which leads to the relentless cancer cell growth at the expense of cancer cell death (Vogelstein and Kinzler, 2004). Many novel therapeutic agents have been generated targeting cancer growth pathways, but there is an increasing interest in the development of therapeutics that can trigger cancer cell death pathways. The ultimate goal of cell death pathways-targeted therapies is to restore endogenous death pathways and thus drive cancer cells into self-destruction (Letai, 2008). Several cell death pathways have been reported including apoptosis, necrosis, autophagy, and mitotic
catastrophe. Of these death pathways, apoptosis is the best characterized, and a number of therapeutic agents targeting the pathways are currently in clinical trials (Reed, 2006).

Apoptosis is a genetically programmed biochemical process that removes unwanted cells and maintains tissue homeostasis under physiological and pathological conditions. In principle, there are two pathways that control the initiation of apoptosis: the death receptors-mediated extrinsic pathway and the mitochondria-involved intrinsic pathway. Death receptors belong to the tumor necrosis factor receptor (TNFR) family and can engage intracellular apoptotic pathways upon binding of the ligands. Ligands of the tumor necrosis factor (TNF) family can trigger the intracellular apoptotic process through binding of their cognate death receptors. TRAIL is a TNF family ligand that can trigger intracellular apoptotic pathways through binding on one of the two death receptors, DR4 and DR5. In this chapter, we will first provide a historic review of the development of cancer therapeutics targeting the death receptors of the TNF family. We will then discuss the signaling pathways in TRAIL-induced apoptosis, the development of novel cancer therapeutics targeting DR4 and DR5, and the resistance of cancer cells to these therapeutics. Finally, we will review the advances in the TRAIL-based therapies in glioblastomas and the challenges faced in the development of such therapies in the clinical treatment of glioblastomas.

41.2 Development of TNF Family Death Receptors Targeted Cancer Therapies

TNFα, the prototype of TNF family ligands, was first reported for its antitumor activity in mice treated with endotoxin in 1975 (Carswell et al., 1975). Eighteen ligands and 28 death receptors have been identified since (Ashkenazi, 2002), but the following three sets of ligands and their cognate death receptors have been well studied for their cancer therapeutic potentials: TNFα (Beutler et al., 1985; Carswell et al., 1975; Pennica et al., 1984) and TNFR 1 (p55, CD120a) (Lewis et al., 1991); Fas ligand (FasL, CD95L) (Suda et al., 1993) and Fas (CD95) (Itoh et al., 1991); and TRAIL (Pitti et al., 1996; Wiley et al., 1995) and DR4/TRAIl-R1 (Pan et al., 1997; Schneider et al., 1997a) and DR5/TRAIl-R2 (Chaudhary et al., 1997; Schneider et al., 1997a; Walczak et al., 1997; Wu et al., 1997).

41.2.1 Toxicity in TNFR and Fas-Targeted Therapies

In 1984, TNFα was cloned from human (Pennica et al., 1984) and, subsequently, recombinant human TNFα (rhTNFα) was generated targeting TNFR and shown to have antitumor activity and toxicity in tumor xenograft mice (Tracey et al., 1986). Despite the toxicity of rhTNFα observed in mice,
phase I and II clinical trials of rhTNFα were launched and, unfortunately, revealed dose-limiting side effects of hypotension and hepatotoxicity in patients (Creagan et al., 1988; Creaven et al., 1989; Lenk et al., 1989; Schiller et al., 1991; Skillings et al., 1992). The systemic use of rhTNFα as a therapeutic agent has therefore been abandoned since the 1990s. In 1989, an agonistic antibody against death receptor, Fas, was generated (Trauth et al., 1989). Systemic injection of the Fas agonistic antibody in mice, however, caused profound hepatotoxicity (Ogasawara et al., 1993) so that clinical trials of Fas agonistic antibodies have never been considered. Current antitumor strategies using rhTNFα or agonistic Fas antibody are limited to local delivery to avoid the systemic side effects (ElOjeimy et al., 2006; Grunhagen et al., 2006).

41.2.2 Controversy in TRAIL-Induced Toxicity

TRAIL was identified in the middle 1990s (Pitti et al., 1996; Wiley et al., 1995) and rhTRAIL was subsequently generated as a cancer therapeutic (Ashkenazi et al., 1999; Walczak et al., 1999). Studies of various forms of rhTRAIL, however, created a controversy with regard to toxicity to normal human cells. A leucine zipper-fused rhTRAIL killed isolated human astrocytes (Walczak et al., 1999), a polyhistidine-tagged rhTRAIL was toxic to isolated human hepatocytes (Jo et al., 2000), and a flag-tagged rhTRAIL-induced apoptotic cell death of human brain cells in brain slice culture (Nitsch et al., 2000). These in vitro studies raised the same safety concern as those expressed with rhTNFα and Fas agonistic antibody (Nagata, 2000). In 2001, however, it was reported that non-tagged soluble rhTRAIL (amino acids 114–281) was non-toxic to isolated human astrocytes (Hao et al., 2001), human hepatocytes, and normal cells in non-human primates (Lawrence et al., 2001). In the same year, a mouse monoclonal antibody (mAb) against human DR5 (TRA-8) was reported, exhibiting antitumor activity without hepatotoxicity (Ichikawa et al., 2001). In 2004, it was further shown that systemic injection of non-tagged rhTRAIL inhibited cancer xenograft growth without causing injury to human hepatocytes in chimeric mice reconstituted with human livers (Hao et al., 2004).

Preclinical findings that soluble rhTRAIL and TRAIL agonistic antibodies are non-toxic to normal human cells have provided renewed impetus for the launch of clinical trials of rhTRAIL and its agonistic antibodies for the treatment of cancer. In 2005, phase I trials of human DR4 (HGS-ETR1) and DR5 agonistic antibody (HGS-ETR2) were first presented at the 96th Annual Meeting of the American Association for Cancer Research (AACR) and demonstrated the safety and tolerability of the antibodies in patients. In 2006, a phase I trial of rhTRAIL (Apo2L/TRAIL) was reported at the 42nd Annual Meeting of the American Society of Clinical Oncology (ASCO) and showed that rhTRAIL was safe and well tolersted in patients. While the question remains why targeting TNFR and Fas but not DR4/DR5 damages normal human cells,
these preclinical and clinical studies have finally put the TRAIL toxicity issue behind us. Currently, phase II trials are evaluating the therapeutic efficacy of these TRAIL agonists in patients with solid cancers and hematological malignancies. There is a great expectation that the results of clinical trials with these new agents will lead to the genesis of a new class of anticancer therapeutics activating apoptotic pathways in human cancer cells.

41.3 TRAIL-Induced Apoptotic Pathways in Human Cancer Cells

TRAIL and its death receptors were identified in the 1990s (Chaudhary et al., 1997; Pan et al., 1997; Pitti et al., 1996; Schneider et al., 1997a; Walczak et al., 1997; Wiley et al., 1995; Wu et al., 1997) and subsequent studies of mice revealed the physiological functions of TRAIL in innate and adaptive immunity. Studies of mice treated with TRAIL-neutralizing antibody showed that TRAIL is required for natural killer (NK) cell-mediated immunosurveillance against tumor progression and metastasis (Takeda et al., 2001, 2002). Studies of TRAIL-deficient mice confirmed the role of TRAIL in innate immnosurveillance against tumorigenesis (Cretney et al., 2002). Additional studies showed that TRAIL contributes to T lymphocyte and dendritic cell-mediated innate and adaptive immunity in suppression of tumor progression (Schmaltz et al., 2002; Taieb et al., 2006). These studies have, therefore, established TRAIL as a natural cancer killer that can drive cancer cells into self-destruction through the activation of apoptotic pathways (Smyth et al., 2003).

41.3.1 TRAIL-Induced DISC and Extrinsic Apoptotic Pathway

TRAIL-induced apoptosis occurs through its binding of the cell surface death receptors, leading to the activation of the extrinsic apoptotic pathway (Fig. 41.1). TRAIL has two death receptors, DR4 (Pan et al., 1997; Schneider et al., 1997a) and DR5 (Chaudhary et al., 1997; Walczak et al., 1997; Wu et al., 1997); both are type I transmembrane proteins with two extracellular cysteine-rich domains and a cytoplasmic death domain (DD). DR4 and DR5 exist either as homotrimers or heterotrimers linked through an interaction between the pre-ligand assembly domains in the extracellular termini (Clancy et al., 2005). Upon TRAIL ligation, DR4 and DR5 recruit the intracellular adaptor, Fas-associated death domain (FADD) (Schneider et al., 1997b; Walczak et al., 1997). FADD contains a carboxy-terminal DD and an amino-terminal death effector domain (DED) (Chinnaiyan et al., 1995). Through the DED, FADD recruits DED-containing caspase-8 (Bodmer et al., 2000; Kischkel et al., 2000; Xiao et al., 2002) and caspase-10 (Kischkel et al., 2001; Sprick et al., 2002; Wang et al., 2001; Xiao et al., 2002) to the receptors for the formation of a death-inducing signaling complex (DISC), similar to the one reported in the Fas
apoptotic pathway (Kischkel et al., 1995; Muzio et al., 1996). In the DISC, the apoptosis initiators, caspase-8 and -10 are proteolytically cleaved, thus becoming enzymatically active, and then cleave effectors caspase-3 and -7 in the execution of apoptotic cell death (Boldin et al., 1996).

### 41.3.2 TRAIL-Induced Intrinsic Apoptotic Pathway

The intrinsic mitochondrial pathway is required for TRAIL-induced apoptosis (Fig. 41.1). Once cleaved and enzymatically activated in the DISC, caspase-8 cleaves Bcl-2 inhibitory BH3-domain-containing protein (Bid) (Li et al., 1998). The truncated Bid (tBid) interacts with Bax and Bak and induces the oligomerization of Bax and Bak in the mitochondrial membrane, leading to the change of the membrane potential and subsequent release from the mitochondria of cytochrome c (Luo et al., 1998) and second mitochondria-derived activator of caspase (Smac) or direct inhibitor of apoptosis binding protein with low pI.
DIABLO) (Du et al., 2000; Verhagen et al., 2000). In the cytosol, cytochrome c binds to Apaf1 and recruits dATP and caspase-9 to form the apoptosome. Herein caspase-9 is cleaved through autoproteolysis and further cleaves downstream caspase-3 (Li et al., 1997). The caspase-3 cleavage, however, is inhibited in many human cancers due to the expression of X-linked inhibitor of apoptosis (XIAP), which interacts with caspase-3 and inhibits its cleavage (Wagenknecht et al., 1999). Rescue of the TRAIL-induced extrinsic pathway is accomplished by Smac which, once released from mitochondria, interacts with XIAP and releases its inhibition of caspase-3 cleavage (Deng et al., 2002).

41.3.3 Caspase-8 in TRAIL-Induced Apoptosis

Caspase-8 is an apoptosis-initiating caspase that is synthesized as a zymogen and exists in two isoforms (p55, p53); each consists of two DED domains and a protease domain made of two subunits, p18 and p12 (Scaffidi et al., 1997). Through its DEDs, caspase-8 zymogens are recruited to the DISC and cleaved through a two-step autoproteolytic processes: the first intramolecular/cis cleavage generates the p12 subunit (Walker et al., 1994; Wilson et al., 1994) and the second cleavage results in the release of the p18 subunit from DED and p10 from the p12 subunit (Medema et al., 1997; Yang et al., 1998). The caspase-8 p18 and p10 active subunits in turn cleave downstream caspase-3 and caspase-7 (Boldin et al., 1996). Caspase-3 and caspase-7 are effector caspases and each of them consists of a protease domain with a large and small subunit. Once cleaved, caspase-3 further cleaves downstream DNA fragmentation factor 45 (DFF45), resulting in the execution of apoptotic cell death (Liu et al., 1997).

How can a caspase-8 zymogen be cleaved when there is no protease above it? An induced proximity model initially suggested that caspase-8 zymogens were brought into close proximity in the DISC for the autoproteolytic cleavage (Muzio et al., 1998; Salvesen and Dixit, 1999). Further in vitro biochemical studies proposed the dimerization model that caspase-8 zymogens first form dimers through an interaction of alanine 397 residues (based on caspase-3 nomenclature) of their protease domains and become proteolytically active and cleaved to form the enzymatically active p18 and p10 tetramers (Boatright et al., 2003; Chang et al., 2003; Donepudi et al., 2003). However, this model of caspase-8 activation remains to be established in vivo in normal or cancerous cells. In addition, the question remains why there are two apoptosis initiators, caspase-8 and -10 in TRAIL-induced apoptosis.

41.3.4 TRAIL-Induced Apoptosis in Glioblastoma Cells

The cytotoxicity of rhTRAIL was first reported in glioblastoma cells (Ashkenazi et al., 1999) and its antitumor activity in mouse glioblastoma xenografts
(Roth et al., 1999). In 2001, rhTRAIL and its agonistic DR5 agonistic antibody TRA-8 were reported to be able to trigger apoptotic cell death in glioblastoma cell lines (Hao et al., 2001; Ichikawa et al., 2001; Knight et al., 2001; Pollack et al., 2001). TRAIL-induced apoptosis was further shown to involve the DISC assembly through DR5-mediated recruitment of FADD, caspase-8 and -10 (Xiao et al., 2002). In the DISC, caspase-8 and -10 are cleaved through autoproteolysis, releasing the enzymatically active subunits. In the cytoplasm, the enzymatically active caspase-8 and -10 cleave Bid and the tBid in turn induces mitochondrial release of cytochrome c and Smac, leading to the cleavage of XIAP and caspase-3 in TRAIL-induced apoptosis (Song et al., 2003b). These studies have revealed TRAIL apoptotic pathways in glioblastoma cells and thus provided the basis for the development of TRAIL-based therapies for glioblastomas.

### 41.4 TRAIL Resistance in Human Cancers

Studies of TRAIL-deficient mice suggest that TRAIL plays a physiologic role in cancer immunosurveillance and, therefore, targeting of TRAIL apoptotic pathways may provide novel therapeutic strategies in cancer therapies (Smyth et al., 2003). On the other hand, however, this notion predicts that cancer may occur in patients with compromised immunosurveillance, or by evasion of immunosurveillance. In support of these possibilities, studies of human cancer cell lines and primary cultures have identified TRAIL-sensitive and -resistant cancer cells. These studies have further illustrated the molecular mechanisms that control TRAIL-induced apoptotic pathways. While much effort has been devoted to the investigation of the cell-intrinsic molecular mechanisms by which cancer cells evade TRAIL-induced apoptotic pathways, little is known regarding the role of TRAIL in immunosurveillance against cancer in human.

#### 41.4.1 Decoy Receptors

In addition to death receptors, TRAIL has two membrane-associated decoy receptors, DcR1 (TRAIL-R3) (Degli-Esposti et al., 1997b; Mongkolsapaya et al., 1998; Sheridan et al., 1997) and DcR2 (TRAIL-R4) (Degli-Esposti et al., 1997a; Marsters et al., 1997; Pan et al., 1998). DcR1 is a glycosyl phosphatidylinositol (GPI)-anchored membrane protein with cysteine-rich extracellular domains but no cytoplasmic truncated DD. DcR2 is a type I transmembrane protein with extracellular domains and a cytoplasmic DD. Through their extracellular domains, DcR1 and DcR2 interact with TRAIL and inhibit TRAIL-induced apoptosis either by competing with death receptors for TRAIL binding (Liu et al., 2005; Sheikh et al., 1999) or by interrupting the homotrimeric formation of death receptors (Merino et al., 2006). Studies also show that the interaction of TRAIL and DcR2 activates cell survival nuclear
factor-κB (NF-κB) signal (Degli-Esposti et al., 1997a). These studies have established DcR1 and DcR2 as TRAIL inhibitors and therefore raise concerns about the usefulness of rhTRAIL as compared to DR4 and DR5 agonistic antibodies. This notion, however, is mainly based on the studies in transfectants, and the biological functions of endogenous DcR1 and DcR2 are largely unknown.

### 41.4.2 DISC Modifications

The DISC can be modified by intracellular adaptor proteins, leading to the inhibition of caspase-8 cleavage and the activation of cell survival pathways (Fig. 41.2). Receptor-interacting protein (RIP) and TNFR1-associated death domain (TRADD), first identified as DD adaptor proteins in the TNFR1- and Fas-DISC (Hsu et al., 1996a; Hsu et al., 1996b; Stanger et al., 1995), can be
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recruited by DR4/DR5 to the DISC through their DD–DD interaction (Chaudhary et al., 1997). Studies of cancer cell lines detected RIP in the DISC and showed that RIP recruits an inhibitor of κB (IkB) kinase γ (IKKγ), through which IKKα and IKKβ are subsequently recruited to the DISC. This leads to the activation of IKKα/β kinases, the phosphorylation of IkB, and the activation of nuclear factor-κB (NF-κB) (Harper et al., 2001; Lin et al., 2000; Varfolomeev et al., 2005).

Through its DD, FADD can recruit two DD adaptor proteins to the DISC, cellular FADD-like interleukin-1β-converting enzyme [FLICE]-inhibitory protein (c-FLIP) (Irmler et al., 1997) and phosphoprotein enriched in diabetes (PED) or phosphoprotein enriched in astrocytes-15 kDa (PEA-15) (Condorelli et al., 1998). The c-FLIP exists at least in two isoforms, including a short form (c-FLIPS) consisting of two DEDs and a long form (c-FLIPL) that has two DEDs and a caspase-like domain that lacks catalytic activity (Irmler et al., 1997; Scaffidi et al., 1999). PED possess a DED but not a caspase-like domain (Condorelli et al., 1999; Condorelli et al., 1998). Through the DED, c-FLIP and PED/PEA-15 can be recruited by FADD to the DISC where they may interact with caspase-8 through DED–DED interaction and thus inhibit caspase-8 cleavage (Xiao et al., 2002; Yang et al., 2003). Recent studies further showed that c-FLIP and PED/PEA-15 may interact with RIP and TNFR-associated factor 2 (TRAF2) and link the DISC to NF-κB and extracellular signal-regulated kinase 1/2 (ERK1/2) pathway (Kataoka et al., 2000; Kataoka and Tschopp, 2004; Krueger et al., 2005). It remains to be illustrated how these proteins interact with each other in the DISC for the dual functions: inhibition of caspase-8 cleavage and linkage to NF-κB and ERK1/2 pathways.

41.4.3 NF-κB and ERK1/2 Pathways

Studies have demonstrated that TRAIL can activate NF-κB and ERK1/2 signaling pathways; however, the question then is whether NF-κB and ERK1/2 activities in cancer cells lead to the cell resistance to TRAIL. Some have reported that NF-κB activity inhibits TRAIL-induced apoptosis in lymphoid cells (Jeremias et al., 1998) and promotes the growth of ductal carcinoma cells (Trauzoldt et al., 2006), thus raising concern about the therapeutic use of TRAIL agonists (Malhi and Gores, 2006). These effects might be cell type dependent as no such effects were observed in other cancer cells such as non-small cell lung carcinoma (NSCLC) (Song et al., 2007). NF-κB activity has been shown to upregulate anti-apoptotic genes such as c-FLIP, Mcl-1, and cIAP2 (Kreuz et al., 2001; Micheau et al., 2001; Ricci et al., 2007) as well as apoptotic genes such as TRAIL and DR5 (Baetu et al., 2001; Shetty et al., 2005). TRAIL-induced NF-κB activity requires IkB phosphorylation and NF-κB nuclear translocation; however, targeting these steps affects neither c-FLIP expression nor TRAIL resistance (Song et al., 2007; Steele et al., 2006). In contrast,
knockdown of RIP, c-FLIP, and PED releases the inhibition of caspase-8 cleavage and converts TRAIL-resistant cells to the sensitive phenotype (Sharp et al., 2005; Song et al., 2007). These studies suggest that the DISC is the molecular switch that controls caspase-8 cleavage and thereby the intracellular cell death and survival machinery. Current research effort focuses on the identification of the proteins and their interactions in the DISC that control the dimerization and cleavage of caspase-8 and thus define the cell death or survival in the response to TRAIL.

41.4.4 Bcl-2 and IAP Family Proteins

TRAIL-induced apoptosis requires the activation of the intrinsic mitochondrial pathway, which is modulated by the Bcl-2 family proteins. The Bcl-2 family can be further divided into Bcl-2, Bax, and BH3-only protein subfamily (Cory and Adams, 2002). Bid is a BH3-only protein and once cleaved by caspase-8, truncated Bid (tBid) interacts with Bax and Bak of the Bax subfamily. This induces the oligomerization of Bax and Bak at the mitochondrial membrane and a subsequent change of mitochondrial membrane potential (Gross et al., 1998; Wei et al., 2000). Bcl-2 and Bcl-X\textsubscript{L} of the Bcl-2 subfamily interact with Bax and Bak to maintain the mitochondrial membrane potential. Overexpression of either Bcl-2 or Bcl-X\textsubscript{L} blocks TRAIL-induced apoptosis (Hinz et al., 2000; Munshi et al., 2001), and inactivation of Bax leads to the cell resistance to TRAIL (LeBlanc et al., 2002). However, it is largely unknown how these Bcl-2 family proteins are expressed in cancers and consequently how they interact with each other in control of the mitochondrial pathway.

The family of inhibitors of apoptosis proteins (IAP) consists of XIAP, cellular IAP1 (cIAP1), cIAP2, survivin, and livin. IAPs interact with caspase-3 and caspase-7 to prevent their cleavage and enzymatic activation (Salvesen and Duckett, 2002). XIAP, cIAP1, and cIAP2 have been shown to be highly expressed in various human cancer cell lines and tissues in correlation with poor clinical prognosis (Bockbrader et al., 2005; Karikari et al., 2007; Mizutani et al., 2007; Wagenknecht et al., 1999). Inhibition of the expression of XIAP and survivin enhances TRAIL-induced apoptosis in cancer cells (Chawla-Sarkar et al., 2004; Cummins et al., 2004). These studies consistently prove that Bcl-2 and IAP family proteins inhibit TRAIL-induced apoptosis; however, it is unclear whether Bcl-2 and/or IAP constitute the check points that block TRAIL apoptotic pathway in any given human cancers.

41.4.5 Cancer Genomics

Genomic studies have identified genetic mutations, epigenetic silencing, and chromosomal alterations that result in the loss or silencing of apoptotic genes
involved in TRAIL apoptotic pathways in human cancers. Somatic inactive mutations of the *Bax* gene were first identified (Rampino et al., 1997) and resulted in TRAIL resistance in colon cancer cells (LeBlanc et al., 2002). Somatic inactive mutations of *DR4* and *DR5* were then reported in NHL, lung, head, neck, gastric, and breast cancers (Fisher et al., 2001; Lee et al., 1999, 2001; Park et al., 2001; Shin et al., 2001). The mutations occur mainly in the DD of DR4/DR5 and thus block DR4/DR5-mediated intracellular signal transduction (Bin et al., 2007; McDonald et al., 2001). *DR4* and *DR5* genes map to human chromosome 8p12–23 and cytogenetic analysis revealed loss of chromosome 8p12–23 in TRAIL-resistant glioblastoma cell lines (Li et al., 2006).

Caspase-8 is silenced in neuroblastoma by DNA methylation, leading to TRAIL resistance (Egert et al., 2001; Hopkins-Donaldson et al., 2000). Somatic inactive mutations of *caspase-8* were further reported in colorectal and gastric carcinomas (Kim et al., 2003; Soung et al., 2005) and loss of the caspase 8 locus on chromosome 2q33–34 was identified in TRAIL-resistant glioblastoma cell lines (Li et al., 2006). Loss of these genes related to TRAIL-induced apoptosis plays a role not only in tumorigenesis but also in the tumor resistance to TRAIL treatment. Therefore, genetic analysis of these genes should accompany clinical trials, as the genetic defects in TRAIL apoptotic pathways could be used as biomarkers to predict the responsiveness of cancers to TRAIL-based treatments.

### 41.4.6 TRAIL Resistance in Glioblastomas

Studies of glioblastoma cell lines and cultures, unfortunately, have also demonstrated TRAIL resistance in the majority of the cells (Hao et al., 2001; Knight et al., 2001; Song et al., 2003b). Except a few cells that have been shown to lose *DR4/DR5* and *caspase-8* chromosomal loci (Li et al., 2006), the vast majority of the resistant cells express *DR4/5*, DcR1/2, FADD, and caspase-8/-10. TRAIL resistance does not correlate as well with the expression of Bcl-2 family and IAP proteins, although overexpression of Bcl-2 was reported to inhibit TRAIL-induced apoptosis (Fulda et al., 2002a). Instead, studies have shown that c-FLIP (c-FLIP<sub>L</sub> and c-FLIP<sub>S</sub>) and PED/PEA-15 are highly expressed (Hao et al., 2001; Song et al., 2003b) and recruited to the DISC. This recruitment is responsible for the inhibition of caspase-8 and -10 in TRAIL-resistant glioblastoma cell lines (Xiao et al., 2002). In addition, XIAP is highly expressed in glioblastomas (Wagenknecht et al., 1999) and interacts with caspase-3 to inhibit its cleavage (Deng et al., 2002). Targeting of XIAP by Smac peptide (Fulda et al., 2002b), Smac mimic (Li et al., 2004), and XIAP antisense RNA (Naumann et al., 2007) therefore enhances TRAIL-induced apoptosis in already sensitive glioblastoma cells, although their ability to convert resistant cells to the sensitive phenotype remains to be seen.
Mutations and/or deletions of TP53, p14ARF/p16INK4A and PTEN genes are commonly seen in glioblastomas and their derived cell lines (Ishii et al., 1999), but the status of these genes does not correlate with TRAIL resistance (Hao et al., 2001; Song et al., 2003b). One study, however, reported that a p53 rescue compound can induce the expression of DR5 (a p53 target gene) (Wu et al., 1997) and enhance TRAIL killing of glioblastoma cells (Weinmann et al., 2008). Another study has shown that rhTRAIL and DR5 agnostic antibody TRA-8 can activate NF-κB signaling in glioblastoma cells (Choi et al., 2002). Other studies, however, show that inhibition of NF-κB activity does not sensitize glioblastoma cells to TRAIL (La Ferla-Bruhl et al., 2007). Several other mechanisms have also been reported to contribute to TRAIL resistance in glioblastomas. These include calcium/calmodulin-dependent protein kinase II (CaMK II), which mediates the phosphorylation of c-FLIPL (Yang et al., 2003); mTOR, which controls c-FLIPS expression (Panner et al., 2005); DNA methyltransferases, which upregulate PED/PEA-15 (Eramo et al., 2005); heat shock protein 90x, which is required for c-FLIPS recruitment to the DISC (Panner et al., 2007); microRNA-21, levels of which are elevated in glioblastomas and whose knockdown potentiates TRAIL killing of the tumor cells (Corsten et al., 2007); and lastly, the ubiquitin-proteasome pathway, which may control the expression of c-FLIPS and thus TRAIL resistance in glioblastomas (Koschny et al., 2007).

41.5 Development of TRAIL-Based Combination Therapies

The genetic defects in TRAIL apoptotic genes have been detected only in a small fraction of human cancers. The vast majority of cancers have been shown to have intact TRAIL apoptotic pathways, which, unfortunately, are inhibited at multiple levels, from upstream DISC modulations to the IAP inhibition of caspase-3 cleavage. Cancer therapeutic agents targeting these resistance mechanisms have been developed in preclinical studies for the combination therapies with TRAIL agonists. Moreover, studies have shown that cancer-addicted oncogenes drive cancer cell growth and inhibit cancer cell death simultaneously and, therefore, therapeutic agents targeting oncogene-driven signaling pathways are currently under preclinical studies for their synergistic antitumor activity with TRAIL agonists. Finally, chemotherapy remains the standard clinical treatment of human cancers and has synergistic antitumor activity with TRAIL agonists.

41.5.1 Targeting of TRAIL Resistance in the DISC and Mitochondrial Pathway

A number of therapeutic agents that target c-FLIP, Bel-2, and XIAP have been developed for cancer treatment, either as single agents or in combination with
TRAIL agonists. 2-Cyano-3,12-dioxooleana-1,9-dien-28-oic acid (CDDO) a synthetic oleanane triterpenoid (Honda et al., 2000) and its derivatives, CDDO-methyl ester (CDDO-Me) and CDDO-imidazolide (CDDO-Im), can inhibit c-FLIP expression and thus promote TRAIL-induced apoptosis in cancer cells (Hyer et al., 2005; Zou et al., 2004). CDDO compounds are currently in phase I trials as single agents sponsored by Reata Pharmaceuticals in collaboration with the National Cancer Institute. Antisense oligodeoxynucleotides targeting Bcl-2 (Genasense®, Genta Inc., Berkeley Heights, NJ) (Klasa et al., 2002), survivin (ISIS-23722, ISIS Pharmaceuticals, Inc., Carlsbad, CA and Eli Lilly & Company, Indianapolis, IN) (Altieri, 2003; Chen et al., 2000), and XIAP (AEG-35156, Aegera Therapeutics Inc. Montreal, Canada) (Cummings et al., 2005) have also advanced to the level of phase I safety and pharmacokinetic analysis. In addition, a number of Smac mimetics with a high affinity for XIAP including synthetic Smac N-terminal peptide (Fulda et al., 2002b), small molecule Smac mimic (Li et al., 2004), and Smac peptidomimetic (LBW242, Novartis, Cambridge, MA) (Chauhan et al., 2007) have been generated and are currently in preclinical studies.

41.5.2 Targeting Oncogene-Driven Signaling Pathways

Cancers are genetic diseases in which mutations in oncogenes result in the activation of cell growth pathways and the inhibition of cell death pathways (Vogelstein and Kinzler, 2004). Therapeutic agents targeting oncogene-driven signaling pathways have been developed to be used in clinical treatments of cancers. These therapeutic agents are currently under preclinical evaluation for their synergistic antitumor activity in combination with TRAIL agonists. They include proteasome inhibitor bortezomib (Mitsiades et al., 2001), epidermal growth factor receptor inhibitors (Gibson et al., 2002), histone deacetylase inhibitor (Guo et al., 2004), DNA methylation inhibitor (Eramo et al., 2005), cyclooxygenase 2 inhibitors (Liu et al., 2004; Martin et al., 2005), Akt-mammalian target of rapamycin (mTOR) inhibitor (Panner et al., 2005), phosphatidylinositide-3-kinase (PI3K) inhibitor (Poh et al., 2007), Myc and multikinase inhibitor sorafenib (Ricci et al., 2007), and CD29 antibody Rituximab (Daniel et al., 2007). The molecular mechanisms by which these therapeutic agents can overcome the cancer resistance to TRAIL are currently under the investigation.

41.5.3 Combination of TRAIL and Chemotherapy

Chemotherapeutic agents can interact with DNA and form intra-strand cross-links that activate several intracellular signal pathways including apoptosis (Siddik, 2003). Unfortunately, human cancers eventually become resistant to chemotherapy. In addition, chemotherapy non-specifically targets both cancer
and normal cells and thus causes a broad range of unwanted side effects at therapeutic doses. Recent studies have shown that chemotherapy agents at non-toxic doses appear to target key regulatory proteins in TRAIL signaling pathway and thus enhance TRAIL-induced apoptosis of human cancer cells (Asakuma et al., 2003; Ferreira et al., 2000; Gibson et al., 2000; Keane et al., 1999; Lacour et al., 2001; Nagane et al., 2000; Nimmanapalli et al., 2001; Ohtsuka et al., 2003; Singh et al., 2003; Song et al., 2003a). The molecular mechanisms by which TRAIL synergizes with chemotherapeutic agents remain controversial. Some studies suggest that cisplatin and etoposide upregulate DR4 and DR5 mRNA (Lacour et al., 2001), but others indicate that cisplatin treatment has no effect on the expression of DR4 and DR5 protein (Ferreira et al., 2000). In addition, studies also suggest that camptothecin upregulates Bax (Song et al., 2003a), that cisplatin activates JNK/p38 (Ohtsuka et al., 2003), and that cisplatin inhibits c-FLIP$_S$ expression (Song et al., 2003a). While the molecular mechanisms remain controversial, there is no doubt that chemotherapy can enhance TRAIL apoptotic effects on cancers. Chemotherapy is currently under clinical trials in combination with TRAIL agonists for cancer therapies.

41.5.4 TRAIL-Based Combination Therapies for Glioblastomas

In 2000, chemotherapeutic agents CDDP and etoposide were reported to upregulate DR5 and enhance TRAIL cytotoxicity in glioblastoma cells (Nagane et al., 2000). It was then reported that 1-(2-chloroethyl)-3-cyclohexyl-1-nitrosourea (CCNU), temozolomide, and topotecan have the synergistic cytotoxicity with TRAIL (Rohn et al., 2001). Further studies reported the synergistic effect of cisplatin and camptothecin on TRAIL-induced apoptosis but demonstrated that the synergistic effect is due to the downregulation of c-FLIP$_S$ in glioblastoma cells (Song et al., 2003b). Systemic injection of TRAIL and temozolomide increases the survival of the xenograft mice (Saito et al., 2004). Unfortunately, genomic loss of $\text{DR4/DR5}$ and $\text{caspase-8}$ gene has been identified in a few glioblastoma cell lines and results in the resistance of glioblastoma cells to the combination treatment (Li et al., 2006).

Recent studies have shown the synergistic cytotoxic effects of radiation with rhTRAIL and DR5 agonistic antibodies on glioblastomas. Combination treatment with rhTRAIL and ionizing radiation has been shown to kill human glioblastoma cells through activation of the extrinsic and intrinsic apoptotic pathways (Nagane et al., 2007). Radiation treatment can upregulate caspase-8 (Tsurushima et al., 2008) and DR5 (Fiveash et al., 2008) and combination treatment of radiation and TRA-8 antibody increases the survival of mice with intracranial glioblastoma xenografts (Fiveash et al., 2008). Clearly, the combination treatment of TRAIL agonists with radiation requires the presence of the TRAIL death machinery.
41.6 Clinical Development of TRAIL Agonists for Cancer Therapies

The unraveling of TRAIL apoptotic pathways in cancer cells has resulted in a rapid development of TRAIL-based cancer therapies. TRAIL apoptotic pathways have been targeted mainly by two approaches: rhTRAIL ligands and DR4 and DR5 agonistic antibodies. Monoclonal antibodies (mAb) have proven to be effective clinical cancer therapeutics because they selectively target specific cancer antigens and have a much longer half-life than recombinant proteins. Two categories of monoclonal antibodies targeting DR4 and DR5 are currently under clinical development as TRAIL agonistic therapeutics: humanized mouse mAb and fully human mAb. These DR4 and DR5 agonistic antibodies and rhTRAIL are currently in phase I–II studies to evaluate their safety, pharmacokinetics, and therapeutic efficacy (Table 41.1).

Table 41.1 TRAIL agonistic therapeutic agents

<table>
<thead>
<tr>
<th>Target</th>
<th>Reagent</th>
<th>Principle</th>
<th>Sponsoring company</th>
<th>Clinical trial</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR4/5</td>
<td>Apo2L/TRAIL</td>
<td>rhTRAIL</td>
<td>Amgen/Genentech</td>
<td>Phase I/II</td>
</tr>
<tr>
<td>DR4</td>
<td>HGS-ETR1</td>
<td>Human mAb</td>
<td>Human genome sciences</td>
<td>Phase I/II</td>
</tr>
<tr>
<td>DR5</td>
<td>HGS-ETR2</td>
<td>Human mAb</td>
<td>Human genome sciences</td>
<td>Phase I/II</td>
</tr>
<tr>
<td>DR5</td>
<td>HGS-TR2J</td>
<td>Human mAb</td>
<td>Human genome sciences</td>
<td>Phase I</td>
</tr>
<tr>
<td>DR5</td>
<td>CS-1008</td>
<td>Humanized mAb</td>
<td>Daiichi Sankyo</td>
<td>Phase I</td>
</tr>
<tr>
<td>DR5</td>
<td>AMG 655</td>
<td>Human mAb</td>
<td>Amgen</td>
<td>Phase I/II</td>
</tr>
<tr>
<td>DR5</td>
<td>Apomab</td>
<td>Human mAb</td>
<td>Genentech</td>
<td>Phase I/II</td>
</tr>
<tr>
<td>DR5</td>
<td>LBY135</td>
<td>Humanized mAb</td>
<td>Novartis</td>
<td>Phase I</td>
</tr>
</tbody>
</table>

The preliminary data of phase I trials of rhTRAIL and DR4/DR5 agonistic antibodies have been reported recently and demonstrated the safety and tolerability of these TRAIL agonists in patients (Gajewski, 2007). The best tumor response, however, observed in patients from these phase I trials of these TRAIL agonistics is a stable disease. This clinical observation seems to confirm the finding from preclinical studies that the vast majority of human cancers are TRAIL resistant (Thorburn et al., 2008). Many therapeutic agents have been developed targeting TRAIL resistance mechanisms and some of them have entered clinical trials either as single agents or in combination with TRAIL agonists.

41.6.1 Clinical Trials of rhTRAIL

TRAIL is a type II transmembrane protein with a short intracellular amino-terminal tail and a long extracellular carboxy-terminal tail (Pitti et al., 1996; Wiley et al., 1995). The extracellular carboxy-terminal region contains the
receptor-binding domain (Cha et al., 1999) and can be cleaved by metalloproteinases to yield a biologically active soluble protein containing amino acids 114–281 of the full TRAIL protein (Mariani and Krammer, 1998). Therefore, rhTRAIL has been generated mainly from the extracellular domain of amino acids 114–281 (Ashkenazi et al., 1999; Hao et al., 2001; Walczak et al., 1999). While epitope-tagged forms of rhTRAIL were shown to be toxic to normal human cells (Nagata, 2000), non-tagged rhTRAIL of amino acids 114–281 proved to be non-toxic to normal human cells in vitro and in vivo (Hao et al., 2001, 2004; Lawrence et al., 2001). These preclinical studies have further shown that rhTRAIL has a half-life of approximately 30 min in non-human primates (Lawrence et al., 2001) and have also demonstrated its therapeutic potential in treating tumor xenografts in mice as a signal agent (Hao et al., 2004) or in combination with chemotherapy (Jin et al., 2004).

A soluble form of rhTRAIL (Apo2L/TRAIL) is currently under co-development by Genentech and Amgen for the clinical treatment of solid and hematological malignancies (Ashkenazi et al., 2008). Preliminary data of phase I safety and pharmacokinetic studies of Apo2L/TRAIL were reported at the 42nd ASCO Annual Meeting in 2006: 41 patients with advanced solid cancers and non-Hodgkin lymphoma (NHL) were enrolled and treated with up to 15 mg/kg Apo2L/TRAIL. The Apo2L/TRAIL treatment was well tolerated and no-dose-limiting toxicity was seen in patients. Of 36 patients whose tumors could be evaluated, 21 had stable disease and 1 showed a significant tumor shrinkage at 8 weeks of treatment. Pharmacokinetic results from a phase Ia trial were also reported at the meeting and indicated that as in non-human primates, Apo2L/TRAIL has a short half-life. A phase Ib/II trial of the Apo2L/TRAIL and Rituximab combination has recently been launched for the treatment of Rituximab refractory NHL.

41.6.2 Clinical Trials of DR4 and DR5 Agonistic Antibodies

In 2001, a mouse mAb against human DR5 (TRA-8) was generated by immunizing mice with a fusion protein of DR5 extracellular domain and IgG (Ichikawa et al., 2001). This mouse mAb was recently humanized through a complementarity-determining region grafting method by Daiichi Sankyo (Yada et al., 2008). The humanized DR5 mAb (CS-1008) is currently being evaluated in a phase I safety and pharmacokinetic study. In 2002 at the 93rd AACR Annual Meeting, Human Genome Sciences in collaboration with Cambridge Antibody Technology reported the generation of fully human monoclonal antibodies against human DR4 and DR5 through phage display. HGS-ETR1 (mapatumumab), DR4 agonistic mAb, and HGS-ETR2 (lexatumumab) and HGS-TR2J (KMTR2), both DR5 agonistic mAb, have entered clinical trials in patients with solid cancer and NHL (Humphreys and Halpern, 2008).
In 2007, the results of a phase I trial of HGS-ETR1 were reported in patients with advanced solid cancer (Tolcher et al., 2007): 49 patients were enrolled and all tolerated HGS-ETR1 treatment as a single agent up to 20 mg/kg; 19 patients had stable disease; and the half-life of HGS-ETR1 was approximately 18 days. A phase II trial of HGS-ETR1 as single therapeutic agent is currently ongoing in patients with NHL, NSCLC, and colorectal cancer. A phase Ib trial has also been launched for combination therapy of HGS-ETR1 with the chemotherapeutic agents gemcitabine, cisplatin, paclitaxel, or carboplatin. A phase I trial of HGS-ETR2 in patients with advanced solid cancer was also reported in 2007 (Plummer et al., 2007). In this study, 37 patients were enrolled; the 10 mg/kg dose was identified as the maximum tolerated dose and the mAb had a half-life of approximately 16 days. Dose-limiting toxicity of asymptomatic elevations of serum amylase, transaminases, and bilirubin was reached at 20 mg/kg and 12 of the patients had stable disease. HGS-ETR2 is currently in phase II therapeutic efficacy trials in combination with chemotherapy. HGS-TR2J is currently in phase I safety and pharmacokinetic studies.

Very recently, several other humanized and fully human DR5 antibodies have been reported. At the 43rd ASCO Annual Meeting in 2007, Genentech reported the data from a phase I trial of a fully human DR5 mAb, Apomab, which was generated through phage display (Adams et al., 2008). Apomab is currently in phase I/II trials as single agent in patients with advanced solid cancers and in combination with Rituximab in patients with advanced NHL. At the AACR Centennial Annual Meeting in 2008, Amgen reported its preclinical study of a fully human DR5 agonistic mAb, AMG 655. AMG 655 is currently in phase II trials in combination with gemcitabine in patients with pancreatic cancer and in combination with mFOLFOX6 and bevacizumab in treating patients with metastatic colorectal cancers. At the 44th ASCO Annual Meeting in 2008, Novartis presented the data from a phase I trial of a humanized mouse mAb, LYB135, alone and in combination with capecitabine in advanced solid cancers: LBY135 was well tolerated in 56 patients enrolled and showed signs of clinical activity.

### 41.7 Development of TRAIL-Based Treatments of Glioblastomas

Glioblastoma is one of the most challenging tumors to treat due to its unique location in the brain and its diffuse infiltrative nature. Human brain is protected by the blood brain barrier (BBB) that separates the brain from systemic blood circulation and thus prevents blood toxic substances from entering the brain (see also Chapter 33). The BBB forms a physiologic impediment to the systemic delivery of therapeutic agents in glioblastoma patients. It seems that the BBB is either not formed properly or leaky in the bulk of glioblastoma and may therefore allow therapeutic agents to enter the tumors. In nature, glioblastoma...
diffusely infiltrates through the normal brain tissue where the BBB is intact and thus prevents the entry of therapeutic agents. Several TRAIL modalities have been developed to distribute TRAIL agonists into the tumors through local and systemic delivery in murine intracerebral xenograft models (Table 41.2).

### Table 41.2 TRAIL therapeutic modalities in glioblastoma cell line xenografts

<table>
<thead>
<tr>
<th>Reagent</th>
<th>Delivery</th>
<th>Xenograft</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>rhTRAIL</td>
<td>i.t.</td>
<td>U87MG</td>
<td>Roth et al. (1999)</td>
</tr>
<tr>
<td>rhTRAIL + CDDP</td>
<td>i.p.</td>
<td>U87MG</td>
<td>Nagane et al. (2000)</td>
</tr>
<tr>
<td>rhTRAIL</td>
<td>Convection</td>
<td>U87MG</td>
<td>Saito et al. (2004)</td>
</tr>
<tr>
<td>TRAIL-neural stem cell</td>
<td>i.t.</td>
<td>U343MG</td>
<td>Ehtesham et al. (2002)</td>
</tr>
<tr>
<td>TRAIL-adenovirus vector</td>
<td>i.t.</td>
<td>U87MG</td>
<td>Wohlfahrt et al. (2007)</td>
</tr>
<tr>
<td>TRAIL-vector-CBSA-NP</td>
<td>i.v.</td>
<td>C6</td>
<td>Lu et al. (2006)</td>
</tr>
<tr>
<td>TRA-8 + temozolomide</td>
<td>i.v.</td>
<td>D54MG</td>
<td>Fiveash et al. (2008)</td>
</tr>
</tbody>
</table>

### 41.7.1 TRAIL-Based Therapeutic Modalities

Intratumoral (i.t.) injection of rhTRAIL was shown to be able to eradicate mouse intracranial xenografts generated from the TRAIL-resistant U87MG glioblastoma cell line (Roth et al., 1999). A local convection-enhanced delivery can effectively distribute TRAIL throughout U87MG xenografts and normal brain tissue in rats (Saito et al., 2004). Neural stem cells are able to track glioblastoma cells and i.t. injection of TRAIL-secreting neural stem cells inhibits the growth of U343MG glioblastoma xenografts in mice (Ehtesham et al., 2002). Furthermore, an adenovirus vector that specifically replicates in tumor cells and expresses TRAIL has been generated and i.t. injection of this oncolytic vector significantly inhibits the growth of U87MG xenografts in mice (Wohlfahrt et al., 2007).

Systemic administration by intraperitoneal (i.p.) and intravenous (i.v) injection of rhTRAIL and chemotherapeutic agent CDDP significantly extends the survival of mice bearing U87MG xenografts (Nagane et al., 2000). Systemic i.v. injection of cationic albumin-conjugated pegylated nanoparticles (CBSA-NP) containing a TRAIL-expressing vector can lead to their accumulation in murine C6 xenografts through absorptive-mediated transcytosis and cause significant delays in the xenograft growth (Lu et al., 2006). Studies have further shown that systemic delivery of DR5 agonistic antibody TRA-8 and chemotherapeutic agent temozolomide increases the survival of mice with intracerebral D54MG xenografts (Fiveash et al., 2008). While these therapeutic modalities can distribute TRAIL and its agonistic antibodies to the tumor in murine models, it remains to be established whether these therapeutic modalities can effectively distribute TRAIL agonists into the tumor mass and the tumor infiltrating areas of the brain.
41.7.2 Evaluation of Patient Glioblastomas in TRAIL-Based Treatments

Studies of glioblastoma cell lines and xenografts have provided a solid basis in our understanding of TRAIL cancer biology and therapeutic potential. The question, however, remains how patients’ glioblastomas will respond to TRAIL-based therapies. While clinical trials are the ultimate test, several groups have started to examine this issue using patient’s glioblastoma-derived and xenografts-derived cultures. Study of three primary cultures showed that one was TRAIL-sensitive and the other two resistant and resistant cultures became sensitive to TRAIL in the presence of the chemotherapeutic agent, camptothecin (Song et al., 2003b). In another study, six glioblastoma-xenograft-derived short-term cultures were examined, revealing three to be TRAIL sensitive. The remaining three cultures were TRAIL resistant, but were sensitized by an mTOR inhibitor (Panner et al., 2005). In a study of 13 short-term primary cultures of grade II to grade IV astrocytic gliomas, the cultures were found resistant to TRAIL, but this resistance could be overcome by the proteasome inhibitor, bortezomib (Koschny et al., 2007). Additional studies of 17 minimally cultured and 5 uncultured gliomas further confirmed TRAIL resistance in these tumors and demonstrated that only a small fraction of the tumors become sensitive to TRAIL in the presence of various chemotherapeutic agents (Ashley et al., 2008). These preclinical studies indicate that the vast majority of patients’ glioblastoma are TRAIL-resistant, but that TRAIL-based combination therapies may benefit some glioblastoma patients.

41.8 Conclusions and Future Directions

A vast amount of research in glioblastoma cell lines has demonstrated the ability of TRAIL to activate extrinsic and intrinsic apoptotic pathways in the cell lines and thus drive cancer cells into self-destruction. However, these studies have also shown that the majority of the cell lines are resistant to TRAIL-induced cytotoxicity. From a therapeutic point of view, the resistant cells can be classified into two groups: the cell lines that can be sensitized by combination treatment and the cell lines that are completely resistant to TRAIL-based therapies. In the first group, TRAIL apoptotic pathways are inhibited either by anti-apoptotic proteins such as c-FLIP, PED/PEA-15, XIAP, or oncogene-driven signal pathways. The cell lines in the second group have genomic loss of TRAIL pathway apoptotic proteins such as DR4, DR5, and caspase-8 and thus are resistant to any type of TRAIL-based therapies.

Recent studies of patients’ glioblastoma-derived cultures have confirmed that the majority of the tumors are resistant to TRAIL-induced cytotoxicity. However, these studies have also indicated that a fraction of the tumors can be treated by TRAIL-based therapeutics alone or in combination with other
therapeutic agents. The question then is how this fraction of patients can be identified and effectively treated through TRAIL-based therapies. To address this issue, studies of patients’ glioblastomas-derived cultures and tissues should be performed to assess the loss of apoptotic genes required for TRAIL-induced apoptosis. Glioblastoma is a genetically heterogeneous disease among patients and within each patient. These studies should help determine whether genetically defective TRAIL-resistant clones exist in any given tumor. Future clinical trials of TRAIL-based therapies may consider genomic analyses of the tumor tissues to identify genomic alterations that may be used as biomarkers to predict the responsiveness of the tumors to TRAIL-targeted therapies.

Several therapeutic modalities targeting TRAIL apoptotic pathways have been developed for glioblastoma including rhTRAIL, DR4 and DR5 agonistic antibodies, TRAIL-secreting neural stem cells, TRAIL-expressing oncolytic vectors, and TRAIL vector-conjugated nanoparticles. Local or systemic administration of the therapeutics can either inhibit or eliminate the growth of glioblastoma xenografts in murine models. However, it remains to be demonstrated whether and how these therapeutic agents can be effectively distributed to glioblastomas. It is unclear whether and how the locally injected neural stem cells and viral vectors can track down and kill the glioblastoma cells in human brain. Local convection-enhanced delivery is a promising approach in the distribution of rhTRAIL through the BBB. Yet it needs to be demonstrated in human brain that this approach can deliver therapeutic agents into the tumors at a therapeutic dose. It is difficult if not impossible to systemically administer the larger therapeutic agents such as rhTRAIL and DR4/DR5 agonistic antibodies due to the presence of the BBB in brain. Can a small TRAIL mimetic be developed to cross the BBB? This is the type of challenging question that needs to be answered before effective TRAIL apoptotic pathways-targeted therapies can become reality.
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Chapter 42
The NF-κB Signaling Pathway in GBMs: Implications for Apoptotic and Inflammatory Responses and Exploitation for Therapy

Travis Laver, Susan Nozell, and Etty N. Benveniste

Abstract Malignant gliomas are diffusively infiltrative and remain among the deadliest of all cancers. The NF-κB transcription factor family is an important mediator of immune and inflammatory responses. Through its ability to induce gene expression, NF-κB can regulate the processes of cell growth, migration and invasion, angiogenesis, and resistance to apoptosis. In gliomas, NF-κB is constitutively activated, the levels of NF-κB-regulated genes are elevated, and these circumstances are inversely correlated with patient prognosis. Herein, we discuss the contributions made by NF-κB and its target genes in mediating facets of glioma behavior, mechanisms that might explain how NF-κB becomes activated in these tumors, and current strategies to antagonize this pathway in gliomas.
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42.1 NF-κB Family and Signaling Pathway

NF-κB is a five-member family of transcription factors consisting of RelA (p65), c-Rel, RelB NFκB1 (p105/p50), and NFκB2 (p100/p52) (Ghosh and Karin, 2002; Hayden and Ghosh, 2008). These proteins are capable of transducing signals from over 500 stimuli, in order to induce changes in gene expression, and NF-κB can be activated by diverse cellular processes including inflammation, development, growth, and apoptosis (Gilmore, 2008). The unifying feature of this family is the presence of the N-terminal Rel homology domain (RHD), which enables these proteins to bind DNA and form numerous hetero- and homodimers with other family members (Fig. 42.1). Of the five NF-κB family members, only
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**Fig. 42.1 The NF-κB family of transcription factors.** The NF-κB family contains five members, p65/RelA, c-Rel, RelB, p105/p50 (NFκB1), and p100/p52 (NFκB2). Each member contains an N-terminal Rel homology domain (RHD), which enables homo- and heterodimeric interactions with other family members. p65/RelA, c-Rel, and RelB each contain a C-terminal transactivation domain (TAD). The remaining family members are each initially synthesized in their long forms (p100 and p105) and inactivated through their own C-terminal ankyrin repeat motifs, which bind to the RHD. Proteolytic removal of these portions reveals the mature short family members (p50 and p52)
p65/RelA, c-Rel, and RelB have a transactivation domain (TAD) within their C-terminus. Therefore, while all NF-κB molecules are competent to bind DNA, only those containing p65, c-Rel, or RelB are able to positively affect gene expression. The remaining two family members (NFκB1 and NFκB2) are each synthesized as long forms (p105 and p100) that are inactivated through interactions with their own C-terminal ankyrin repeat motifs, which bind to the RHD. Proteolytic removal of the ankyrin repeats reveals the mature short family members p50 and p52, respectively. While p105 is constitutively processed to produce p50, proteolytic activation of p100/p52 requires activation of the alternative pathway. Although functionally silent in most cells, once activated, NF-κB isoforms can induce the expression of as many as 100 genes (Gilmore, 2008). It is the collective body of NF-κB-regulated genes that ultimately mediates the cellular outcomes and consequences of NF-κB activation.

NF-κB is a key regulator of numerous cellular processes and therefore its activity is tightly controlled. NF-κB activation may be induced via three distinct pathways: the canonical or classical, non-canonical or alternative, and atypical pathways (Fig. 42.2). The canonical or classical pathway describes activation of
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**Fig. 42.2 Activation of the NF-κB proteins.** The NF-κB proteins can be activated by three distinct signaling pathways: (A) canonical or classical, (B) non-canonical or nonclassical, and (C) alternative. Key: extracellular (E), cytosolic (C), and nuclear (N); *black circles* represent phosphorylated amino acids. See text for details
an NF-κB molecule containing p65/RelA, c-Rel, and/or p50 proteins, which are held in the cytoplasm through interactions with the inhibitor of NF-κB proteins (IκB) family of proteins (Fig. 42.2A). The IκB proteins bind to and block the DNA binding domain of NF-κB and the nuclear localization signal (NLS) of p65. However, p65/p50 heterodimers bound to IκB can still oscillate into and out of the nucleus due to an NLS on p50. In the canonical pathway, activation is mediated primarily through the IκB kinase (IKK) complex, which consists of IKKα, IKKβ, and IKKγ (NEMO) and is activated in response to extracellular or intracellular signaling. Once activated, IKKβ phosphorylates IκB, which is then rapidly ubiquitinated and targeted for degradation by the proteasome. The newly liberated NF-κB dimers are phosphorylated and accumulate in the nucleus, where they bind to NF-κB responsive elements in the promoter regions of numerous target genes, including IκBα (Ghosh and Karin, 2002; Gilmore, 2008; Hayden and Ghosh, 2008). Once new IκBα is resynthesized, it binds to NF-κB dimers, thus reshielding their DNA-binding domain and effectively silencing their activities.

In the non-canonical or alternative pathway, NF-κB dimers containing RelB/p100 are activated to become RelB/p52 (Fig. 42.2B) (Xiao et al., 2006). These heterodimers are inactivated by interactions with the C-terminal portion of p100, which functions analogously to the IκB proteins in the canonical pathway. Like the canonical pathway, the IKK complex mediates NF-κB activation but this event largely relies on the IKKα subunit, which phosphorylates p100 to promote its cleavage and removal of the inhibitory C-terminal ankyrin repeat portion. Additionally, in contrast to the classical and atypical pathways, which can promote NF-κB activation in all cell types, the alternative pathway is mostly involved in the development of lymphoid cells.

Finally, the atypical pathway refers to the DNA-damage-induced activation of NF-κB dimers containing p65/RelA, c-Rel, and p50 (Fig. 42.2C) (Wu and Miyamoto, 2007). Unlike the other pathways, NF-κB activation in the atypical pathway is independent of the IKK complex and relies on alternative kinases. In particular, p38 MAPK is activated and signals to casein kinase 2 (CK2), which, in turn, phosphorylates IκB leading to its degradation and activation of NF-κB molecules. Additionally, this pathway may be activated in response to viral or bacterial pathogens or physical or chemical stresses. Herein, we will focus on the classical and atypical pathways leading to NF-κB activation.

While there is some evidence that NF-κB may be able to directly transform cells as an oncogene, the greater evidence points to a role for NF-κB as an accessory to tumorigenesis. Specifically, NF-κB is activated in a number of cancers, and those genes activated by NF-κB are collectively responsible for mediating diverse processes such as angiogenesis, apoptosis, and invasion/metastasis, which promote tumorigenesis (Fig. 42.3) (Bharti and Aggarwal, 2002; Kim et al., 2006; Lee et al., 2007; Nakanishi and Toi, 2005; Nozell et al., 2008; Olivier et al., 2006; Ravi and Bedi, 2004; Sethi et al., 2008; Van Waes, 2007; Wang et al., 1996).
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42.2 NF-κB and Angiogenesis

Because rapidly growing tumors quickly outgrow their blood supply, angiogenesis is critical for growth and progression of solid tumors (Bogler and Mikkelsen, 2005; Brat et al., 2005). As such, tumors must be able to induce the production of new vasculature in order to import and export necessary materials. NF-κB may contribute to angiogenesis by inducing the expression of monocyte chemotacttractant protein-1 (MCP-1), interleukin-8 (IL-8), tumor necrosis factor-α (TNF-α), interleukin-1β (IL-1β), and vascular endothelial growth factor (VEGF) (Desbaillets et al., 1999, 1994). Constitutive activation of NF-κB may, therefore, be a driving force for these processes in many types of tumors. In fact, inhibition of NF-κB has been shown to decrease the expression of IL-8 and VEGF, resulting in decreased vascularization and correspondingly smaller tumors in an in vivo model of ovarian cancer (Bogler and Mikkelsen, 2005; Brat et al., 2005; Huang et al., 2000; Nozell et al., 2006).
42.3 NF-κB and Cell Migration and Invasion

One of the most destructive aspects of tumors, especially of gliomas, is their ability to invade into and destroy nearby healthy tissue (Tsunoda et al., 2005; Van Waes, 2007). The aggressiveness of many tumors is greatly enhanced by NF-κB through the activation of genes, including those encoding urokinase plasminogen activator (uPA) and the uPA receptor (uPAR), matrix metalloproteinase-9 (MMP-9), intercellular adhesion molecule-1 (ICAM-1), vascular cellular adhesion molecule-1 (VCAM-1), endothelial–leukocyte adhesion molecule-1 (ELAM-1), inducible nitric oxide synthetase (iNOS), and the chemokine receptor CXCR4 (Aggarwal, 2004; Bharti and Aggarwal, 2002; Kim et al., 2006; Lee et al., 2007; Li et al., 2007; Pacifico and Leonard, 2006; Psaila et al., 2006; Sethi et al., 2008; Tsunoda et al., 2005). Activation of these genes gives tumor cells the ability to break down the extracellular matrix and create a path for movement into nearby and distant tissues (Yan and Boyd, 2007). Additionally, some of the proteins involved in allowing tumor cells to hone to specific distant sites are NF-κB-regulated gene products such as CXCR4 and VEGF (Sawyer et al., 2006; Tsunoda et al., 2005).

42.4 NF-κB and Cellular Proliferation

Through the regulation of genes such as cyclin D1, cyclin E, cyclin-dependent kinase 2 (CDK2), c-Myc, and interleukin-6 (IL-6), NF-κB can regulate cellular proliferation and apoptosis (Kim et al., 2006; Lee et al., 2007; Sethi et al., 2008; Van Waes, 2007).

42.4.1 Cyclin D1, E, and CDK2

Cyclin D1 is a protein that binds to and activates CDK2, which regulates cell cycle progression from the G1 phase into the S phase, while cyclin E promotes DNA synthesis (Baudino et al., 2003; Roberts and Sherr, 2003; Sherr, 2000; Sherr and Roberts, 2004). While cyclin D1 is only amplified in a small fraction of gliomas, the protein levels of both cyclin D1 and cyclin E are elevated in the majority of GBMs (Abdullah et al., 2007; Arato-Ohshima and Sawa, 1999; Buschges et al., 1999; Cavalla et al., 1998; Zhang et al., 2005). Additionally, the levels of cyclin D1 are positively correlated with high cell proliferation activity, aggressive behavior, increased invasiveness, and the onset and progression of gliomas (Abdullah et al., 2007; Arato-Ohshima and Sawa, 1999; Buschges et al., 1999; Cavalla et al., 1998; Zhang et al., 2005). Interestingly, a small eight amino acid peptide (PVKRLFGL), termed the LFG peptide, designed to represent the minimal amino acids needed by a CDK inhibitor (CKI) to bind and abrogate CDK activity was shown to induce apoptosis in human glioma cells, although
the mechanism remains unclear (Chen et al., 2004). Moreover, glioma cells treated with bortezomib, a proteasome inhibitor that blocks degradation of IkBα and other proteins, showed reduced activation of NF-κB, decreased CDK expression, and enhanced apoptosis as induced by TNF-α or TRAIL (Lashinger et al., 2005).

### 42.4.2 c-Myc

c-Myc is a transcription factor that is believed to influence the expression of nearly 20% of the human transcriptome (Liao et al., 2007; Robson et al., 2006). In particular, c-Myc can induce the expression of numerous cyclins and CDK proteins, and inhibits the expression of several CKI proteins. Because of the proliferative potential bestowed by c-Myc, its activity is normally monitored by the tumor suppressor proteins alternative reading frame (ARF) and p53 (Dai et al., 2006). In normal cells, deregulated c-Myc can induce apoptosis through the activation of these proteins (Sherr, 2006). However, c-Myc activity is elevated in 73% of gliomas, and many gliomas also lack ARF and p53 activities due to mutations or deletions (Bigner et al., 1988; Bigner and Vogelstein, 1990; Fulci et al., 2000; Ishii et al., 1999; LaRocca et al., 1989; Rasheed and Bigner, 1991; Wasson et al., 1990).

### 42.4.3 Interleukin-6

Interleukin-6 is a cytokine that activates the signal transducer and activator of transcription (STAT)-3 protein (Brantley and Benveniste, 2008). Like NF-κB, STAT-3 is a transcription factor that induces the expression of genes that promote cell proliferation and inhibit apoptosis (Brantley and Benveniste, 2008) (see also Chapter 37). Several studies have shown that the levels of IL-6 mRNA and protein are elevated in GBM when compared to other gliomas or normal tissues, and that the levels of IL-6 correlate with constitutively activated STAT-3 and inversely correlate with patient survival (Black et al., 1992; Cinque et al., 1992; Schneider et al., 1992; Van Meir et al., 1990). Recent data suggest that IL-6 may play a critical role during the progression from pre-neoplastic to gliomagenic in a murine model of spontaneous gliomas (Weissenberger et al., 2004). In particular, transgenic mice expressing the v-src protein under the regulation of the GFAP gene promoter, which are predisposed to forming spontaneous gliomas, developed pre-neoplastic astrogliosis that did not progress to gliomas if the mice were also null for IL-6 (Weissenberger et al., 2004). As such, IL-6 is also an attractive target for therapeutic intervention. Indeed, human glioma cells treated with antisense oligonucleotides specific for IL-6 or IL-6 antibodies demonstrated reduced cell growth (Goswami et al., 1998).
42.5 NF-κB and Apoptosis

Perhaps the most immediate pro-tumorigenic effect of NF-κB activation is the inhibition of apoptosis. Apoptosis, or programmed cell death, is a process characterized by the ordered breakdown of cellular contents into membrane-bound vesicles that are removed by phagocytes (Green, 2003). This process is mediated by the proteolytic activation of a group of proteins known as caspases (cysteinal aspartate proteases), in response to either extracellular (TNF-α, FasL, etc.) or intracellular (release of cytochrome c, DNA damage, etc.) signals. Synthesized as zymogens, caspases become activated upon removal of their N-terminal pro-domains (Conti et al., 2005; Green, 2003; Okada and Mak, 2004). Apoptosis begins when initiator caspases (e.g., caspase-8, -9, and -10) activate downstream effector caspases (e.g., caspase-3, -6, and -7) (Green, 2003; Okada and Mak, 2004). Once activated, effector caspases then cleave components of the actin cytoskeleton, protein kinases, nuclear lamins, and other key cellular components. Additionally, caspases activate the processes leading to DNA degradation and chromatin condensation (Green, 2003). Under normal conditions, the apoptotic process removes cells that are not needed or are damaged. However, despite the presence of stimuli that induce apoptosis in the tumor microenvironment, most tumor cells have undergone genetic alterations and/or adopted mechanisms that allow these cells to evade programmed cell death. One mechanism by which tumor cells evade apoptosis is via activation of NF-κB. In most cell types, NF-κB is a key mediator of pro-survival (Ghosh and Karin, 2002; Hayden and Ghosh, 2008). For example, fibroblasts and macrophages from RelA-deficient mice are sensitive to TNF-α-induced apoptosis, while their wild-type counterparts are insensitive (Beg and Baltimore, 1996).

Caspase cleavage and hence apoptosis may be initiated via two distinct pathways: the extrinsic and the intrinsic pathways (Fig. 42.4) (Green, 2003; Okada and Mak, 2004). In the extrinsic pathway, extracellular death-inducing signaling molecules such as TNF-α or FasL bind to the TNF-α receptor (TNFR) and Fas receptor, respectively. These death receptors contain an intracellular protein-interaction domain called the death domain (DD). Upon ligand binding, the death receptors trimerize and use their DD to recruit adapter molecules that also contain DD domains (Green, 2003). In particular, Fas binds Fas-associated DD (FADD), while TNFR first recruits TNF-α receptor associated DD (TRADD) and then FADD (Green, 2003; Okada and Mak, 2004). Through a second domain, the death effector domain (DED), FADD recruits and binds to the DED within procaspase-8 and pro-caspase-10. This complex of proteins is called the death induced signaling complex (DISC), and its formation results in the activation of the initiator caspases. Once activated, initiator caspases then cleave downstream effector caspases, leading to the full apoptotic process (Green, 2003; Levine, 1997; Okada and Mak, 2004) (for more detail see Chapter 41).
In the intrinsic pathway, apoptosis is initiated in response to DNA damage, ultraviolet (UV) radiation, viral infection, or the absence of growth factors (Green, 2003; Okada and Mak, 2004). In contrast to the extrinsic pathway, which transduces extracellular apoptotic stimuli to intracellular death-inducing machinery through the use of membrane-bound receptors, the intrinsic pathway relies heavily on the mitochondria and proteins that lie therein (Fig. 42.4). During apoptosis as induced by the intrinsic pathway, the mitochondrial outer membrane becomes permeabilized and leads to the release of holocytochrome c, a key protein in the electron transport chain. In the cytosol, cytochrome c binds to apoptotic-protease activating factor (APAF-1), which normally exists as a monomer in living cells. However, upon binding to cytochrome c, APAF-1 is activated, oligomerizes, and exposes a caspase-recruitment domain (CARD). Once exposed, the CARD domain of APAF-1 binds to procaspase-9 through a similar CARD motif, yielding the formation of the apoptosome and activation of caspase-9. Like other initiator caspases, caspase-9 proteolytically activates effector caspases to initiate the apoptotic cascade. Importantly, NF-κB can be activated by apoptotic stimuli and can inhibit apoptosis in both the extrinsic and intrinsic pathways (Lamkanfi et al.,

Fig. 42.4 NF-κB and its target genes mediate apoptotic resistance. Apoptosis may be induced through extracellular stimuli (extrinsic pathway) or intracellular insults (intrinsic pathway). In each pathway, these stimuli activate a caspase cascade that culminates in cell death. Through the induction of IAPs, Bcl-2 family members, A20, and c-FLIP L, NF-κB can inhibit the initiation and/or progression of apoptosis. Key: mitochondria (M), small *grey circles* represent cytochrome c. See text for details.
In the extrinsic pathway, the pro-domains of caspase-2, -8, and -10 can recruit TNFR-associated factor 2 (TRAF2), receptor interacting protein 1 (RIP1), and NEMO/IκKγ. TRAF2, an E3-ubiquitin ligase, and RIP1, a kinase, promote the activation of IKK and consequently NF-κB. Interestingly, elevated levels of TRAF2 mRNA and protein have been detected in gliomas and are positively correlated with tumor grade (Conti et al., 2005).

Once activated, NF-κB inhibits apoptosis through the expression of target genes. In particular, NF-κB induces the expression of members of the inhibitor of apoptosis (IAP) family such as c-IAP2, XIAP, and survivin (Fig. 42.3) (Angileri et al., 2008; Hunter et al., 2007; Wang et al., 1998; Wei et al., 2008). IAP proteins interact with and inhibit the activity of active caspases to antagonize cell death and serve as the cell’s final fail safe before committing to apoptosis (Hunter et al., 2007; Wei et al., 2008) (Fig. 42.4). In gliomas, IAP proteins are over-expressed, correlate with aberrant NF-κB transcriptional activity, and are associated with refractory disease and poor disease prognosis (Angileri et al., 2008; Conti et al., 2005; Steinbach and Weller, 2004; Weaver et al., 2003). In work from our own laboratory, we found that reducing p65 expression through the use of shRNA abrogated the induction of c-IAP2, and re-sensitized glioma cells to TNF-α-induced apoptosis (unpublished observation). Strikingly, one study developed a small-molecule antagonist of IAP proteins that promoted auto-ubiquitination and degradation of IAPs within minutes of its application and induced TNF-α mediated cell death in several cell lines, including breast, colorectal, and fibrosarcoma (Li et al., 2004). At present, antagonists of the IAP proteins are being evaluated as therapeutic targets in several tumor types. Second mitochondria-derived activator of caspase (Smac)/direct IAP binding protein with low pl (DIABLO) is a protein secreted from the mitochondria. Smac/DIABLO is a physiological negative regulator of IAPs that binds to and antagonizes IAP proteins during apoptosis (Fulda et al., 2002; Li et al., 2004), suggesting that it can be exploited to sensitize cells to apoptosis. Indeed, expression of a small, cell-permeable peptide portion of Smac/DIABLO was sufficient to inhibit IAPs and promote caspase activation in human glioma cell lines. It was also shown to enhance the cytotoxicity of TRAIL and TNF-α in human glioma xenograft models.

To specifically inhibit apoptosis mediated through the intrinsic pathway, NF-κB induces the expression of Bcl-2 and Bcl-XL (Lamkanfi et al., 2006). These proteins reside in the outer mitochondrial membrane and can prevent its permeabilization and thus assembly and activation of the apoptosome (Angileri et al., 2008; Ehrmann et al., 1997; Green, 2003; Krajewski et al., 1997; Rieger et al., 2007, 1998). In gliomas, Bcl-2 and Bcl-XL are over-expressed, and this inversely correlates with patient survival (Angileri et al., 2008; Cusack et al., 2001; Ehrmann et al., 1997; Julien et al., 2000; Rieger et al., 1998). In human glioma cell lines, the use of Bcl-2 antisense oligonucleotides induced growth arrest and apoptosis in human glioma cell lines, while forced over-expression of Bcl-2 rendered them more resistant to the cytotoxic effects of chemotherapies.
and gamma irradiation (Angileri et al., 2008; Cusack et al., 2001; Ehrmann et al., 1997; Julien et al., 2000; Rieger et al., 1998).

c-FLIP_L, another NF-κB target gene, is a structural homolog of caspase-8 that lacks the caspase activity (Lamkanfi et al., 2006). When present at elevated levels, c-FLIP_L prevented full processing and release of active caspase-8 from the DISC complex, and prevented apoptosis in human glioma cells (Koschny et al., 2007; Panner et al., 2005). The expression of c-FLIP is transcriptionally regulated by NF-κB. c-FLIP is expressed in a number of human glioma cell lines, and the levels of c-FLIP are correlated with TRAIL resistance in glioma cells (Xiao et al., 2002).

A20/TNF-α-induced protein 3 (TNFAIP3), another NF-κB-regulated gene, is an important factor in mediating cell survival in gliomas (Bredel et al., 2006). A20 is a zinc finger protein that contains two ubiquitin-editing domains, which can modify ubiquitination of RIP and target this protein for degradation by the proteasome (Bredel et al., 2006; Lamkanfi et al., 2006). In this manner, A20 can indirectly inhibit NF-κB activation. However, A20 is consistently down-regulated in resistant glioblastomas, and the levels of A20 are inversely correlated with patient response to chemotherapy (Bredel et al., 2006). Indeed, one study determined that A20 was one of only four genes identified in an optimized outcome predictor of patient survival and resistance to O6-alkylating agents (Bredel et al., 2006).

42.6 Activation of NF-κB in Gliomas

As reported in the literature, the levels of NF-κB activity are much higher in GBM compared to non-GBM tissue (Ito et al., 1994; Wang et al., 2004). Additionally, the levels of NF-κB activation correspond with increasing tumor grade in astrocytic tumors. While the mechanism of NF-κB activation in GBM is largely undefined, the heterogeneity of human GBMs makes identifying a single NF-κB activating factor difficult. Instead, the activation of NF-κB may be an inevitable consequence of the tumor microenvironment and the numerous proteins and pathways that are dysregulated in gliomas (Fig. 42.4).

42.6.1 Immune Cell Infiltration

A characteristic feature of many solid tumors, including GBMs, is the presence of immune infiltrates. In some tumors, macrophages and other infiltrating immune cells make up 50% of the total tumor mass (Hussain et al., 2006). These cells may be recruited in part by MCP-1, a chemokine whose levels are elevated in gliomas, possibly through gene activation by NF-κB (Desbaillets et al., 1994; Leung et al., 1997). Once recruited and activated, tumor-associated macrophages (TAMs) secrete cytokines such as TNF-α and IL-1β, both of
which can activate NF-κB (Hussain et al., 2006). In gliomas, the levels of TNF-α and IL-1β are elevated (Cinque et al., 1992; Munoz-Fernandez et al., 1991). Moreover, in 1321N1 astrocytoma cells, IL-1β stimulation resulted in persistent, long-term activation of NF-κB, which was relatively unaffected by the resynthesis of IκBz, the inhibitor of NF-κB (Xu et al., 2006). A more detailed review of NF-κB-activated cytokines and their role in gliomas is provided elsewhere (Dey et al., 2006).

### 42.6.2 The PI3K Pathway

One pathway that is commonly activated in GBM and can lead to NF-κB activation is the PI3K pathway (Fan et al., 2002; Mischel and Cloughesy, 2003). Normally, the PI3K pathway is activated in response to numerous growth factors, which bind their respective receptors and activate their intrinsic kinase or receptor-associated Jak activities. Receptors that can activate PI3K include epidermal growth factor receptor (EGFR), platelet-derived growth factor receptor (PDGFR), fibroblast growth factor receptor (FGFR), insulin-like growth factor 1 receptor (IGF-1R), interleukin receptors, vascular endothelial growth factor receptor (VEGFR), interferon receptors, and integrin receptors (Mischel and Cloughesy, 2003; Ren et al., 2007). In GBM, many of these growth factors are elevated and/or the receptors are constitutively activated. For example, amplification, over-expression, and mutation of EGFR is one of the most common genetic abnormalities associated with GBM, with approximately 36% of GBMs showing some abnormality in EGFR (see also Chapter 20) (TCGA, 2008). Once activated, PI3K signals to Akt/protein kinase B, which then phosphorylates and activates IKK, thus ultimately promoting NF-κB activation. Within this pathway, PI3K suppressor phosphatase and tensin homolog deleted on chromosome 10 (PTEN) serves as an antagonist of PI3K, in order to attenuate signaling downstream of PI3K (Fan et al., 2002; Jiang and Liu, 2008; Mischel and Cloughesy, 2003; Ohgaki and Kleihues, 2007). However, PTEN is commonly deleted in GBM (TCGA, 2008). Moreover, activating mutations in Akt or in the catalytic subunit of PI3K have been documented in GBM (Beyaert et al., 2000; Bredel et al., 2006; Danial and Korsmeyer, 2004; Lee et al., 2007; TCGA, 2008) (see also Chapter 15). Thus, genetic abnormalities leading to activation of the PI3K pathway may contribute to NF-κB activation in gliomas.

### 42.6.3 ING4

Inhibitor of growth 4 (ING4) is a recently identified tumor suppressor protein (Kim, 2005). Although the functions of ING4 remain largely uncharacterized, this protein contains motifs that enable it to interact with and regulate the
activity of many proteins associated with transcription (Doyon et al., 2006; Shiseki et al., 2003). In particular, ING4 has been shown to positively regulate the activity of p53, another tumor suppressor, and negatively regulate the activity of NF-κB (Garkavtsev et al., 2004; Kim et al., 2004; Shiseki et al., 2003; Zhang et al., 2004). Interestingly, one report demonstrated that ING4 expression was reduced and/or the ING4 gene was mutated in gliomas, and that this correlated with increasing tumor grade (Garkavtsev et al., 2004). Work from our own laboratory has determined that ING4 can negatively regulate the activity of NF-κB while it is bound to a target gene promoter (Nozell et al., 2008). In particular, ING4 may be necessary for inactivating nuclear and DNA-bound NF-κB, in order to attenuate the expression of NF-κB-regulated genes. Therefore, the absence of functional ING4 activity may allow NF-κB, once activated, to perpetually induce the expression of pro-tumorigenic genes in gliomas.

### 42.6.4 Pin1

Another protein shown to regulate the activity of NF-κB is Pin1 (Lu et al., 2006; Ryo et al., 2003b). Pin1 is a member of the peptidyl-prolyl isomerase family with the unique ability to isomerize peptide bonds that are present between proline residues and phosphorylated threonine or serine residues (Lu et al., 2006). In this manner, Pin1 can regulate the post-post-translational activity of a protein (Lu et al., 2006). To date, Pin1 has been shown to interact with and influence the activity of many proteins, including p53, p73, c-Jun, and β-catenin. One report has determined that Pin1 can interact with and promote the activity of NF-κB (Ryo et al., 2003b). In particular, Pin1 was shown to associate with the NF-κB p65 subunit through residue threonine 254 and lead to stabilization of p65 (Ryo et al., 2003b). In the absence of Pin1, p65 is ubiquitinated in a SOCS-1-dependent manner, and subsequently degraded (Ryo et al., 2007). In gliomas, Pin1 protein levels are elevated, and thus it may stabilize and prolong NF-κB protein levels and activity (Ryo et al., 2003b). Pin1 has also been shown to inhibit Daxx-mediated cellular apoptosis by hydrogen peroxide or Fas antibodies (Ryo et al., 2007). Additionally, reductions in Pin1 protein levels through the use of siRNA significantly reduced tumor growth and migration while increasing their sensitivity to apoptotic stimuli (Ding et al., 2008). In other studies, over-expression of Pin1 can confer transforming properties to normal cells, or even enhance the transformed phenotype of other oncogenes including Ras and Neu (Ryo et al., 2003a, 2002). For these reasons, Pin1 raised interest as a potentially attractive anticancer target. Unfortunately, Pin1 knockout mice develop testicular atrophy, retinal atrophy, and neurodegeneration, indicating that antagonizing Pin1 activity may have non-desirable side effects, especially in the brain (Liou et al., 2002; Takahashi et al., 2007).
42.6.5 PIAS Family

Members of the protein inhibitor of activated STAT (PIAS) family were initially identified as negative regulators of the STAT proteins (Shuai, 2006; Shuai and Liu, 2005). At present, these proteins are capable of positively and negatively regulating the activity of more than 60 proteins, many of which are transcription factors (Shuai, 2006; Shuai and Liu, 2005). One member, PIAS3, can interact with and negatively regulate the activity of NF-κB p65 (Jang et al., 2004). In particular, in cells stimulated with TNF-α, a nuclear PIAS3-NF-κB p65 interaction was detected, and this was shown to inhibit NF-κB’s ability to bind to CBP, a histone acetyltransferase (HAT) required for the expression of many NF-κB target genes. Work from our laboratory has demonstrated that in gliomas, the expression of PIAS3 protein is reduced or absent, although PIAS3 mRNA is present. While it is currently unclear why or how this protein is not expressed, the absence of PIAS3 may promote nuclear NF-κB activities (Brantley et al., 2008). Indeed, the over-expression of PIAS3 in glioma cells inhibits transcription of the MMP-9 promoter, linking PIAS3 expression to inhibition of NF-κB signaling (Brantley et al., 2008).

42.6.6 Alternative Reading Frame (ARF)

The activity of NF-κB can also be regulated by ARF (Ivanchuk et al., 2001). ARF is a tumor suppressor protein that most notably prevents tumor formation by antagonizing Mdm2-mediated ubiquitination of p53. However, ARF also promotes ATR- and Chk-1-induced phosphorylation of p65 at a residue that inhibits NF-κB transactivation (Perkins, 2004; Rocha et al., 2005; Rocha and Perkins, 2005). In gliomas, the ARF gene is hyper-methylated and/or absent in approximately 25% of grade II fibrillary astrocytomas, which later underwent progression or recurrence, and the loss of ARF expression is one of the most common abnormalities in high-grade gliomas (Esteller et al., 2001). Moreover, 10% of ARF knockout mice develop spontaneous gliomas (Fulci et al., 2000; Holland, 2000; Uhrbom et al., 2002). Thus, the absence of ARF may also contribute to persistent activation of NF-κB and the chronic expression of pro-tumorigenic genes.

42.6.7 DNA Damage and Reactive Oxygen Species (ROS)

Finally, NF-κB can be activated by spontaneous and/or chemotherapy-induced DNA damage, reactive oxygen species (ROS), and cytotoxic treatments (Bharti and Aggarwal, 2002; Wu and Miyamoto, 2007). Many of these insults mediate their cellular response through ataxia-telangiectasia mutated (ATM) protein kinase (Wu and Miyamoto, 2007). In response to DNA damage and other
cellular stresses, ATM is activated and phosphorylates p53, BRCA1, and Chk2 to promote the repair of DNA. Unfortunately, ATM also phosphorylates NF-κB at a residue that leads to its activation. In cells that contain both p53 and NF-κB, the ultimate choice between NF-κB-mediated cell survival and p53-induced cell death is complex and influenced by ATM and other proteins (Wu and Miyamoto, 2007). However, in gliomas, which often lack p53 activity, activation of ATM ensures that NF-κB is activated and promotes cell survival and proliferation. Additionally, NF-κB induces the expression of multidrug resistance protein 1 (MDR1), which expels cytotoxic agents from the intracellular compartment, and O6-methylguanine-DNA methyltransferase (MGMT), which can repair numerous types of DNA damage, including those induced by alkylating agents used for anti-glioma therapy (Kuo et al., 2002; Wu and Miyamoto, 2007). Collectively, the tumor microenvironment, the incidence of numerous aberrant signaling pathways, and perhaps even the therapeutic approaches in treating gliomas, may ultimately ensure that NF-κB becomes or remains activated in these tumors.

42.7 Targeting NF-κB in Gliomas

NF-κB is intimately involved in the fundamental processes of tumor survival and growth and thus is a logical therapeutic target. Moreover, because NF-κB mediates resistance to chemo- and radiotherapy in many tumors, it may become necessary to design and implement approaches to inhibit the NF-κB pathway. Indeed, in our studies, the use of shRNA molecules to reduce NF-κB p65 expression re-sensitized glioma cells to the pro-apoptotic effects of TNF-α (unpublished observation). Unfortunately in gliomas, the blood–brain barrier complicates the administration of many drugs and chemotherapy since this semipermeable barrier may not allow all molecules to access the brain and reach the tumor cells to be targeted (see Chapter 33). Therefore, current and future chemotherapies targeting the NF-κB pathway in gliomas must consider accessibility to the target site as well as specifically, but not globally, inhibiting the NF-κB pathway. Currently, strategies have been designed to inhibit NF-κB directly or indirectly via signaling components upstream (Kim et al., 2006; Nakanishi and Toi, 2005; Olivier et al., 2006; Ravi and Bedi, 2004; Weaver et al., 2003). Those strategies designed to directly block the activities of NF-κB include the use of decoy oligonucleotides (ODNs) containing the NF-κB response element, glucocorticoids that target NF-κB transactivation, and anti-sense oligonucleotides (ASO) targeting NF-κB mRNA. Corticosteroids such as dexamethasone are frequently used to treat gliomal peritumoral edema and therefore will not be discussed further herein. Additionally, the use of ODN remains in its infancy and the remaining strategies are only being tested in other tumor types and are not currently under examination in gliomas (Gill et al., 2002). As such, we will focus herein on therapies that are currently being considered and that indirectly inhibit NF-κB activation (Fig. 42.5). The list of
therapeutic candidates includes (a) proteasome inhibitors, (b) IKK inhibitors, and (c) antioxidants.

42.7.1 Proteasome Inhibitors

The proteasome plays a critical role in regulating the proteolysis of most nuclear and cytosolic proteins, many of which are short-lived proteins that govern growth, activation, and signaling. Within the NF-κB pathway, IκBα binds to and inhibits NF-κB activation (Ghosh and Karin, 2002; Hayden and Ghosh, 2008). However, phosphorylation of IκBα leads to its proteasomal-mediated degradation and NF-κB activation (Ghosh and Karin, 2002; Hayden and Ghosh, 2008) (Fig. 42.2). Therefore, the use of proteasomal inhibitors would prevent the degradation of proteins such as IκBα. Bortezomib (Velcade,
PS-341) is a dipeptidyl boronic acid that specifically inhibits the 26S proteasome (Yin et al., 2005). Recently approved for use in multiple myeloma, bortezomib has also shown anti-tumoral activity in numerous solid tumors including carcinomas of the breast, lung, colon, bladder, ovary, pancreas, and prostate (Yin et al., 2005; Yu et al., 2006). Like other proteasome inhibitors, including lactacystin, MG132 and AcLLN01, bortezomib can inhibit glioma cell growth in vitro, presumably by stabilizing the levels of IκBa and reducing NF-κB activity (Koschany et al., 2007). When combined with TNF-α or TRAIL, several GBM cell lines demonstrated marked increases in sensitivity to apoptosis, suggesting that bortezomib may be a clinically useful adjunctive therapy in human gliomas (Cusack et al., 2001; Yin et al., 2005). Indeed, when used in combination with TRAIL, several TRAIL-resistant primary glioma cells were re-sensitized to the apoptotic effects of TRAIL, perhaps by increasing the expression of TRAIL-R1/DR4 and TRAIL-R2/DR5 (Kardosh et al., 2008). Additional reports also demonstrate increased cytotoxicity in human glioma cell lines through the combined use of bortezomib and celecoxib (Celebrex), an inhibitor of cyclooxygenase-2 (COX-2), although the mechanism may depend on the induction of aggravated endoplasmic reticulum stress (Fribley and Wang, 2006; Nawrocki et al., 2005a, b).

42.7.2 IKK Inhibitors

Several compounds that inhibit IKK are currently under consideration for use in glioma chemotherapy. These include sulfasalazine, arsenic trioxide, and thalidomide (Bode and Dong, 2002; Lin et al., 2008; Robe et al., 2004). Sulfasalazine is an anti-inflammatory drug used to treat inflammatory bowel disease and severe, resistant rheumatoid arthritis (Robe et al., 2004). This drug consists of an antibiotic (sulfapyridine) and an anti-inflammatory reagent (5-aminosalicylic acid) that is absorbed unchanged and then degraded by colonic bacteria into the two separate components. In vitro, sulfasalazine inhibited NF-κB activity and glioma cell proliferation in a dose-dependent manner, while having no effect on cell survival in primary rat and human normal astrocytes (Koschany et al., 2007; Lawson et al., 2007; Robe et al., 2004). When used in a mouse model with intracranially implanted U87MG human glioblastoma cells, sulfasalazine reduced mean tumor volume. Currently, the prospects of sulfasalazine use in gliomas are being explored in a phase 1–2 prospective clinical trial for its safety and efficacy in treating recurrent malignant gliomas (Robe et al., 2006).

The chemical element arsenic and many of its compounds are especially potent poisons, a property epitomized in the classic 1944 movie “Arsenic and Old Lace,” by director Frank Capra. Arsenic is particularly lethal since it interferes with ATP production by inhibiting pyruvate dehydrogenase and by uncoupling electron transport from ATP synthesis. Additionally, arsenic elevates hydrogen peroxide production, which may increase the formation of
reactive oxygen species and cause oxidative stress. Paradoxically, both scientists and physicians have been harnessing the therapeutic potential of arsenic long before they even understood its lethality. In particular, Paul Ehrlich treated syphilis in the early 1900s with an arsenic derivative, while later, Thomas Fowler used a 1% potassium arsenite solution to successfully treat psoriasis. More recently, the U.S. Food and Drug Administration (FDA) approved the use of arsenic trioxide for the treatment of patients with relapsed/refractory acute promyelocytic leukemia (APL) that is resistant to ATRA (Kitamura et al., 1997). One of the first molecular targets of arsenic identified was IKKβ, wherein arsenic binds to IKKβ at cysteine 179 and inhibits IKKβ’s ability to activate NF-κB (Bode and Dong, 2002; Lin et al., 2008). Interestingly, depending on the dose and duration of exposure, arsenic can have differential effects on the activity of NF-κB. In particular, acute exposure or low doses of arsenic can lead to NF-κB activation, while either chronic exposure or higher doses of arsenic can reduce the basal levels of NF-κB and inhibit NF-κB activity.

Thalidomide is another example of how a dangerous compound can be used therapeutically with adequate precautions and procedures. First distributed from 1957 to 1961 as a sedative and anti-nausea remedy to pregnant women, thalidomide quickly garnered unwanted attention as a potent teratogen, generating phocomelia or atrophied limbs in over 10,000 children worldwide (Keifer et al., 2001). Although removed from the market, thalidomide reappeared in the late 1990s as a clinically relevant drug that harbors both immunomodulatory and anti-angiogenic properties. In 1998, the FDA approved the use of thalidomide for the treatment of leprosy, and in 2006 for multiple myeloma under the name Thalomid. Thalidomide in combination with bortezomib changed the treatment of multiple myeloma, reducing the need for stem cell transplants and showing better efficacy than standard chemotherapy. Thalidomide appears to have multiple mechanisms of action and inhibits the production of TNF-α, IKK activity and prevents TNF-α–induced NF-κB activation (Keifer et al., 2001; Kirsch et al., 2000; Majumdar et al., 2002; Sampaio et al., 1991). While thalidomide inhibits endothelial cell proliferation and tumor cell migration in vitro, its ability to inhibit tumor cell growth and migration has been variable (Puduvalli et al., 2008). Early results of a phase II clinical trial investigating thalidomide in patients with high-grade gliomas demonstrated low toxicity but unfortunately minimal responses to treatment. However, more recent phase II clinical trials investigating combinatorial use of thalidomide and other cytotoxic agents, such as irinotecan, cisplatin, and temozolomide, have shown both promising and disappointing results (Sampaio et al., 1991; Sauna et al., 2005; Zustovich et al., 2007).

### 42.7.3 Antioxidants

For nearly half a century, tetraethylthiuramdisulfide (disulfiram; DTDS) has been used to treat alcohol dependency. Now, disulfiram and its major metabolite, diethyldithiocarbamate (DDTC), are demonstrating significant potential
in the treatment of human cancers (Liu et al., 1998). In experimental studies, disulfiram protected rats against alkylating carcinogens and neoplastic agents, while in cultured cells, DDTC inhibited the ability of NF-κB to bind DNA and induced cell death (Marikovsky et al., 2002). Additional studies demonstrated that DDTC inhibited neovascularization in vivo and proliferation of C6 glioma cells in culture (Lamkanfi et al., 2006). Currently, disulfiram is being investigated alone or in combination in several clinical trials of human gliomas.

**42.8 Conclusions**

By traditional standards, NF-κB is an unconventional therapeutic target. In cancers, it is neither amplified nor mutated; it is neither an oncogene nor a tumor suppressor. Instead, NF-κB is a transcription factor that induces genes that mediate nearly every facet of the formation and progression of gliomas and other cancers. Normally kept in check by numerous mechanisms, it is the breakdown of these mechanisms that ultimately leads to deregulated NF-κB activity and enables this family of proteins to inadvertently function as tumor promoters. While inhibiting these proteins may seem a straightforward approach, their role as key mediators of immune and inflammatory processes complicates the situation since global suppression of NF-κB is not a suitable option. As such, understanding the molecular events that lead to deregulated NF-κB activity and gene expression in gliomas remains an area in glioma biology that needs exploration. Recent advances in these areas and in targeting the NF-κB pathway have yielded promising results and suggest that exploration of this family and its role in glioma biology will continue to provide much needed insights about gliomas and potential future therapeutic interventions.
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Chapter 43
Targeting Endoplasmic Reticulum Stress for Malignant Glioma Therapy

Peter Pyrko, Axel H. Schönthal, and Thomas C. Chen

Abstract The endoplasmic reticulum stress response (ESR) is essential for maintaining cellular homeostasis in response to noxious internal and external stimuli. In malignant gliomas, ESR is induced by a low nutrient, hypoxic microenvironment, compounded by external chemotherapy and radiation therapy. Powerful protective mechanisms, including induction of the ER chaperone glucose-regulated protein 78 (GRP78), protect the glioma cells from undergoing apoptosis. This chapter reviews the ESR and how it may be modulated to induce apoptosis in malignant gliomas. Downregulation of protective mechanisms such as GRP78 may be obtained with drugs such as the green tea extract epigallocatechin gallate (EGCG), leading to increased apoptosis when glioma cells are treated with the chemotherapeutic agent temozolomide (TMZ). Conversely, glioma apoptosis may also be induced by increasing ER stress to overwhelming levels with inhibitors of sarcoplasmic/ER calcium ATPase (SERCA) such as celecoxib and dimethyl-celecoxib. Protease inhibitors such as nelfinavir also inhibit proteasomal activity, leading to accumulation of misfolded proteins, triggering ER stress. These modulations of the ESR may thus lead to chemotherapy or radiation sensitization of malignant gliomas. Further understanding of the ESR in glioma cells may lead to new treatments for this currently incurable cancer.
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43.1 Introduction

Malignant gliomas are the most commonly diagnosed malignant adult primary brain tumors and include anaplastic astrocytoma (WHO Grade III) as well as glioblastoma multiforme (GBM; Grade IV). Median survival for GBM is approximately 12–15 months. Surgical resection or diagnostic biopsy is usually the first step of therapy, followed by adjuvant radiation and chemotherapy (Stupp et al., 2006). Despite significant improvements in surgical treatments, a complete resection is difficult to achieve secondary to diffuse brain invasion by tumor cells, which may be found at great distances from the site of the primary tumor, including the contralateral hemisphere (Hentschel and Lang, 2003). Chemotherapy with methylating agents, i.e., nitrosoureas and temozolomide, has only a slight impact on survival and is usually more effective in patients whose tumors show epigenetic silencing of the gene encoding O\textsuperscript{6}-methylguanine DNA-methyltransferase (MGMT). Lack of MGMT activity leads to compromised DNA repair and sensitivity to alkylating agents (van den Bent et al., 2006). Radiation treatment of the tumor and the tumor resection cavity by itself increases patients’ survival, albeit only by a few months (Friedman and Bigner, 2005). Even the combination of radiation therapy with temozolomide for newly diagnosed GBM adds only 2 months to the median patient survival (Stupp et al., 2005). While these treatments constitute a significant improvement in the fight against this deadly cancer, new therapies targeting novel treatment sites are highly desirable. This review summarizes experimental studies examining the role of endoplasmic reticulum (ER) stress modulation in the treatment of malignant gliomas.

43.2 ER Stress Response (ESR)

The endoplasmic reticulum (ER) is a membranous organelle, in which synthesis and modification of proteins destined for either extracellular secretion or cytoplasmic organelles (i.e., lysosomes, Golgi body) occur under an optimal environment. The ER is also an important organelle for the synthesis of lipids and sterols necessary for cell functioning, as well as storage of cellular calcium (Kaufman, 1999). The ER stress response evolved in all eukaryotic
cells to ameliorate various problems that can arise within the ER during the process of protein, lipid, and sterol synthesis. It consists of a set of adaptive pathways that can be triggered by disparate perturbations in normal ER function, i.e., accumulation of misfolded proteins, lipid or glycolipid imbalances, or changes in the ionic conditions of the ER lumen (Boyce and Yuan, 2006; Wu and Kaufman, 2006). The primary purpose of the ER stress response is to restore proper ER homeostasis. In the case of intense, overwhelming, or persistent ER stress, however, these pathways may trigger programmed cell death/apoptosis. Usually, early ER stress events occur at the translational apparatus (like inhibition of cellular protein synthesis), while later events consist of modifications at the gene expression level and often result in long-term adaptation or apoptosis.

One of the central pro-survival regulators of the ER stress is glucose-regulated protein 78 (GRP78 or BiP), an ER chaperone, which has important roles in protein folding and assembly, in targeting misfolded proteins for degradation, in ER Ca\(^{2+}\)-binding, and in controlling the activation of transmembrane ER stress sensors. Elevation of GRP78/BiP has been observed and described in many cancer cell lines and patient biopsy samples, correlating to cell protection from various chemotherapeutic regimens (9). The transmembrane ER stress sensors include the proteins PERK, IRE1, and ATF6. PERK [PKR (double-stranded-RNA-dependent protein kinase)-like ER kinase] is an ER transmembrane protein, which in conjunction with IRE1 (inositol-requiring enzyme 1), a type I transmembrane serine/threonine kinase/endoribonuclease, senses unfolded protein levels within the ER. ATF6 is a transcription factor, which is essential for a pro-survival response to ER perturbation from the external microenvironment. All three transmembrane proteins are regulated by GRP78, which in an unstressed ER binds to them and inhibits their activity. In response to stressful stimuli, GRP78 dissociates from these transmembrane sensors, activating them, leading to induction of the eukaryotic translation inhibition factor 2 (eIF2\(\alpha\)), leading to inhibition of global protein synthesis (Boyce and Yuan, 2006; Wu and Kaufman, 2006). If balance within the ER can be restored, cell survival ensues. However, prolonged or overwhelming stress can lead to apoptosis with induction of CHOP (CCAAT/enhancer binding protein transcription factor), caspase 4, and caspase 7, critical executioners of the pro-apoptotic arm of the ER stress response (10, 11) (Fig. 43.1).

In this review, we will discuss how balance in the ER can be shifted from survival to death by modulating various components of the ER stress response, leading to new targets for anti-glioma therapy. First, we show how sensitivity of glioma cells to temozolomide (TMZ, Temodar) can be increased by downregulating the ER chaperone GRP78/BiP. Second, we explore how the ER stress response can modulate calcium homeostasis, increasing death of various cancer cell lines, including malignant gliomas. Third, we demonstrate how prevention of the glioma cells’ ability to degrade and synthesize proteins via protease inhibitors can be used for malignant glioma chemotherapy. Finally, we
Fig. 43.1 ER stress response (ESR). The figure shows major players within the ER and their interactions. Many different stimuli activate ESR including ionic disturbances and accumulation of misfolded proteins. ER chaperones (glucose regulated proteins (GRPs) and ERP72) respond first by binding misfolded proteins and ions. Among those chaperones, GRP78 plays a crucial role in directing activation of ESR genes and modulation of protein synthesis (inhibition of general protein synthesis and activation of synthesis of ESR proteins). In an unstressed ER, GRP78 binds to transmembrane ER sensors (PERK, IRE1, ATF6) and inhibits them. In response to stressful stimuli, GRP78 dissociates from transmembrane ER sensors, which activates them. Multiple downstream pathways are turned on including eIF2α, which is responsible for inhibiting protein synthesis. Chaperones including GRP78 and other ER proteins can escape the protein synthesis inhibition and are synthesized. If balance within the ER can be restored, cell survival ensues. If the stress persists ER stress pro-apoptotic arm is activated, which includes CHOP, Caspase4 and 7. Once apoptosis is activated the cell dies. (For more detailed ER stress review see Boyce, 2006 and Wu, 2006 (Boyce and Yuan, 2006; Wu and Kaufman, 2006))
demonstrate how simultaneous targeting of various components of the ER stress response results in increased glioma cell death.

### 43.3 Downregulation of the ER Chaperone GRP78 Results in Increased Glioma Cell Sensitivity to Temozolomide (TMZ)

Figure 43.2 illustrates the central role of GRP78 in ESR activation (Lee, 2001). More than just a chaperone, GRP78/BiP sits on the crossroads of life and death signaling from the ER. Its actions within the ER are analogous to the function of p53 protein in regulating apoptosis due to DNA damage in the nucleus. Just like p53 is able to recognize DNA damage, inhibit DNA synthesis, and induce various genes necessary for DNA repair, GRP78/BiP senses Ca\(^{2+}\) disturbances and misfolded proteins within the ER and responds by activating mechanisms that lead to inhibition of protein synthesis and induction of transcriptional events that lead to restoration of proper ER

**Fig. 43.2 GRP78 plays a central role in ESR activation.** In a healthy cell, GRP78 is bound to ER transmembrane sensors and inhibits their function (A). During a low level, chronic stress GRP78 dissociates from transmembrane sensors allowing their transient activation. Translation is temporarily halted and ER stress gene activation results in cell survival (B). In case of severe ER stress (C), GRP78 permanently dissociates from transmembrane sensors. When the protective action of ER stress response is overwhelmed, apoptosis is mediated through CHOP activation and cell death results.
functioning. GRP78/BiP represents a pro-survival arm of the ER stress response. Several different studies have demonstrated that downregulating GRP78/BiP results in increased chemosensitivity. In lung cancer, increased GRP78 correlated with resistance to doxorubicin and taxol (Koomagi et al., 1999). In breast cancer, increased GRP78 correlated with resistance to doxorubicin, etoposide, and taxol (Dong et al., 2005). Similarly, we have recently demonstrated that downregulation of GRP78/BiP in glioma cells results in increased sensitivity of these cells to TMZ and may have important prognostic and therapeutic applications for glioma treatment (Pyrko et al., 2007c).

In a survey of several malignant glioma cell lines, GRP78/BiP overexpression was demonstrated, independent of p53 or PTEN status. Glioma cell lines with the fastest proliferation rates had the highest levels of GRP78 expression, and downregulation of GRP78 in two glioma cell lines with siRNA specific for GRP78 resulted in decreased proliferation rates for both cell lines. Elevation of GRP78 expression was also detected in patients’ biopsies prior to adjuvant treatment. These results raise the possibility that the levels of GRP78 in patient biopsies could be used as a predictive factor of aggressiveness for GBMs, independent of their p53 and PTEN status. These findings also suggest that tumors with low GRP78 levels represent slow growing, less aggressive tumors, while those with high GRP78 are rapidly proliferating, aggressive tumors.

TMZ is currently the standard of care for treatment of both newly diagnosed and recurrent malignant gliomas. This well-tolerated drug has been shown to increase the time to tumor progression, and to prolong patient survival in patients with malignant gliomas, including GBM (Dehdashti et al., 2006). The mechanism of TMZ activity is thought to be DNA methylation on cytosines and subsequent substitution of cytosine by thymidine. This leads to activation of the mismatch repair (MMR) mechanism, which if unsuccessful in DNA repair, triggers apoptosis (Nagasubramanian and Dolan, 2003). Because chemotherapy such as TMZ induces intense cell perturbation, the ESR is triggered. We have recently demonstrated that TMZ augments the levels of GRP78 and CHOP in a concentration-dependent manner. In the same study, downregulation of GRP78 in glioma cell lines resulted in significant increase in glioma cell death in response to TMZ treatment. In addition, treatment of glioma cells with the green tea extract epigallocatechin gallate (EGCG), a known inhibitor of GRP78 function (but which does not affect GRP78 levels), also sensitized glioma cells to TMZ (Pyrko et al., 2007c). The latter discovery has important implications as EGCG is readily available as an oral supplement, allowing possible combination therapy with TMZ. Downregulation of GRP78 with siGRP78 also increased chemosensitivity of gliomas to 5-fluorouracil (5-FU) and irinotecan (CPT-11)—two chemotherapeutic agents that have been used for malignant glioma therapy in clinical trials, raising the possibility that protection by GRP78 is not TMZ specific but could constitute a general
mechanism, by which glioma cells achieve protection from ER stress induced by various chemotherapeutic agents.

43.4 ER Stress Modulation of Intracellular Calcium in Malignant Gliomas

The well-balanced maintenance of intracellular calcium levels is critical for efficient cell functioning, and the fine-tuned control of various pumps and channels affecting calcium transport is important to maintain proper homeostasis (Clapham, 2007). Several avenues of investigation have explored the possibility of manipulating calcium levels pharmacologically as a means toward enhanced glioma cell killing (Yin et al., 2007). One of these approaches is being aimed at the ER, which represents the main storage space for intracellular calcium. Three major regulators of calcium flow span the ER membrane: inositol (1,4,5) trisphosphate (IP3) receptors and ryanodine receptors are primarily responsible for controlled calcium release, whereas sarcoplasmic/ER calcium ATPase (SERCA) is responsible for returning calcium back into the ER. This latter pump constitutes the critical force that establishes and maintains the steep gradient of the ion between the ER and the cytosol (Fig. 43.3).

Thapsigargin, a naturally occurring sesquiterpene lactone, is an extremely potent SERCA inhibitor, and exposure of cells to this compound causes rapid

![Fig. 43.3 Activation of ER stress response through inhibition of SERCA (sarcoplasmic/ER calcium ATPase).](image)

In a non-stressed cell (A) majority of calcium is stored in the ER. Calcium is continuously pumped into the ER by SERCA and other calcium channels. At the same time, calcium leaks out of the ER through other channels into the cytoplasm down its concentration gradient but SERCA is able to maintain high calcium concentration in the ER and low calcium concentration in the cytoplasm. In the ER, the concentration of calcium is sensed by GRP78 while it is bound to this protein. Inhibition of SERCA (B) leads to depletion of calcium in the ER, which when sensed by GRP78 initiates ER stress response, which when overwhelmed results in apoptosis.
leakage of calcium from the ER into the cytosol (Treiman et al., 1998). This efficient depletion of ER-stored calcium represents a well-known trigger of severe ER stress and eventually leads to cell death. Studies have shown that thapsigargin evokes a much larger and faster calcium release in glioblastoma cells than in normal astrocytes, indicating the presence of a therapeutic window for glioblastoma therapy (Kovacs et al., 2005). Because thapsigargin in general is rather toxic and therefore not suitable for systemic use, pro-drug versions have been developed that allow tumor-targeted activation of this compound. Although not yet studied in glioma, such pro-drugs have shown promise in other types of cancer (Chandran et al., 2007; Denmeade et al., 2003).

Another type of SERCA inhibitor, celecoxib (Celebrex\textsuperscript{\textregistered}) (Fig. 43.4), has shown efficacy in preclinical glioblastoma models and, at the same time, appears to be well tolerated. Although originally described as a selective inhibitor of cyclooxygenase-2 (COX-2) (Penning et al., 1997), celecoxib has revealed several additional biological activities that are independent of its COX-2-inhibitory quality (Schönthal, 2007). Prime among the COX-2-independent activities of this drug appears to be its ability to inhibit SERCA (Johnson et al., 2002; Pyrko et al., 2007a) (Figs. 43.3 and 43.4), and this surprising feature seems to play a critical role in the documented anti-glioma activity of celecoxib in vitro and in vivo (Chuang et al., 2008; Kang et al., 2006; Kardosh et al., 2004; Wang et al., 2006). Intriguingly, the inhibition of SERCA by celecoxib is entirely independent of the COX-2-inhibitory function, and in fact, celecoxib analogs have been synthesized that display potent SERCA inhibition in the absence of COX-2 inhibition. One such compound is 2,5-dimethyl-celecoxib (DMC) (Fig. 43.4), which faithfully mimics the SERCA-inhibitory activity of celecoxib, but does not inhibit COX-2 (Schönthal, 2006). Just like celecoxib, DMC has been shown to cause calcium leakage from the ER, which results in severe ER stress and subsequent tumor cell death (Pyrko et al., 2007a, 2008). However, because these agents are only moderately potent inhibitors of SERCA, systemic toxicity is greatly reduced and tumor-specific

![Molecular structures of celecoxib and its non-COX-2-inhibitory analog DMC. DMC was created by adding second methyl group to the benzene ring of celecoxib. This extra group prohibits binding to COX-2 enzyme and results in a molecule, which is capable of binding SERCA but which is not a COX-2 inhibitor](image-url)
characteristics of the ER stress response system can be exploited for therapeutic advantage (Schöenthal, 2008). Thus, in brain tumor animal models, celecoxib and DMC have demonstrated antitumor efficacy in the absence of obvious side effects (Kardosh et al., 2008; Pyrko et al., 2007a, 2008).

When used in humans, the application of high dosages of celecoxib for extended periods of time—as would be necessitated during cancer chemotherapy—has uncovered emerging side effects that can be life-threatening, such as cardiac events, stroke, or kidney failure. It appears that these problems are due to the long-term inhibition of COX-2 and represent a “class effect” of several selective COX-2 inhibitors, including rofecoxib (Vioxx®) and valdecoxib (Bextra®) (Brophy, 2007). While this increased risk is relatively small and, considering the dire situation of cancer patients, perhaps acceptable, there might be an alternative, which comes in the form of DMC. DMC has not yet been investigated in clinical trials; however, its activity profile perhaps may be superior to celecoxib. DMC has displayed stronger antitumor effects when compared to celecoxib in various in vitro or in vivo models, and this increased potency appears to be due to its somewhat stronger inhibition of SERCA, which results in more severe ER stress and a higher rate of tumor cell death (Chuang et al., 2008; Kardosh et al., 2008; Pyrko et al., 2007a, 2008). In addition, because DMC does not inhibit COX-2, the use of this drug might avoid those side effects that are due to the long-term inhibition of this enzyme. However, this optimistic expectation is not certain and needs to be confirmed in appropriate clinical trials.

Besides SERCA, the ER transmembrane IP3 receptor has been found to be involved in the regulation of glioblastoma growth and survival. For instance, lipid-activated protein kinase B (PKB)/Akt, an antiapoptotic signaling protein that provides chemo- and radio-resistance to tumor cells, is able to phosphorylate IP3 receptors, which results in diminished calcium release activity and reduced cellular susceptibility to apoptotic stimuli (Szado et al., 2008). Because PKB/Akt is frequently found overly active in glioblastoma cells due to PTEN loss or activating mutations in PI3 kinase, this newly discovered ability to manipulate calcium levels is thought to be responsible for the recognized resistance of glioblastoma cells to various forms of therapy.

In addition to the regulation of calcium levels by PKB/Akt, there are indications of a reverse control loop where calcium levels may affect the activity of PKB/Akt. In this regard, it was demonstrated that transfection and over-expression of calreticulin, a multifunctional calcium-binding protein in the ER that is involved in intracellular signaling (Gelebart et al., 2005), was able to downregulate survival signaling of PKB/Akt, resulting in pronounced radiosensitization of glioblastoma cells (Okunaga et al., 2006). Because alterations in calcium levels may trigger ER stress, it will be important to determine whether the interdependence of PKB/Akt activity and calcium levels contributes to the low level, chronic ER stress conditions that are frequently observed in tumor cells.
43.5 Induction of ER Stress by Affecting Protein Balance in the ER

Several of the human immunodeficiency virus type 1 (HIV-1) protease inhibitors (PIs) have been shown to have anticancer activity in non-HIV-associated human cancer cells. The underlying mechanism of this effect is unclear. In a recent study (Pyrko et al., 2007b), we demonstrated that the PIs nelfinavir and atazanavir cause efficient cell death in various malignant glioma cell lines in vitro independent of the cell line’s PTEN or p53 status. The underlying mechanism of this antitumor effect involves the potent induction of the ER stress response as indicated by increased expression of two ER stress markers, GRP78 and CHOP, and activation of ER stress-associated caspase 4. Induction of ER stress appears to play a central role in PI-induced cell death because siRNA-mediated knockdown of the protective ER chaperone GRP78 sensitizes cells; whereas, knockdown of pro-apoptotic caspase 4 protects cells from PI-induced cell death. Furthermore, the treatment of glioma cells with PIs leads to accumulation of polyubiquitinated proteins and aggresome formation (aggresome is an intracellular structure composed of aggregated polyubiquitinated proteins), implying proteasome inhibition (Fig. 43.5). These results support a model whereby PIs cause tumor cell death through inhibition of human proteasome activity (not to be confused with viral protease activity) and subsequent accumulation of misfolded proteins, which triggers ER stress response. Induction of glioma cell death via ER stress takes place in the in vivo setting as well, as nelfinavir inhibits the growth of xenografted human malignant glioma, with concomitant induction of the pro-apoptotic ER stress marker CHOP in animal tumor tissues. The induction of CHOP is paralleled by the increase of apoptotic cells within tumor tissue. Because ER stress has also been reported as the mechanism for insulin resistance and diabetes, our ER stress model of PI function may also explain why these drugs may induce insulin resistance as one of its most common side effects.

The use of PIs in gliomas has a number of potential advantages and disadvantages. PIs are small molecules that should cross the blood–brain barrier (BBB) readily. They have already been demonstrated (albeit, indirectly) to have activity in the CNS, as the number of HIV patients with CNS lymphomas has decreased significantly since initiation of the current HIV multi-prong treatment protocol (HAART: highly active anti-retroviral therapy) (Sgadari et al., 2002). Laurent et al. have demonstrated that ritonavir penetrated across the BBB and achieved adequate concentrations in the CNS in an intracranial glioma model (Laurent et al., 2004). Yilmaz et al. have measured cerebrospinal fluid (CSF) levels of both nelfinavir and saquinavir, with better CSF concentrations of nelfinavir, compared to saquinavir (Yilmaz et al., 2006). PIs are oral agents, which are well tolerated, even by AIDS patients. Whether PIs can be used as a stand-alone agent is not known; combination therapy with other cytotoxic agents is a possibility. Furthermore, the data demonstrating that both nelfinavir and atazanavir are effective in glioma cell lines with different p53 and
PTEN status are encouraging, as PIs may potentially be effective in treating all glioma patients, irrespective of their tumor’s genetic makeup. Lastly, PIs have been demonstrated by Gupta et al. to act as radiation sensitizers via both in vitro and in vivo models (Gupta et al., 2005). The value of radiation sensitization for the treatment of malignant gliomas has been clearly demonstrated by Stupp et al. who showed that patients treated with both low dose temozolomide and radiation had better outcomes than patients treated with radiation alone (Stupp et al., 2005). In addition, PIs have minimal effect on the induction of myelotoxicity, which can be seen in all cytotoxic agents, including temozolomide.
43.6 Combination Therapy by Affecting Multiple Targets Within the ER

Very recent studies have indicated that efficient glioma cell death can be achieved by the combination of drugs that trigger severe ER stress via different mechanisms (Fig. 43.6). For example, the above-mentioned SERCA inhibitors cause ER stress via the depletion of calcium from the ER, whereas proteasome inhibitors trigger ER stress due to the resulting accumulation of misfolded and other waste proteins. Intriguingly, the combination of celecoxib or DMC (i.e., SERCA inhibitors) with either bortezomib (a proteasome inhibitor (Nawrocki et al., 2005)) or HIV protease inhibitors (which also act as proteasome inhibitors (Pyrko et al., 2007b)) resulted in greatly enhanced killing of glioblastoma

Fig. 43.6 Possible cancer therapy targets within the ER. Within the ER of a cancer cell SERCA can be inhibited by celecoxib, DMC, and thapsigargin, while the function of GRP78 can be inhibited by EGCG (similar effects are possible by decreasing the amount of GRP78 protein with GRP78 siRNAs when delivery of such siRNA becomes feasible). Inhibition of the cytoplasmic proteasome (with protease inhibitors or specific proteasome inhibitors) results in a backlog of unfolded proteins in the ER and ER stress. Since death results from the overwhelmed ESR affecting multiple targets within ER is more effective than single target therapy
and other tumor cells (Kardosh et al., 2008). The underlying mechanism of this synergy could be ascribed to aggravated ER stress, i.e., ER stress and resulting cell death were much greater in combination drug treatments than in individual drug treatments. Importantly, these decisive events could also be verified in tumors of drug-treated animals. For example, the expression of CHOP, the critical pro-apoptotic marker protein for severe ER stress (Oyadomari and Mori, 2004), was strongly elevated in tumors from animals that received combination drug treatment, but it was only moderately increased in tumors from animals receiving monotherapy (Kardosh et al., 2008). In comparison, tumors from non-treated control animals did not display detectable levels of CHOP. In parallel, and mirroring the in vitro events, the amount of cell death closely correlated with the observed CHOP levels; i.e., the tumors with the highest amount of CHOP protein also exhibited the greatest number of apoptotic cells (Kardosh et al., 2008).

Combination drug treatments aimed at different components of the ER stress response system represent a little-explored, yet potentially promising approach toward improved brain cancer therapy. However, a possible obstacle with some of the mentioned agents could be posed by the blood–brain barrier. Bortezomib (Velcade®), for example, does not efficiently cross the BBB and therefore cannot be effectively delivered via its conventional intravenous administration. In this case, intratumoral injections or slow release from intracranially implanted devices may be an alternative.

### 43.7 Potential Clinical Applications of ER Stress Modulation in Malignant Glioma Treatment

Our data demonstrating that GRP78 is elevated in malignant gliomas and that increased GRP78 is associated with resistance to TMZ are potentially clinically important. Agents capable of downregulating GRP78 levels or functionally inactivating it may be used as TMZ chemosensitizers (Wilke et al., 1994). Further, the level of GRP78 may be used as a predictor of malignant glioma aggressiveness and response to therapy. Other investigators have reported similar results in different malignancies. For example, elevation of GRP78 was shown to be correlated with lymph node metastasis and poor prognosis for patients with gastric carcinoma (Zhang et al., 2006). Increased GRP78 expression was also associated with the development of hormone refractory prostate cancer (Poottrakul et al., 2006). In breast cancer, the levels of GRP78 were found higher in malignant and lower in non-malignant breast lesions (Fernandez et al., 2000), and GRP78 was used as a predictor of breast cancer’s responsiveness to chemotherapy (Lee et al., 2006). The use of GRP78 as a novel predictor of malignant glioma aggressiveness should be further investigated. Our data correlating increased GRP78 levels with cell proliferation may be a
useful marker for response to therapy. Moreover, downregulation or inactivation of GRP78 (i.e., by EGCG) holds great promise for combination therapy with TMZ, as EGCG is a well-tolerated extract commonly found in green tea and is sold over the counter in vitamin stores. Future studies should examine the downregulation of GRP78 systematically in an in vivo setting with the ultimate goal of downregulating GRP78 levels in malignant gliomas and to determine if such downregulation results in increased response to TMZ.

The action of temozolomide (TMZ) is usually attributed to its ability to damage DNA (Ma et al., 2002). TMZ has been demonstrated to be effective in combination therapy with radiation (Stupp et al., 2005). Zhai et al. have reported that downregulation of GRP78 increased sensitivity of transformed human fibroblasts to UVC radiation (Zhai et al., 2005). This discovery might turn out very important for malignant glioma research if it turns out to be also true for ionizing radiation. Studies aimed at GRP78’s role in sensitivity to ionizing radiation should be undertaken in malignant gliomas.

In one of the studies described here we proposed two new possible candidates: celecoxib and DMC. An important clinical aspect of our study is the elucidation of the non-COX-2 mode of action of celecoxib. While the celecoxib molecule displays two separate functions, i.e., inhibition of COX-2 and induction of apoptosis, the DMC molecule is a “pure” apoptosis inducer that lacks coxib activity. While it shall remain undisputed that the inhibition of COX-2, as exerted by celecoxib, has clinically relevant anti-neoplastic applications, we propose that DMC might have antitumor effects in its own right—perhaps under conditions where the carcinogenic process is not dominated by elevated levels of prostaglandins. In this case, the absence of COX-2-inhibitory potential in DMC might turn out to be advantageous, as it is conceivable that the antitumor results might be achieved with less of the coxib-associated side effects. In terms of malignant glioma therapy, celecoxib and DMC’s effects should be further investigated in combination with TMZ, radiation, and other agents used against malignant glioma. TMZ, celecoxib, and DMC all induce ER stress but via different mechanisms. Therefore, combination of TMZ and DMC or celecoxib holds potential for clinical usage as we have previously demonstrated in preclinical models (Kardosh et al., 2004). In support of our data, a study of CXB and TMZ in patients with melanoma has shown a potential benefit of such combination therapy (Gogas et al., 2006). It is conceivable that adding a calcium-modulating drug like celecoxib or DMC to TMZ treatment might overwhelm the antiapoptotic arm of the ER (GRP78) and overcome such resistance leading to chemosensitization of glioma cells to TMZ. An animal study in a C6 glioma model has recently demonstrated a significant decrease in tumor size in the TMZ with celecoxib combination group as compared to TMZ alone (Kang et al., 2006). Celecoxib crosses the blood–brain barrier (BBB) and was previously used in studies involving glioma patients (Giglio and Levin, 2004; Levin et al., 2006). The ability of DMC to cross the BBB, a property necessary for every effective anti-brain tumor agent, has not been quantified. We are currently undertaking studies in animals aimed at
determining, at least indirectly, if DMC has the capacity to cross the BBB. The results of these studies will have to be further confirmed in human trials in the future.

Our demonstration that human immunodeficiency virus type-1 (HIV-1) protease inhibitors (PIs) can induce ER stress may also find clinical applicability in the treatment of malignant gliomas. While PIs have been developed to combat HIV, the treatment with ritonavir, indinavir, or saquinavir has had an unexpected additional consequence—the regression of Kaposi’s sarcoma and primary CNS lymphomas (Pati et al., 2002; Sgadari et al., 2002). Since then PIs have been evaluated in various other cancer models including hepatic carcinoma, multiple myeloma, and prostate cancer (Esposito et al., 2006; Ikezoe et al., 2004; Yang et al., 2005). The effects of PIs in malignant glioma have been unclear. In a study using an established glioblastoma cell line, ritonavir had in vitro effects but no effect was observed in vivo (Laurent et al., 2004). In our study, we demonstrated that nelfinavir and atazanavir inhibit proliferation and cause cell death in three different glioblastoma cell lines. We also documented that nelfinavir caused a significant decrease in U87MG tumor growth in a subcutaneous in vivo xenograft model. Thus we propose that PIs are potential candidates for malignant glioma treatment; however, the use of PIs in gliomas has a number of possible advantages and disadvantages. PIs are small molecules that should cross the blood–brain barrier (BBB) readily. They have already been demonstrated (albeit, indirectly) to have activity in the CNS, as the number of HIV patients with CNS lymphomas has decreased significantly since initiation of HAART (Sgadari et al., 2002). Ritonavir was shown to cross the BBB, and it achieved adequate concentrations in the CNS in an intracranial glioma model (Laurent et al., 2004). Measurements in cerebrospinal fluid (CSF) showed better CSF concentrations of nelfinavir, compared to saquinavir (Yilmaz et al., 2006). Whether the levels achieved in the CNS for nelfinavir or saquinavir would be sufficient for treatment of gliomas remains to be determined. PIs are oral agents, which are well tolerated, even by AIDS patients. Whether PIs can be used as a stand-alone agent is not known; combination therapy with other cytotoxic agents including TMZ is a possibility and should be explored. Furthermore, our data demonstrating that both nelfinavir and atazanavir are effective in glioma cell lines with different p53 and PTEN status are encouraging, as PIs may potentially be effective in treating all glioma patients, irrespective of their tumor’s genetic makeup (Gupta et al., 2005; Pajonk et al., 2002). The possibility of PIs as radiation sensitizers presents an intriguing treatment algorithm. In terms of side effects, PIs have minimal effect on induction of myelotoxicity. One commonly observed side effect of PIs, insulin resistance (Nolan, 2003; Rudich et al., 2005), may be explained by the fact that PIs induce ER stress which was recently linked to insulin resistance and diabetes (Ozcan et al., 2004, 2006). The development of insulin resistance may be problematic in brain tumor patients who are often on systemic steroids. Glucocorticoids, like dexamethasone (Decadron), which is often used in glioma patients, have been shown to increase blood sugar levels
(Hirsch and Paauw, 1997). Combination of decadron with PIs may be detrimental to glioma patients through its potential impact on blood glucose levels; how significant this elevation might be will need to be determined.

Finally, since celecoxib, DMC, and PIs all result in chemosensitization, it is possible to stipulate that tipping the balance in the ER toward death may in general have a chemosensitizing effect. For instance, radio-sensitization may occur because abrogation of protein synthesis, which has a general protective effect in ER stress, may have a deleterious effect when DNA repair is undertaken by the cell following radiation treatment. Such inhibition of protein synthesis (even though transient) may lead to the absence of synthesis of DNA repair proteins, which in turn may close the window of time allowed for the cell to recover. In such a way, a protective mechanism in the ER may tip the balance toward death in the nucleus or other parts of the cell. We show here that DNA-damaging agent TMZ causes stress in the ER. Similar effect was observed with a platinum compound cisplatin, which also causes DNA damage (Mandic et al., 2003). These two observations may suggest that DNA damage in itself may lead to ER stress. Such connection of the nuclear and ER processes should be investigated in greater detail.

43.8 Conclusion

We have demonstrated that modulation of ER stress is an important new treatment modality for malignant gliomas. We have reported recently that downregulation of GRP78 is associated with increased chemosensitivity to TMZ. Moreover, the use of celecoxib and DMC to modulate intracellular calcium levels to increase ER stress is a novel mechanism that may be further enhanced with more potent analogs of either drug. Our demonstration that protease inhibitors may be used to induce ER stress suggests that these agents may also be useful as potential combination agents with other chemotherapeutic agents. Lastly, we emphasize the importance of combination therapy, not only with other cytotoxic agents but with different pathways that affect ER stress.
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Chapter 44
Brain Cancer Stem Cells as Targets of Novel Therapies

Jennifer M. Atkinson, Richard J. Gilbertson, and Jeremy N. Rich

Abstract The cancer stem cell hypothesis posits that tumors are heterogeneous in their cell composition and contain a population of neoplastic cells that display sustained self-renewal, proliferative potential, and the capacity for tumor propagation. The significance of cancer stem cells in clinical practice remains undefined but laboratory studies have identified specific cancer stem cell signaling pathways and niches that may offer new therapeutic avenues. Characterizing cancer stem cells may also inform improved brain tumor prognosis and imaging.
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44.1 Introduction

Brain tumors comprise heterogeneous collections of cells that include small subsets that are strikingly similar to normal neural stem and progenitor cells. These so-called cancer stem cells (CSC) have the capacity to self-renew (generate identical daughter cells) indefinitely, undergo multi-lineage differentiation, and are both sufficient and required to propagate the disease as xenotransplants in immunocompromised mice. CSC have been variously termed tumor-initiating cells or tumor-propagating cells and are best defined through specific functional assays. The terminology engenders some confusion as the cell of origin is distinguished as the normal cell that undergoes malignant transformation. The tumor-initiating cell would presumably be the initial transformed cell but this term has been used for cells that propagate tumors. Since these cells are thought to drive tumor maintenance, spread, and resistance, they are emerging as an important focus in the development of new treatments.

44.2 Defining Cancer Stem Cells

Tumors, including those arising in the brain, are complex tissues that include a neoplastic compartment, associated vasculature, inflammatory cells, and reactive cellular and extracellular components (Furnari et al. 2007) (see also Chapters 21, 22, 31, and 48). Regional variance is also observed within the population of neoplastic cells and includes variable patterns of tumor cell differentiation, gene expression, and response to therapy. Studies conducted over the last several years in systemic cancers suggest that this heterogeneity may be explained by a hierarchal model of tumorigenesis (Lapidot et al. 1994; Bonnet and Dick 1997; Al-Hajj et al. 2003; Hope et al. 2004; Li et al. 2007; O’Brien et al. 2007; Ricci-Vitiani et al. 2007; Dalerba et al. 2007), known as the CSC hypothesis (Reya et al. 2001). This theory proposes that the neoplastic transformation of tissue-specific cells (that might include the stem or precursor cells themselves) results in the formation of a minority population of CSC that adopt or maintain a stem cell phenotype. CSC are thought to undergo asymmetric division that maintains the CSC fraction while generating a cellular hierarchy that includes the disease bulk and mimics partly the normal host tissue. CSC displaying these properties have been isolated from all major types of brain tumor including gliomas, medulloblastomas, and ependymomas (Ignatova et al. 2002; Hemmati et al. 2003; Singh et al. 2003; Galli et al. 2004; Singh et al. 2004; Yuan et al. 2004; Taylor et al. 2005).
Normal tissue stem cells are defined functionally by their ability to self-renew as well as generate the full cellular constituents of their host tissue (multipotency). For example, in the central nervous system (CNS), neural stem cells generate the oligodendrocytes, neurons, astrocytes, and ependymal cells that populate the brain (Uchida et al. 2000; Rietze et al. 2001; Sanai et al. 2004). Specialized culture systems have been developed that provide some measure of stem cell properties. In certain cell culture systems that lack serum but contain fibroblast growth factor (FGF) and epidermal growth factor (EGF), neural progenitor cells form three-dimensional non-adherent structures called neurospheres (Uchida et al. 2000). Of note, these culture conditions appear to maintain the gene expression profile of glioma cells better than serum-containing conditions (Lee et al. 2006). Complex neuronal processes may be formed in these structures and cultures may be assessed for self-renewal through the sequential clonal passage of neurospheres. Assessment of multipotency can be made by forcing the differentiation of these cultures and observing the cell phenotypes that form. However, caution must be exercised in interpreting the significance of sphere assays, which may be subject to tissue culture artifacts (Singec et al. 2006). The gold-standard assay of a normal tissue stem cell remains lineage tracing of those cells in vivo.

The requirements for identifying CSC are no less stringent and demand the demonstration that CSC are able and required to generate the entire tumor cell population in vivo. The current preferred assay for this purpose is the limiting dilution assay in which progressively smaller numbers of a defined fraction of tumor cells (usually sorted based on cell surface markers) are implanted in an orthotopic location to demonstrate the minimal number of cells required to form tumors (Singh et al. 2004). These results are usually contrasted with the numbers of marker-negative cells able (or not) to form tumors under identical conditions. A range of markers have been used to identify CSC and these vary between different tumors including breast (CD44+ and CD24–) (Al-Hajj et al. 2003), colorectal (CD133+) (O’Brien et al. 2007), ependymoma (CD133+, Nestin+, BLBP+) (Taylor et al. 2005), glioblastoma, and medulloblastoma (CD133+) (Singh et al. 2004). CD133 (Prominin-1) was initially discovered as an antigen on CD34+ hematopoietic stem cells (Yin et al. 1997), then was found to be useful in the isolation of neural stem cells (Uchida et al. 2000) and to isolate cancer stem cells from human brain tumors (Singh et al. 2004).

44.3 Signaling Pathways as Drug Targets in Cancer Stem Cells

Since CSC might be especially critical in the generation of tumors they offer an important new avenue of research in the hunt for new cancer treatments. Key signaling pathways essential for development and regulation of neural stem cell fate and differentiation – PTEN, Olig2, sonic hedgehog, Notch, Wnt, BMI-1, bone morphogenic proteins (BMPs), maternal embryonic leucine zipper kinase
Fig. 44.1 Key cancer stem cell signaling. Several regulatory pathways for cancer stem cells (CSC) have been elucidated. Notch binds to the Delta and Serrate ligands on adjacent cells. Epidermal growth factor and platelet-derived growth factor receptors (EGFR and PDGFR, respectively) may be activated by ligand or mutation to initiate tumors and promote CSC maintenance. A key intracellular pathway downstream from growth factor receptors is PI3K-Akt-mammalian target of rapamycin (TOR). PI3K signaling activates cell survival mechanisms in addition to promoting angiogenesis and invasion. The PTEN tumor suppressor is frequently mutated in gliomas and counteracts PI3K signaling. Patched receptors (Ptch) inhibit Smoothened (Smo) transmembrane proteins in the absence of the hedgehog ligands. If sonic hedgehog (Shh) is present (and binds Ptch) or Ptch receptors are not expressed due to mutations, Smo will signal unopposed to drive cellular proliferation through Gli proteins. Inhibitors to each pathway are shown. The ATP-binding cassette (ABC) transporters are expressed by many stem cells and may contribute to CSC chemoresistance.

(MELK) – have been shown to be active in brain tumors (Fig. 44.1). For example, a number of studies have highlighted considerable overlap between the gene expression signatures detected in human brain tumors (such as glioblastoma and ependymoma) and progenitor cells in the CNS (Taylor et al. 2005; Phillips et al. 2006). Examples include the transcription factor OLIG2 which promotes the proliferation of both neural progenitors and glioblastoma stem cells (Ligon et al. 2007). Better understanding of the mechanisms that regulate and dysregulate these signaling systems in normal and malignant neural stem cells, respectively, could lead to the development of effective therapeutic strategies.

44.3.1 Epidermal Growth Factor and PI(3)K Signaling

The epithelial growth factor receptor (EGFR) pathway is a key intracellular regulator that is upregulated in a number of human tumors including malignant
gliomas. Since EGF is required for cancer stem cells to grow as self-renewing, multipotent cultures in vitro (Lee et al. 2006), it follows that this signaling pathway is likely crucial for the maintenance of CSC. Indeed recent studies suggest that EGFR kinase inhibitors might suppress the proliferation and self-renewal of these cells, reducing the CD133$^+$ population by inducing apoptosis (Soeda et al. 2008). Erlotinib and gefitinib, both EGFR inhibitors, have been used clinically to treat brain tumors although only <20% of patients showed a response to these agents (Rich et al. 2004; Prados et al. 2006). The poor response to EGFR inhibitors observed clinically may be due to loss of the tumor suppressor PTEN which is frequently deleted or mutated in brain tumors and leads to PI3K activation, a downstream event in variant EGFR signaling. PTEN plays an important role in regulating neural progenitor cells and evidence suggests that PTEN negatively regulates neural stem cell proliferation by activating mTOR through the PI(3)K pathway (Groszer et al. 2001). Loss of PTEN, seen frequently in high-grade gliomas results in activation of mTOR, increasing translation of a range of proteins required for cell cycle progression. A number of clinical studies of rapamycin, sirolimus, and CCI-779 have been reported in high-grade glioma patients in either unselected cohorts or with defects in PTEN and all studies point to the need for combination therapy to achieve a significant clinical impact (Chang et al. 2005; Galanis et al. 2005; Reardon et al. 2006; Doherty et al. 2006; Cloughesy et al. 2008). Leukemic CSC display a specific dependence on PTEN activity and are sensitive to mTOR antagonists (Yilmaz et al. 2006) but glioma CSC appear less sensitive (Eyler et al. 2008).

### 44.3.2 Hedgehog Signaling

Sonic hedgehog (SHH) signaling that plays a central role in the formation of the cerebellar medulloblastoma (Goodrich et al. 1997; Vorechovskyý et al. 1997) has been demonstrated to be a critical regulator of granule neuron progenitor cells in the cerebellum (Wechsler-Reya and Scott 1999). Blockade of the SHH pathway in brain tumors can reduce sphere formation, deplete CD133$^+$ cells, reduce xenograft tumor take rates, and cure mice harboring $Pch1^{+/−}$ medulloblastoma suggesting a key role for this signaling pathway in the biology of cancer stem cells (Romer et al. 2004; Bar et al. 2007; Clement et al. 2007). Whilst the use of hedgehog signaling inhibitors has not yet reached the clinic there are a number of active drug discovery projects underway to identify agents which may affect this signaling pathway which would potentially be of therapeutic significance in brain tumors (Williams et al. 2003; Feldmann et al. 2008).

A number of other signaling pathways have been interrogated in brain CSC studies. Many of these are based on defined roles in normal stem cell biology, but others may be cancer specific.
44.3.3 Bone Morphogenic Protein Signaling

The BMPs induce neural stem cell differentiation and BMP receptor expression may be negatively regulated in glioblastoma CSC through epigenetic mechanisms (Lee et al. 2008). Further, emerging data suggest that BMPs may be useful for inhibiting brain CSC tumor growth through the induction of a differentiated state (Piccirillo et al. 2006).

44.3.4 Notch Signaling

The Notch signaling pathway is a highly conserved cell–cell communication pathway originally discovered due to the presence of notched wings in Drosophila mutants. There are four Notch proteins that are single-pass receptors for the Delta and Serrate ligands. Upon binding of Notch with the appropriate ligands, two sequential cleavage events of the Notch protein are required for the intracellular domain of Notch to become liberated and regulate transcription. The second Notch cleavage event is catalyzed by gamma secretase. Notch is frequently expressed by stem cells and by CSCs (Fan et al. 2006). Therefore, gamma secretase inhibitors (originally developed for Alzheimer’s disease) can attenuate Notch activity to decrease CSC function both in culture and in vivo (Fan et al. 2006). These inhibitors have entered into early clinical trials for a number of tumor types, primarily leukemias.

44.3.5 Platelet-Derived Growth Factor Signaling

The platelet-derived growth factor (PDGF) pathways can be activated in neural stem and progenitor cells to form gliomas (Dai et al. 2001; Jackson et al. 2006; Assanah et al. 2006). Imatinib mesylate targets several pathways including PDGF signaling and can inhibit glioma neurosphere growth in culture (Gal et al. 2008) but has demonstrated very limited efficacy in clinical trials, even in combination with cytotoxic therapies.

44.3.6 Additional CSC Regulators

Other CSC targets include maternal embryonic leucine zipper kinase (MELK), a serine–threonine kinase that regulates cell survival under stress (Nakano et al. 2008), and L1 cell adhesion molecule (L1CAM), a transmembrane cell adhesion molecule originally described as a promigratory molecule in the developing nervous system (Bao et al. 2008). Several additional selective therapies have been tested against brain CSC with preliminary evidence of activity, including AKT inhibitors (Eyler et al. 2008), the HSP90 inhibitor
17-AAG (Sauvageot et al. 2008), and cannabinoids (Aguado et al. 2007). In studies interrogating PI3K/AKT signaling, brain tumor stem cells display lower pathway activation but display greater sensitivity to PI3K and AKT inhibitors in induction of apoptosis and inhibition of invasion/motility (Eyler et al. 2008).

While a number of signaling pathways important in the regulation and survival of both neural and cancer stem cells have been identified, the specific role of these pathways and the true extent of how successful pharmacological intervention will be remain to be determined.

44.4 Targeting the Perivascular Stem Cell Niche

Stem cells reside within specialized microenvironments termed stem cell niches (Fuchs et al. 2004; Moore and Lemischka 2006; Scheres 2007). Stem cell niches are not merely repositories for stem cells, but are complex dynamic entities that actively regulate stem cell function (Scadden 2006). The central structural element of the neural stem cell niche is provided by capillaries that generate regulatory signals to influence neural stem cell fate (Leventhal et al. 1999; Palmer et al. 2000; Shen et al. 2004; Shen et al. 2008; Tavazoie et al. 2008). The precise cocktail of vascular-derived factors that regulate neural stem cells remains to be determined, but brain-derived neurotrophic factor (BDNF), vascular endothelial growth factor (VEGF) C, and pigment epithelium-derived factor (PEDF) are likely candidates (Li et al. 2006; Ramirez-Castillejo et al. 2006; Le Bras et al. 2006). This communication is not unidirectional, and there is evidence that stem cells can modulate the microenvironments that nurture and sustain them (Scadden 2006). For example, co-culture experiments have shown that neural stem cells can maintain brain-derived endothelial cells in culture and induce these to form vascular tubes. This appears to be mediated by VEGF and BDNF secreted from neural stem cells (Li et al. 2006).

As stem cell niches have such a crucial role in regulating stem cell self-renewal and fate, it is not surprising that these microanatomical units are emerging as participants in disease states. A series of recently published studies have shown that aberrant vascular stem cell niches, reminiscent of those observed in the normal brain, exist in glioblastoma and other types of brain tumor and support the CSC (Bao et al. 2006a, b; Calabrese et al. 2007).

Aberrant vascularity is a well-established feature of many brain tumors (Jain et al. 2007) and was presumed to be important for satisfying the voracious demands for nutrients of the rapidly growing tumor. However, the discovery of brain CSC and vascular stem cell niches in the normal brain suggests a further sinister role for the tumor vascular bed: the formation of abnormal stem cell niches that maintain the CSC. Evidence of a functional relationship between the tumor vasculature and brain CSC was first provided in a study showing that high-level production of VEGF by CD133 + human glioblastoma cells might
contribute to their tumor-generative capacity (Bao et al. 2006a, b). The authors demonstrated that freshly resected CD133\(^+\), but not CD133\(^-\), human glioblastoma cells readily formed highly vascular and hemorrhagic tumors in the brains of immunocompromised mice. Further, treating CD133\(^+\) glioblastoma cells with the VEGF-neutralizing antibody Bevacizumab blocked their ability to induce endothelial cell migration and tube formation in culture and to initiate tumors in vivo. Thus, similar to normal neural stem cells, glioblastoma stem cells appear to possess potent angiogenic properties and recruit vessels during tumorigenesis.

Although glioblastoma stem cells may recruit blood vessels, communication between these two elements should be bidirectional if capillaries participate in a cancer stem cell niche. Compelling data were provided showing that stem cells from a variety of brain tumors, including glioblastoma, are maintained within vascular niches that mimic the neural stem cell niche (Calabrese et al. 2007). They showed that CD133\(^+\), Nestin\(^+\) cells within sections of human glioblastomas, medulloblastomas, ependymomas, and oligodendrogliomas are located in close proximity to tumor capillaries. They then demonstrated that CD133\(^+\) and Nestin\(^+\) cells but not other cells isolated from these tumors interact intimately with the vascular tubes that are formed by endothelial cells in three-dimensional cultures. The self-renewal and proliferation of these CSC in culture were maintained by factors secreted by endothelial cells. Importantly, by co-transplanting brain tumor stem cells and endothelial cells into immunocompromised mice, the investigators showed that endothelial-derived factors also accelerate the initiation and growth of tumors in the brain. Similar perivascular tumor cell niches were subsequently described in mouse models of medulloblastoma (Hambardzumyan et al. 2008). The use of CD133 as a CSC marker is complicated by the presence of tumor propagation in CD133-negative cells (Beier et al. 2007; Ogden et al. 2008). CD133 is also regulated by the cell cycle (Jaksch et al. 2008) and through promoter methylation (Tabu et al. 2008; Yi et al. 2008).

The observation that brain CSC reside in perivascular niches raises the intriguing possibility that these malignant microenvironments might be targeted by antiangiogenic therapies. Clinical trials of the antiangiogenic drugs Bevacizumab, an anti-VEGF antibody (Vredenburgh et al. 2007a, b), and Cediranib (AZD2171), a small molecule inhibitor of the VEGFR signaling (Batchelor et al. 2007), have demonstrated encouraging efficacy in patients with glioblastoma (see also Chapter 30). This anti-tumor effect could be the result of ‘normalization’ of the tumor vasculature or depletion of the tumor blood supply that are proposed mechanisms of action of antiangiogenic drugs. However, the presence of a glioblastoma stem cell niche would imply that these drugs may function also to disrupt stem cell maintenance. In this regard, Bevacizumab depletes brain tumor blood vessels to cause a dramatic reduction in the number of CSC and inhibition of tumor growth (Calabrese et al. 2007). This treatment did not impact the proliferation or survival of most of the cells in the tumor, consistent with the speculation that the drugs might have specifically
acted on CSC. Similar data were obtained using a rat C6 glioma model, and these studies provided evidence that antiangiogenic strategies combined with conventional cytotoxic drugs might prove especially effective (Folkins et al. 2007).

44.5 Cancer Stem Cells and Niches in Therapeutic Resistance

44.5.1 Cancer Stem Cells Are Resistant to Conventional Therapy

Although radiation and cytotoxic chemotherapy remain the mainstay of brain cancer adjuvant treatments, these treatments fail to cure the majority of patients (Stupp et al. 2005). Many mechanisms may contribute to the development of therapeutic resistance including cell intrinsic factors, selection of resistant genetic subclones, and microenvironmental factors. Several groups have demonstrated that cells expressing stem cell markers are resistant to conventional cancer therapies (Eramo et al. 2006; Bao et al. 2006a, b; Liu et al. 2006; Blazek et al. 2007). If cancer is, as the cancer stem cell theory postulates (Reya et al. 2001), maintained by a small number of CSC characterized by low rates of division and proliferation, it is clear that therapies such as radiation and chemotherapy, which target rapidly proliferating cells, are likely ineffective at eradicating the tumor stem cell population. The rate of CSC proliferation in solid tumors remains to be determined. In addition to their quiescence, CSC may also be resistant to chemotherapy due to their enhanced capacity for DNA repair and ABC-transporter expression. One group found that CSC from gliomas display marked resistance to several chemotherapeutic agents including temozolomide, carboplatin, etoposide, and paclitaxel (Liu et al. 2006).

44.5.2 Cancer Stem Cells Express High Levels of ABC Drug Transporters

Both normal neural stem cells and CSC express high levels of (ATP-binding cassette) ABC drug transporters, which are transmembrane proteins that utilize ATP hydrolysis to transport substrates including drugs from the intracellular to the extracellular compartments. The transporters which have been most extensively studied in stem cells are ABCB1 which encodes p-glycoprotein and ABCC1 and ABCG2 which are the principle multidrug resistance genes in tumor cells and encode promiscuous drug efflux pumps which recognize both hydrophobic and hydrophilic agents (Dean et al. 2005). Knock-out mice lacking one of these transporters have normal stem cell compartments but crucially are more susceptible to cytotoxic agents such as vinblastine and topotecan suggesting a role for these proteins in protecting cells from toxins (Schinkel et al. 1994). The identification of potent, specific, and non-toxic inhibitors of
ABCB1, ABCG2, and ABCC1 is required in order to assess the feasibility of targeting drug efflux pumps to sensitize cancer stem cells to cytotoxic agents. This may of course be difficult to accomplish without destruction of normal stem cells that depend on the expression of transporters to survive drug therapy, such as those in the hematopoietic system. It must not be forgotten that stem cell-driven tissue repopulation is found not only in tumors but also in regrowth of normal tissues including the bone marrow, gastrointestinal tract, and hair follicles. It remains to be seen for both targeting of drug transporters and signaling pathways whether a sufficient therapeutic window exists between normal stem cells and CSC. It is also important to consider that the role of CSC in tumor resistance has not been validated in human brain tumor subjects and that any agent to be utilized in the management of brain tumors must be able to permeate though the blood–brain barrier.

44.5.3 Cancer Stem Cells Have Augmented DNA Damage Repair Capacity

While the high expression of ABC-transporters by cancer stem cells could render them insensitive to cytotoxics, the DNA repair capacity of cells is also likely to play a role in their resistance to chemotherapy and radiotherapy. Preclinical glioma models have been used to demonstrate that CSC (identified as human glioblastoma-derived CD133⁺ populations) preferentially activate DNA damage checkpoint responses and have an increased capacity for DNA repair, relative to CD133⁻ glioma cells (Bao et al. 2006a, b). Radiation of glioma cells in culture and in allograft models resulted in an enrichment of the CD133⁺ cell population, which demonstrated high-level repair of radiation-induced DNA damage relative to CD133⁻ cells. Furthermore, this radioresistance of CD133⁺ cells could be reversed with a specific inhibitor of Chk1 and Chk2 kinases, suggesting that therapeutic strategies targeted toward DNA damage checkpoint response may sensitize cancer stem cells to radiotherapy. It is currently unclear if mechanisms of cancer stem cell therapeutic resistance are shared across cancer types. Indeed if the cell of origin varies among and between brain tumors, it is probable that the response to therapy of CSC will vary accordingly.

44.5.4 The Perivascular Niche Contributes to Cancer Stem Cell Resistance to Therapy

Recent data have also implicated the perivascular CSC niche in the resistance of brain tumors to conventional therapies (Hambardzumyan et al. 2008). Using a number of mouse models of medulloblastoma this study demonstrated that the great majority of proliferating cells in brain tumors undergo radiation-induced,
p53-dependent apoptotic cell death. In contrast, the fraction of nestin-expressing perivascular CSC survive radiation, activate PI3K/Akt pathway, undergo p53-dependent cell cycle arrest, and re-enter the cell cycle 72 hours later. Remarkably, inhibition of Akt signaling sensitized these cells in the perivascular region to radiation-induced apoptosis. Therefore, these data implicate the CSC niche in promoting therapy resistance and suggest that appropriate molecular therapies might circumvent this clinical problem.

### 44.6 Cancer Stem Cells as Markers of Prognosis

Oncologists have difficulties in predicting individual patient survival because apparently identical cancers can behave with strikingly different outcomes. Current prognosis (and thus clinical management) of brain tumor patients utilizes patient characteristics (age, performance status, etc.) and tumor characteristics (histology, grade, extent of resection, and presence of metastasis in some tumor types). To date, molecular testing of tumor specimens has contributed only modestly to brain tumor patient management. If CSC contribute disproportionately to the progression of cancer, then these cells might offer a more accurate indicator for predicting outcome. Encouragingly, a recent study found that CSC gene expression profiles derived from breast cancers predicted patient survival, perhaps indicating that CSC prevalence can dictate both gene expression and tumor growth (Liu et al. 2007). While similar studies are not yet published in brain tumor patient populations, studies have found that the percentage of glioblastoma cells that express CD133, a potential glioma stem cell marker, correlates with patient survival and risk of tumor regrowth (Zeppernick et al. 2008; Beier et al. 2008). It remains possible that prognostic models may be strengthened if cancer stem cell populations are directly characterized. Characterizing cancer stem cells at diagnosis and during treatment may yield novel cancer markers that more closely predict the clinical course of cancer patients.

### 44.7 Imaging of Cancer Stem Cells

Current imaging techniques utilized in brain tumor patient management frequently quantify tumor burden indirectly through edema, vascular integrity (i.e., contrast enhancement), or metabolic activity. The newfound importance of CSC in tumor growth suggests that the development of novel imaging modalities to visualize these cells non-invasively in patients is a priority. Small numbers of brain tumor cells present formidable challenges to detect in live subjects. As brain tumor stem cells may occur at low density and exhibit early propensity toward dissemination (a key behavior of brain tumors that underlies the need to identify these cells), imaging cancer stem cells is likely to present
severe technical challenges. Potential methodologies under development for cancer stem cell identification are based on the expression of specific channels/pumps (e.g., the side population), enzymatic activity (aldehyde dehydrogenase, ALDH), or marker expression. As these aspects may be shared with normal stem cells, interpretation of CSC imaging modalities will face anatomic restrictions near high-density areas of normal stem cells. CSC imaging may have implications in the evaluation of clinical outcome. The FDA has required improved survival as the endpoint for approval of most cancer therapies. Surrogate endpoints, such as radiographic tumor response, are attractive for clinical trials, but tumor response (i.e., shrinkage of tumor) may not correlate with overall survival (Sorensen et al. 2008) (of note, progression-free survival is a better predictor of survival) (Lamborn et al. 2008). Non-stem tumor cells account for the bulk of the tumor and may display preferential sensitivity to some cancer therapies while CSC may represent restricted subsets of tumor populations but contribute to tumor progression and recurrence – and thus, tumor lethality. Based on this model, the majority of the tumor may respond to treatment, but survival may be determined by the residual CSC. If this assumption is correct, imaging of CSC becomes of even greater importance.

44.8 Perspectives

Although the concept of brain tumor heterogeneity dates back at least to Bailey and Cushing in the 1920s, the CSC hypothesis in neuro-oncology has only gained attention very recently. It remains to be seen how CSC and stochastic models of tumor initiation and progression will be integrated to improve our understanding of brain tumor biology. Many unresolved questions must be answered in the CSC field. The true frequency of CSC is uncertain. Because the current definition of CSC is functional, the relative fraction of CSC may change as the assays currently used are improved. For example, tumor formation assays will change as new immunocompromised models are developed with additional conditioning of the microenvironment (including humanized surrounding cells). The current CSC marker panel needs improvement. Only a subset of marker-positive cells are functional CSC and some tumors have CSC despite an absence of CSC markers. Other researchers argue that CSC are still an unproven entity and may be a product of the weakness in our cancer models. If CSC are more fully validated in human tumors, many more studies will be required to better understand how CSC are formed and maintained with a hope to identify potential therapies against this tumor compartment. Implicit in the selection of CSC targeting is a desire to minimize toxicity against normal stem cells. We remain ignorant of the role of some organ-specific stem cells in adults, e.g., neural stem cells. However, it is hoped that the CSC hypothesis will inform improved brain cancer diagnosis, prognosis, and therapy.
44.9 Summary

Brain tumors are formed from heterogeneous neoplastic cells as well as immune, neural, and vascular components. New models of tumor initiation and maintenance suggest that tumor cells may variably contribute to tumor biology. Cancer stem cells (CSC) are tumor populations with shared characteristics with adult stem cells, including sustained self-renewal, proliferation potential, and differentiation. CSC are currently defined through functional assays but cell surface markers have been identified that can prospectively enrich for CSC from tumors. These advances have permitted the direct study of CSC with resulting insights of CSC resistance to therapy and promotion of angiogenesis. Not only are CSC signaling pathways becoming elucidated but CSC also reside in specific physiologic niches that are essential for tumor growth. Therefore, it may become possible that the study of CSC will provide improved brain tumor therapy.
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Chapter 45
The Use of Retinoids as Differentiation Agents Against Medulloblastoma

Matthew Wortham and Hai Yan

Abstract Medulloblastoma (MB) therapy—resection, chemotherapy, and radiation—results in admirable survival rates (70–85% 5-year survival of medium- to high-risk cases) but unacceptable chronic toxicities, including endocrine dysfunction and cognitive impairment. The limited efficacy of the current therapeutic regimen may be linked to the recently discovered MB cancer stem cells, which may regenerate tumors after bulk mass reduction. Nonetheless, the discovery of tumor stem cells as a new target has suggested a potential new approach for improving upon conventional cytotoxic chemotherapy. Differentiation agents that would specifically target tumor stem cells without being universally cytotoxic to proliferating cells could reduce systemic toxicity as well as deplete cell populations responsible for tumor maintenance. All-trans retinoic acid (ATRA) is the first and only differentiation agent that has proven effective in the clinical setting, inducing a 90% remission rate of acute promyelocytic leukemia (APL) when used as adjuvant to chemotherapy. Retinoids have also proven effective against a large fraction of MB cell lines and primary tumors. MB is an embryonal tumor that, like APL, relies upon the circumvention of endogenous differentiation pathways for tumorigenesis. Retinoid resistance in some MB cell lines has hindered its development as a universally applicable therapeutic. It has been shown that retinoid-resistant cell lines can be responsive to downstream targets of retinoid activity, suggesting that retinoid resistance occurs via disruption of upstream components of the pathway. Functional intermediates of retinoid activity have been identified; however, the ultimate targets of such intermediates remain elusive. Some studies have shown that retinoids exert their antitumor effect against MB in part by inducing Bmp2 production and subsequent activation of the TGFβ pathway. Other studies have demonstrated that ATRA silences the OTX2 oncogene, whose expression correlates with ATRA responsiveness of MB cell lines. Alternative pathways
accounting for the full effect of retinoids against MB (independent of Bmp2 and OTX2) as well as final targets of known pathways have yet to be identified. Delineation of the pathways through which ATRA exerts its pleiotropic effects could reveal potential therapeutic targets that recapitulate differentiation or apoptosis in both retinoid-sensitive and retinoid-resistant cell lines and thus serve as a more broadly applicable therapy.

45.1 Introduction—Medulloblastoma (MB) as a Lapse of Proper Development

The majority of tumor types develop from clonal expansion of cells that have undergone a succession of highly improbable initiator and promoter mutations over time, ultimately inactivating sufficient regulatory pathways to acquire oncogenic properties (Vogelstein and Kinzler 1993). However, some tumors predominantly manifest at younger ages, violating the paradigm that cancer incidence as a whole increases with age due to the requirement for multiple, rare events. Such pediatric tumors are considered developmental aberrations, and the progenitor cell lineages from which these tumors originate are presumably more susceptible to transformation than their differentiated counterparts (Grimmer and Weiss 2006; Wechsler-Reya and Scott 2001). MB is one such disease, manifesting as a tumor of the cerebellum and occurring in children at a peak age of 7 (Louis et al. 2007). The theory that progenitor cells are uniquely susceptible to tumorigenesis has been
demonstrated in one subset of MBs that are induced by aberrant activation of the Sonic Hedgehog (Shh) pathway. In this model, mice harbor a heterozygous deletion of the ptc1 gene, whose product antagonizes oncogenic Shh signaling, and 7.7% develop MB (Pazzaglia et al. 2002). Irradiation of these mice during cerebellum development (P4) increases MB incidence to 51%, while this treatment has no such effect in adult mice.

It should not be surprising that progenitor cells are particularly amenable to taking on oncogenic properties. Indeed, in order for a terminally differentiated cell to transform, it must take on many properties of progenitor cells, such as cell cycle entry, self-renewal, loss of lineage-specific markers, and, in metastatic tumors, the ability to migrate and survive in the absence of tissue architecture. Accordingly, a progenitor cell that is already self-renewing and capable of migration would require perturbation of fewer pathways to acquire oncogenic properties (Fan and Eberhart 2008). Thus, it is conceivable that during particular intervals of development, the disruption of the specific signal(s) that direct the transition from a progenitor to a terminally differentiated cell would greatly accelerate tumor promotion. Sustained proliferation naturally increases the probability of mutations, which are particularly risky in cells requiring fewer subsequent “hits” for transformation.

Much of what is known about cerebellar development has been gleaned from studies of MB which are currently classified by histology (Louis et al. 2007). Classic MBs are composed of tightly packed cells of dense nuclei and limited cytoplasm and are typically of neural differentiation. Desmoplastic/nodular MB is characterized by neurally differentiated nodules surrounded by dense, reticulum-interwoven proliferative cells. Anaplastic MB is the most aggressive and least treatable form, identified by the presence of nuclear heterogeneity, cell wrapping, and high indices of apoptotic and mitotic activities. Based upon morphology, gene expression data, and animal models of tumorigenesis, mounting evidence suggests that different classes of MBs arise from different cell origins. Thus, transformation of particular cell lineages may ultimately dictate the morphology and gene expression patterns of the resulting tumor (Gilbertson and Ellison 2008).

45.1.1 Normal Cerebellum Development

To understand the developmental programs that go awry during MB tumorigenesis, it is important to comprehend the networks regulating proper cerebellum development. The mature cerebellum develops via a network of morphogens and growth factors coordinating the fate and function of three main lineages (Gilbertson and Ellison 2008). First, at E10.5–E12.5, glutamatergic progenitors arise from the rhombic lip and migrate rostrally to form deep nuclei neurons. Subsequently, GABAergic neuron precursors arise from progenitor cells at the roof of the fourth ventricle. This lineage then migrates deep into the cerebellum and will ultimately form Purkinje cells, Golgi neurons,
internurons, and the deep nuclei. Bone morphogenic proteins (Bmps) produced by GABAergic progenitors target progenitor lineages of the rhombic lip to induce production of granule cell precursors (GCPs). GCPs then migrate to the outer edge of the developing cerebellum to form the external granular layer at birth. At this stage, Purkinje neurons adjacent to the external granular layer produce high levels of the morphogen Shh, which drives GCP proliferation. From birth to P21, GCPs undergo waves of proliferation, cell cycle exit, and inward migration, ultimately constituting a large proportion of cerebellar gray matter (Wechsler-Reya and Scott 2001). At P21, cells of the external granular layer have completely migrated inward, composing the internal granular layer adjacent to the Purkinje cell layer. In the adult, cerebellar tissue replenishment may occur via stem cells of the white matter that are capable of differentiating into multiple CNS lineages (Lee et al. 2005).

45.1.2 Mice with Dysregulated Shh Signaling Develop Desmoplastic/Nodular MB

The identification of an increased incidence of MBs in patients with Gorlin’s syndrome, caused by germ-line mutations of the PTCH1 gene (Gorlin 1987), first revealed that the cerebellum is exquisitely sensitive to tumorigenesis driven by dysregulated Shh signaling. Mice with heterozygous deletion of ptc1 develop MBs resembling human desmoplastic/nodular MB at an incidence of 7–14% (Goodrich et al. 1997; Hahn et al. 1998). Low penetrance of this phenotype suggests that although these mice are genetically susceptible to MB, subsequent events, including silencing of the remaining ptc1 allele (Oliver et al. 2005), are required for transformation. Indeed, a large proportion of mice that do not develop MB have sustained ectopic populations of proliferating granule cell precursors that resemble early neoplastic lesions. Transgenic mice expressing constitutively active Smoothened (which is normally inhibited by the ptc1 gene product) in GCPs develop MBs at a frequency of 48% with one copy (Hallahan et al. 2004) or 94% with two copies (Hatton et al. 2008). Furthermore, inactivation of ptc1 gene function is a frequent secondary event in mouse models of anaplastic MB (Zindy et al. 2007; Shakhova et al. 2006).

Mutations of the Shh pathway regulators PTCH1 and SUFU have been identified in a subset of sporadic desmoplastic/nodular MBs exhibiting similar gene expression patterns indicative of Shh activation (Thompson et al. 2006). That study implicates Shh activation in 20% (9/46) of sporadic MBs.

45.1.3 Wnt Pathway Activation in Classic MBs

Mutation analysis of primary human tumors has implicated dysregulation of the Wnt pathway in classic MBs. Wnt signaling is required for proper cerebellum development. Deletion of β-catenin in nestin-expressing cells at E14.5 in mice results in premature commitment of multipotent cells and ultimately a
failure to form the cerebellar vermis (Schuller and Rowitch 2007). A subset of classic primary MBs that exhibited similar gene expression patterns was found to have CTNBB1 mutations and enhanced Wnt pathway target signatures (Thompson et al. 2006); this subset accounted for 13% (6/46) of MBs studied. Classic MBs generally do not express GCP lineage markers (Buhren et al. 2000), and Wnt pathway activation does not enhance proliferation in GCPs, which suggests that classic MBs deficient in Wnt regulation arise from a cell of origin distinct from GCPs (Gilbertson and Ellison 2008). The ability of Wnt activation to transform other cerebellar lineages, such as GABAergic precursors and white matter stem cells, remains to be determined.

45.1.4 Notch Amplification and Overexpression in MBs

The Notch2 gene has been shown to be amplified in 15% of MBs (Fan et al. 2004) and is also involved in gliomagenesis (see Chapter 44). Notch is required for the maintenance of neural progenitors during development (Swiatek et al. 1994; de la Pompa et al. 1997). In the cerebellum, Notch activity is detected in the key germinal centers, the ventricular zone (Gaiano et al. 2000) and the rhombic lip (Machold et al. 2007). Overexpression of Notch results in sustained neural progenitor populations (Gaiano and Fishell 2002), and Notch activation promotes proliferation and inhibits differentiation of GCPs (Solecki et al. 2001). Notch signaling is required for the maintenance of CD133+ stem-like cell populations in MB cell lines, whereas some cell lines apoptose or differentiate in response to Notch inhibition (Fan et al. 2006). Finally, Notch pathway activation is induced by constitutive Shh signaling (Hallahan et al. 2004).

45.1.5 OTX2 Amplification and Overexpression in Anaplastic MBs

Orthodenticle homolog 2, or OTX2, has been identified by digital karyotyping, SNP array, and FISH to be the most frequently amplified gene in MBs (Taylor M, personal communication). OTX2 exhibited copy number gain in 20% of MB samples (out of 11 cell lines and 201 primary tumors), and it was overexpressed in 67% (73/109) of primary MB samples (Taylor M, personal communication). In addition, OTX2 amplification was associated with the anaplastic subtype of MBs, being overexpressed in 93% (14/15) of primary anaplastic tumors and in 20% (2/10) of tumors of other histological subtypes (Di et al. 2005; Yan H, unpublished results). OTX2 is a homeobox transcription factor vital to anteroposterior patterning of the early embryo, development of the eye, regionalization of the midbrain/hindbrain threshold, and subsequent development of the cerebellum (Matsuo et al. 1995; Acampora and Simeone 1999; Broccoli et al. 1999; Vernay et al. 2005). Homozygous deletion of OTX2 in nestin-expressing cells results in posterior truncation of the cerebellum as well as development of an ectopic cerebellar structure anterior to the cerebellum proper (Vernay et al. 2005). Functional studies support an oncogenic function of OTX2: forced OTX2 expression is sufficient to
drive MB cell line proliferation, and OTX2 is required for the survival of OTX2-expressing MB cells (Yan H, unpublished results). In addition, ChIP-chip promoter arrays, in which DNA fragments bound by OTX2 in an MB cell line were quantified by microarray hybridization, revealed that OTX2 predominantly regulates genes involved in proliferation, cell cycle, and differentiation. siRNA knockdown of OTX2 inhibits proliferation and anchorage-independent growth of OTX2-expressing MB cell lines, resulting in apoptosis or differentiation (Yan H, unpublished results).

45.2 Endogenous Retinoid Function

45.2.1 An Introduction to Retinoid Metabolism and Signal Regulation

Retinoids comprise a class of natural and synthetic derivatives of vitamin A, of which all-trans retinoic acid, or ATRA, functions as the endogenously produced, active form. Retinoids play vital roles in development, gametogenesis, and phototransduction (Niederreither and Dolle 2008). They are derived from dietary carotenoids, which are abundant in cruciferous vegetables. Hepatic stellate cells are the site of retinol storage in the adult, maintaining retinyl esters within lipid droplets to be hydrolyzed and released to maintain 1–2 μM serum retinol concentrations (Blomhoff and Blomhoff 2006). Retinol can cross the plasma membrane from the circulation to enter the cytoplasm. Within cells, retinol is oxidized to retinaldehyde (retinal) by alcohol dehydrogenases (Adh1-4), which collectively are expressed in all tissues. Retinal is oxidized again to ATRA, its biologically active metabolite, by Raldh enzymes (Raldh1–4). Raldh2 is expressed dynamically and specifically in the developing embryo, regionalizing endogenous retinoid signaling during development (Niederreither et al. 1999). ATRA catabolic enzymes (CYP26A1, CYP26B1, and CYP26C1) are also dynamically expressed, providing regulation of retinoic acid activity at the cellular level. Collectively broad expression of retinoic acid receptor (RAR) isoforms suggests that retinoid signaling is not regionalized by expression of its receptors. Hence, the activity of retinoids is mainly controlled by (1) the synthesis of ATRA from retinol, which is maintained at 1–2 μM in the serum, and (2) the degradation of ATRA within cells by expression of catabolic enzymes.

45.2.2 Retinoids Function by Activating Ligand-Activated Transcription Factors

Retinoids exert their effects through the nuclear receptors RAR and the retinoid X receptor (RXR), which function as heterodimers bound to DNA. RAR and RXR belong to the steroid hormone nuclear receptor superfamily
R and RXR are both expressed as three subtypes, α, β, and γ, each of which has unique spatiotemporal expression patterns (Germain et al. 2006b; Germain et al. 2006a). Knockout of individual RAR or RXR subtypes in mice does not result in overt phenotypes (Mark et al. 2006), which suggests for some level of functional redundancy among receptor subtypes. However, the identification of more subtle phenotypes, such as altered drug metabolism in hepatocyte RXRα knockout mice (Wan et al. 2000), suggests that phenotypes of knockouts may be concealed in the conventional laboratory animal environment. As this review is not intended to discuss functional differences among retinoid receptor subtypes, RAR and RXR subtypes will hereafter be collectively referred to as RAR and RXR, respectively. The main pathway through which endogenous ATRA functions is activation of RAR/RXR heterodimers by binding to the RAR ligand-binding domain (Germain et al. 2006a). RAR/RXR heterodimers bind DNA on retinoic acid response elements [RAREs, direct repeats of (A/G)G(G/T)TCA separated by 1, 2, or 5 nucleotides] in the absence or presence of ligand. When unbound by ligand, RAR and RXR recruit corepressors such as NCoR and SMRT, as well as HDACs, to inhibit transcription. Ligand binding induces the dissociation of corepressors and recruitment of coactivators, such as p300/CBP and HATs, to activate transcription of target genes. By repressing transcription in the absence of ligand and activating transcription in the presence of ligand, nuclear receptors exert a dynamic range of control upon target genes.

### 45.2.3 Endogenous Function of Retinoids During Embryonic Development

ATRA signaling plays vital roles in the regionalization of the early embryo and in coordinating differentiation of progenitor cells during organogenesis (Reviewed in: Niederreither and Dolle 2008). ATRA is also involved in eye development and in establishing germ cell meiosis cycles. The diversity of ATRA function is a result of signal cooperativity between ATRA and other morphogens acting upon target cells; the response depends upon the integration of signals of variable intensity as well as the responsive pathways present in the target cell. Knockout of Raldh2 is lethal to the mouse embryo, and knockdown of combinations of RAR subtypes results in an assortment of developmental defects (Niederreither et al. 1999; Mark et al. 2006). Teratogenicity experiments reveal that mislocalized or excessive ATRA exposure interferes with proper development, most notably resulting in caudalization of the neural tube (Niederreither et al. 2008).

The mechanistic rationale for investigating antitumor effects of retinoids stems from the well-established function of ATRA serving as a differentiation signal for a variety of target sites during development. The role of ATRA at the retreating edge of the primitive streak is a well-characterized example of
ATRA-induced differentiation during vertebrate development (Niederreither et al. 2008). During early somitogenesis, the edge of the retracting primitive streak marks a mutual boundary of fibroblast growth factor 8 and ATRA production, which induce “stemness” and differentiation, respectively. ATRA is particularly vital to neural differentiation, as quail embryos deficient in vitamin A exhibit markedly reduced neurofilament staining (Maden et al. 1996). Additionally, *Xenopus* embryos expressing a dominant negative RARz also exhibit diminished populations of primary neurons (Blumberg et al. 1997), whereas forced expression of RARz/RXRβ results in ectopic neuron populations (Sharpe and Goldstone 1997).

ATRA is a remarkable differentiation agent of cultured multipotent cells, including embryonal carcinomas, stem cells, teratocarcinomas, and neuroblastomas (Edwards and McBurney 1983; Maden 2001). The concentration of ATRA exposure dictates the lineage induced, ranging from cardiac and skeletal muscle to neurons and glia. Differentiation treatment of a single multipotent culture can produce a variety of cell types within the lineage, as neuron-differentiating populations generate a diverse population of neurons, each responsive to different neurotransmitters (Berger et al. 1997).

Microarray analysis of differentiating embryonal carcinoma cells has revealed potential functional targets (79 upregulated and 10 downregulated genes) of ATRA-induced differentiation (Satoh and Kuroda 2000). A multitude of publications have functionally characterized such genes as those whose ATRA-induced regulation partially mimics the ATRA effect (Maden 2001). Accordingly, ATRA activates many parallel pathways that each contribute to collectively induce differentiation. Such targets represent a variety of gene products, including transcription factors, cytoskeletal proteins, and signaling molecules.

### 45.2.4 A Focus upon ATRA Function in Cerebellar Development

Recent studies suggest that ATRA may play a role in the development of the cerebellum, in particular on granule cell migration and neurite outgrowth (Yamamoto et al. 1999). Endogenous ATRA is synthesized in the meninges adjacent to the cerebellum as well as in the choroid plexus of the fourth ventricle under the regulation of Raldh2 expression, peaking just before birth and again just after birth (Yamamoto et al. 1996; Zhang et al. 2003). Interestingly, neurite extension can be induced by ATRA treatment of explanted embryonic rat cerebellum, and co-culture with the choroid plexus induces the same effect. The importance of ATRA to regionalization and development of prospective brain structures, including the cerebellum, has precluded study of the effect of ATRA-signaling deficiency in cerebellar development. Administration of ATRA to neonatal rats at birth results in ectopic undifferentiated granule cell precursors in the molecular layer (Yamamoto et al. 1999). Although teratogenic
effects of morphogens are frequently the result of a disrupted signaling gradient at sites of endogenous morphogen activity, a role for ATRA in the development of cerebellar architecture in vivo has not been conclusively demonstrated.

45.3 Therapeutic Application of Retinoids

45.3.1 A Link Between Vitamin A Deficiency and Cancer

Evidence for the potential role of vitamin A in cancer prevention comes from three main findings—first, that VAD (vitamin A-deficient) mice have higher rates of spontaneous and carcinogen-induced tumors (Saffiotti et al. 1967); second, that epidemiological studies have identified an inverse correlation between vitamin A/β-carotene intake and cancer incidence (Bjelke 1975; Szarka et al. 1994); and finally, that dosing of adult mice with vitamin A at supraphysiological levels reduces the incidence of carcinogen-induced tumors (Bollag 1972; Sporn et al. 1976; Harisisiadis et al. 1978). Unfortunately, clinical trials utilizing β-carotene for chemoprevention have generally been unsuccessful at replicating the effects found in animal models, so the potential of vitamin supplementation as a chemopreventive is uncertain (Vainio 2003). However, metabolites and derivates of β-carotene have shown promise as chemopreventive agents, as summarized in Table 45.1.

The importance of properly regulated retinoid signaling is clearly demonstrated by the tumorigenic effect of RARα dysfunction in acute promyelocytic leukemia (APL) due to fusion between RARα and PML genes (de The et al. 1990). RARα fusion results in the constitutive recruitment of corepressors at RARE sites on DNA, resulting in the negation of retinoid signaling effector gene expression at physiological retinoid levels and thus failure to induce cellular differentiation.

The well-established differentiation effect of ATRA may be the underlying molecular mechanism explaining improved survival in tumor prevention studies, as forced differentiation of early neoplasms would presumably reduce their likelihood to progress into full blown tumors. Vitamin A deficiency may not be clinically relevant in developed countries; however, three million preschool-aged children worldwide show clinically deficient levels (Clugston et al. 1995). In addition to systemic deficiency in vitamin A levels leading to a lack of RAR differentiation signals, tumors can locally evade the action of retinoids. The circumvention of retinoid signaling specifically in tumors has been shown to occur via upregulation of ATRA catabolic enzymes (Shelton et al. 2006) and reduced ATRA levels (Pasquali et al. 1996; Guo et al. 2001) as well as down-regulation of retinoid receptors (Sun and Lotan 2002). These findings have therapeutic implications for tumors that have circumvented ATRA signaling, as targeting intact downstream components of the pathway could induce differentiation in otherwise resistant tumors.
45.3.2 Clinical Application of Retinoids

In the clinical setting, retinoids have shown promise in chemoprevention, adjuvant treatment, and as a primary therapy (in combination with other agents) against a variety of tumors (Table 45.1). APL treatment is the model example of successful tumor differentiation therapy. Treatment of APL
patients with pharmacological levels of ATRA results in activation of the PML/RARα protein chimera, and combination of ATRA treatment and chemotherapy results in full remission of 90% of patients (Fenaux et al. 1995). Retinoids have also proven clinically effective against neuroblastoma, a poorly differentiated pediatric tumor related to MB that arises from primitive undifferentiated cells derived from the neural crest (Louis et al. 2007). Treatment of pediatric neuroblastoma patients with 13-cis retinoic acid (13-cis RA) after surgical resection, radiotherapy, and either autologous bone marrow transplant or chemotherapy increased 3-year event-free survival from 29 ± 5 to 46 ± 6%, with a low frequency (2%) of skin toxicity as the most common side effect (Matthay et al. 1999). The most positive responses were seen in patients with minimal residual disease, which suggests that retinoids could prevent expansion of micrometastases and tumor remnants after initial tumor mass reduction. Indeed, a survey of clinical results (Table 45.1) leaves the impression that retinoid therapy is most effective in the context of minimal disease.

Development of synthetic retinoids such as 13-cis RA for clinical application is a result of the discordance between achievable serum ATRA concentrations (0.1–1 μM) and optimal ATRA activity in vitro (5–10 μM). Phase I trials utilizing 13-cis RA have achieved serum concentrations of 7 μM in pediatric neuroblastoma patients (Khan et al. 1996). Compared to ATRA, 13-cis RA has a lower affinity for RAR and is less effective than ATRA against APL cell lines, leading some groups to propose that 13-cis RA functions as a prodrug to all-trans RA (Reynolds 2000), being metabolized within cells to ATRA. Accordingly, the following discussion of ATRA activity against MB cell lines at concentrations beyond those clinically achievable for ATRA reflects a potential for 13-cis RA to emulate such effects, which have been described in preclinical studies of medulloblastoma xenografts (Hallahan et al. 2003, described below).

### 45.3.3 Mechanisms of Retinoid Antitumor Activity

In vitro studies of retinoid activity against a variety of tumors have identified three main responses of tumor-derived cell lines: differentiation, growth inhibition, and apoptosis. Retinoids are active against a diversity of tumor types, and the pathways involved vary considerably. It is likely that cell type of origin dictates the mechanism of tumor response, as literature reviews reveal that tumors of epithelial origin (breast carcinoma, squamous cell carcinoma, lung carcinoma) activate distinct pathways following retinoid treatment relative to those originating from cells derived from the neural crest (neuroblastoma and melanoma; Niles 2004). Altogether, retinoids have been shown to modulate their effects via a tremendous diversity of signaling pathways, including ERK1/2, JNK, PI3K, PKC, AP-1, TGFβ, p38 MAPK, TNFα, Wnt, Notch, and Shh. Furthermore, retinoids have been shown to affect the cell cycle by directly modulating expression and activity of cyclins, cyclin-dependent kinases.
(CDKs), and CDK inhibitors (Ink4a family and Waf/Cip family), and retinoids can modulate the apoptotic response via upregulation of caspases (Garattini et al. 2007). The differentiation effect of ATRA upon neuroblastomas is similar to that on embryonic carcinoma and embryonic stem cells (described below), and it is possible that analogous genes may be activated in other tumors that differentiate in response to ATRA.

45.3.4 Retinoid Therapy Targets Pathways Implicated in MB Tumorigenesis

The standard of care for medium- to high-risk pediatric MB is resection followed by craniospinal radiation and cyclophosphamide-based chemotherapy (Gajjar et al. 2006; Gajjar 2008) with admirable 5-year overall survival rates for both medium-risk (85%) and high-risk (70%) cases. However, such treatment results in significant cognitive impairment (Hoppe-Hirsch et al. 1990; Ris et al. 2001) and endocrine defects (Xu et al. 2004). Indeed radio- and chemotherapy generally targeting proliferating cells invariably exert off-target effects and may not deplete cancer stem cell populations. Tumor stem cells uniquely resistant to cytotoxins can regenerate the tumor after conventional therapy, possibly accounting for relapse after bulk mass reduction (Singh et al. 2004; Bao et al. 2006). There is hope that with a better understanding of the differentiation machinery, it may be possible to implement differentiation agents to deplete both the bulk of the tumor and the cancer stem cells. Such approach would circumvent the toxicity associated with the traditional chemotherapy and could prove more effective against recurrence by specifically targeting cytotoxic-resistant tumor stem cells (refer to Chapter 44 for a review of stem cell-targeting therapeutics).

It is becoming increasingly apparent that MBs hijack normal developmental pathways to maintain proliferative competence, resulting in self-renewing cell populations and maintenance of the tumor mass (Discussed in Section 45.1; Singh et al. 2004; Fan and Eberhart 2008). Gene expression studies have identified similarities between MBs and progenitor or stem cells (Lee et al. 2003). Progenitor cells in the cerebellum are capable of taking on neoplastic phenotypes when these cell types are deficient in functional p53 and Ink4c (Zindy et al. 2007). Finally, a substantial proportion of primary MBs harbor genetic lesions of developmental pathway genes, such as Shh, Wnt, and Notch (discussed above), that are involved in stem cell renewal and progenitor maintenance.

Characterization of the mechanisms of retinoid activity against MB is a recently emerging field, in which there is limited consensus. Cell line heterogeneity and lack of clinically relevant mouse models for some tumor subtypes may underlie contradictory results. Regardless, a collection of 12 published studies of retinoid activity against MB has implicated four potential
mechanisms (Fig. 45.1): (1) direct modulation of the apoptotic machinery, i.e., caspase upregulation (Jiang et al. 2008) or Fas translocation to the plasma membrane (Liu et al. 2000a); (2) a paracrine-mediated apoptotic effect via enhanced Bmp2 secretion and activation of the TGFβ pathway (Hallahan et al. 2003); (3) the induction of differentiation as evidenced by neurite outgrowth (Hallahan et al. 2003), expression of lineage-specific markers (Gumireddy et al. 2003), and exit of the cell cycle by an unknown mechanism perhaps involving Bmp2 (Zhao et al. 2008); and finally (4) downregulation of the oncogene OTX2, which drives proliferation and inhibits differentiation (Di et al. 2005; Yan H, unpublished results). It is important to note that these effects are not exclusive of one another. There is evidence that endogenous differentiation agents require activation of parallel pathways of growth inhibition and morphological differentiation, whereas cell cycle blockade in the absence of a differentiation program results in apoptosis (Alvarez-Rodriguez et al. 2007). Furthermore, the role of Bmp2 in modulation of the apoptotic machinery, such as caspase upregulation or Fas translocation, is unknown. The notable apoptotic effect of retinoids is encouraging, as MBs are particularly sensitive to activation of apoptotic pathways relative to neighboring cerebellar tissue or mature granule cell neurons (Johnson et al. 2007).  

Although non-canonical retinoid signaling has been implicated in differentiation therapy of other tumor types (Garattini et al. 2007), the currently identified effects of ATRA against MB have been shown in some cell lines (D283, D341) to be mediated through canonical retinoid signaling, functioning through RAR/RXR heterodimers and exhibiting sensitivity to RAR/RXR antagonists (Hallahan et al. 2003). When tested, primary MBs and MB cell

---

**Fig. 45.1** Proposed mechanisms whereby ATRA chemosensitizes or induces differentiation/apoptosis in MB cell lines and cultured primary tumors. The relationships among parallel pathways have yet to be determined. Data are summarized from Liu et al. (2000a), Gumireddy et al. (2003), Hallahan et al. (2003), Di et al. (2005), Jiang et al. (2008), Zhao et al. (2008), and unpublished data (Yan H)
lines express functional subtypes of RAR and RXR (Gumireddy et al. 2003; Hallahan et al. 2003). A known exception to an RAR-dependent effect is that of fenretinide, which is a potent inducer of apoptosis in some MB cell lines in spite of its greatly reduced affinity for RARs (discussed below; Damodar Reddy et al. 2006).

45.3.4.1 Variability of Retinoid Responsiveness Among MB Cell Lines Resulted in Disproportionately Negative Results in Early Studies

Results of early attempts to induce differentiation in medulloblastoma cell lines foretold variable ATRA sensitivity among MBs (Table 45.2). Disappointingly, the application of ATRA to some of the first established MB cell lines (RB2, UW228, UW443, and MCD-1) did not affect viability and only induced very subtle morphological changes in one cell line (UW228; Maria et al. 1989; Keles et al. 1993; Moore et al. 1996).

Table 45.2 Retinoid responses of established MB cell lines and association with OTX2 expression level

<table>
<thead>
<tr>
<th>Cell line</th>
<th>OTX2 expression*</th>
<th>Retinoid response</th>
</tr>
</thead>
<tbody>
<tr>
<td>D487</td>
<td>128.0</td>
<td>V, AI</td>
</tr>
<tr>
<td>D721</td>
<td>90.6</td>
<td>V, AI</td>
</tr>
<tr>
<td>D425</td>
<td>72.2</td>
<td>A#, D, AI</td>
</tr>
<tr>
<td>D283</td>
<td>56.8</td>
<td>A#, D, AI</td>
</tr>
<tr>
<td>D384</td>
<td>42.83</td>
<td>V, AI</td>
</tr>
<tr>
<td>D556</td>
<td>35.59</td>
<td>V, AI</td>
</tr>
<tr>
<td>D458</td>
<td>35.03</td>
<td>A#, D, AI</td>
</tr>
<tr>
<td>D341</td>
<td>13.1</td>
<td>A</td>
</tr>
<tr>
<td>D581</td>
<td>0.91</td>
<td>None</td>
</tr>
<tr>
<td>D324</td>
<td>0.1</td>
<td>None</td>
</tr>
<tr>
<td>MHH1</td>
<td>0.01</td>
<td>NS</td>
</tr>
<tr>
<td>MCD-1</td>
<td>0.01</td>
<td>None</td>
</tr>
<tr>
<td>UW228</td>
<td>0</td>
<td>None</td>
</tr>
<tr>
<td>Daoy</td>
<td>0</td>
<td>None</td>
</tr>
<tr>
<td>RB2</td>
<td>NS</td>
<td>Minimal C, AI</td>
</tr>
<tr>
<td>Med-3</td>
<td>NS</td>
<td>V, D</td>
</tr>
</tbody>
</table>

Abbreviations: AI = inhibition of anchorage-independent growth, A = apoptosis, C = cell cycle blockade D = differentiation, V = reduction in viability (undetermined mechanism), NS = not studied.

* OTX2 expression data were obtained from Q-PCR expression relative to normal cerebellum (Di et al. 2005).

Indicates predominant response (refer to Section 45.3.4).

45.3.4.2 ATRA Can Induce Reversible Differentiation and Chemosensitize MB Cells

The growing cohort of established MB cell lines revealed that a substantial proportion of cell lines were in fact responsive to retinoid treatment (Table 45.2). Retinoid-induced differentiation coupled to growth inhibition has been
described as the major response in an MB cell line (Med-3) (Liu et al. 2000b), whereas treatment with 5–10 μM ATRA for 3 days inhibited proliferation and telomerase activity and induced striking neurite outgrowth and cell body elongation (Liu et al. 2000b). Retinoid-induced differentiation was reversible upon ATRA withdrawal. This finding was proof of principle that an endogenous differentiation signal could force transient differentiation in an MB cell line. It is important to note that although 5 μM ATRA exceeds clinically achievable serum concentrations, such results reflect a potential for synthetic retinoids, which can be maintained at higher serum concentrations than ATRA, to exert such effects (discussed above).

Combination therapy of ATRA with a genotoxic agent, cisplatin, induced apoptosis in this model (Liu et al. 2000a), suggesting that ATRA sensitizes cells to apoptosis induced by genotoxic agents. It was found that ATRA treatment resulted in Fas translocation from the cytosol to the plasma membrane. Accordingly, it was proposed that increased Fas responsiveness to its ligand, FasL, which was shown to be expressed in both untreated and treated cells, was responsible for the increased sensitivity to cisplatin. Direct modulation of apoptotic pathways by ATRA has been described elsewhere, as caspase-8 protein expression has been shown to be induced by ATRA in other MB cell lines (BT-3 and BT-14), suggesting another potential mechanism of ATRA-induced sensitization. However, the concentration of retinoids used (100 μM) greatly exceeded clinically achievable serum concentrations of either ATRA or synthetic retinoids (Jiang et al. 2008).

45.3.4.3 ATRA Can Introduce a Cell Cycle Blockade in an MB Cell Line

ATRA has also been shown to introduce a cell cycle blockade in an MB cell line (Daoy; Chang et al. 2007) that is generally considered to be minimally responsive to ATRA (Gumireddy et al. 2003; Hallahan et al. 2003; Di et al. 2005). This group found that 3 days of ATRA treatment (10 μM) increased G0/G1 phase cells from 55 to 75%. This effect was presumably induced by suppression of e-myc and cyclin D1 expression.

45.3.4.4 Identifying a Predominantly Apoptotic Response to ATRA in Some MB Cell Lines

A predominantly apoptotic response to ATRA treatment alone has since been described in a number of cell lines (D283, D425, D458), whereas low concentrations of ATRA (as low as 200 nM) greatly reduced cell viability (Gumireddy et al. 2003). Comparably low concentrations (100 nM) of ATRA massively reduced anchorage-independent colony formation and inhibited DNA synthesis in these cell lines. ATRA treatment induced signs of apoptotic cell death, including release of nucleosome-associated DNA fragments and induction of caspase-3 activity. Morphological differentiation was not appreciably induced at these concentrations (up to 500 nM) during 2 weeks of treatment. However,
the neurofilament protein and neural differentiation marker neurofilament-L was induced after 3 days treatment, suggesting that in some cell subpopulations, a program of differentiation is at least partially initiated by low concentrations of ATRA.

45.3.4.5 Bmp2 Is a Functional Downstream Target of Retinoid Treatment in MB Cell Lines and Surgically Derived Primary Tumors

One mechanism of ATRA-induced apoptotic cell death in sensitive lines is the upregulation of the secreted TGFβ pathway activator, Bmp2 (Hallahan et al. 2003). Bmp2 was identified by gene expression analysis to be a candidate intermediate of retinoid-induced apoptosis by the following criteria: (1) agonists of different RAR subtypes (which independently induce apoptosis) activated its expression; (2) its induction occurred in ATRA-sensitive cell lines (D283, D341) but not in ATRA-resistant cell lines (UW228, Daoy); and (3) it has been implicated to play a role in apoptosis of a cell line derived from a different tumor type, myeloma (Kawamura et al. 2000). Bmp2 plays an endogenous role in differentiation of GCPs during cerebellar development by suppressing the proliferative Shh signal as GCPs migrate inward (Rios et al. 2004; Alvarez-Rodriguez et al. 2007). Addition of Bmp2 to the media of retinoid-sensitive cells recapitulates apoptosis (76% of that of ATRA treatment), and a Bmp2-specific inhibitor, noggin, blocks this activity (Hallahan et al. 2003). Bmp2 treatment induced canonical TGFβ effects such as phosphorylation of Smad1 and p38 MAPK. Intriguingly, ATRA-resistant cells were also sensitive to Bmp2-induced apoptosis. This finding suggests that the mechanism of retinoid resistance in some MB cell lines (Daoy and UW228) lies upstream of Bmp2 transcriptional upregulation and that direct Bmp2 induction or treatment may yield more consistent therapeutic outcomes. However, sensitivity to TGFβ pathway activation is not a universal trait of MB cell lines, as MCD-1 cells are not responsive to TGFβ (Moore et al. 1996).

Intriguingly, a differentiation effect was described in the cells that did not undergo apoptosis following ATRA exposure (30% of the culture; Hallahan et al. 2003). Surviving cells underwent striking morphological changes including neurite outgrowth, cell body elongation, and expression of neural-specific markers. This effect is compatible with the previous findings that while apoptosis is the predominant ATRA response of some MB cell lines, the neural differentiation marker neurofilament-L can be induced in surviving cells (Gumireddy et al. 2003). That Bmp2 treatment alone did not induce differentiation in either ATRA-resistant or ATRA-sensitive cell lines suggests that the differentiation effect of ATRA requires a Bmp2-independent mechanism.

Retinoids were also shown to be effective against alternative and perhaps more clinically relevant models of MB. First, ATRA sensitivity was described in primary cultures of surgically derived MBs, whereas seven out of nine primary MBs underwent apoptosis in response to ATRA exposure. As in retinoid-sensitive cell lines, the population of primary MB cells that did not undergo
apoptosis following ATRA treatment grew neurites and expressed neural differentiation markers, which suggests that all MB cells of retinoid-sensitive tumors will undergo either apoptosis or differentiation. Furthermore, 13-cis RA was shown to be effective in inhibiting growth of flank xenografts (D283 cells) representative of solid MB tumors.

Characterization of the Bmp2-mediated effect was followed up in a study of Bmp2 and Bmp4 effects upon primary GCPs of wild-type mice as well as primary MBs isolated from either Ink4c–/– ptc1+/– mice or Ink4c–/– mice lacking p53 in nestin-expressing cells (Zhao et al. 2008). In contrast to findings described previously, Bmp2 or Bmp4 treatment of primary GCPs (cultured in the presence of Shh to induce proliferation) or primary mouse MBs resulted in G0/G1 cell cycle arrest and expression of neuronal lineage markers. Bmp2 and Bmp4 are both expressed in granular layers of the developing cerebellum with distinct spatiotemporal expression patterns that vary among species (Rios et al. 2004; Angley et al. 2003). Bmp2-induced differentiation of primary mouse GCPs has been documented elsewhere (Alvarez-Rodriguez et al. 2007). Bmp2 or Bmp4 treatment resulted in activation of the canonical TGFβ pathway. The differentiation effect of Bmp proteins upon GCPs and primary mouse MB was attributed to proteasome-mediated degradation of the Math1/Atoh1 transcription factor. Math1/Atoh1 is expressed in proliferating GCPs but is shut down as GCPs exit the cell cycle and migrate inward, and in both mouse models of MB and in clinical tumors, Math1/Atoh1 expression is frequently maintained (Oliver et al. 2005; Salsano et al. 2007). Forced expression of Math1/Atoh1 completely circumvented Bmp-induced cell cycle arrest of primary GCPs (Zhao et al. 2008). Pretreatment of primary mouse tumor cells with Bmp4 or forced expression of Bmp4 prevented xenograft tumor growth. Finally, the effect of Bmp4 expression upon xenograft tumor growth was completely circumvented by forced expression of Math1/Atoh1.

The discrepancies between the findings regarding the mechanism of antitumor activity of Bmp proteins may reflect differences in cells and tumors studied as models. While human MB cell lines and cultured primary human MBs exclusively underwent apoptosis in response to ATRA, primary GCPs from wild-type mice and tumor cells derived from MB-prone mice (resulting from activation of specific pathways) underwent differentiation (Zhao et al. 2008). However, the findings of the two groups may not seem so incompatible considering the more recent finding that in cultured GCP’s TIEG-1, a downstream target of Bmp2, induces cell cycle arrest that leads to differentiation in the presence of differentiating signals or, alternatively, leads to apoptosis in the absence of differentiation signals (Alvarez-Rodriguez et al. 2007).

45.3.4.6 ATRA Treatment Silences the Oncogene OTX2, Which Is Distinctly Expressed in Retinoid-Sensitive Cell Lines

It has been reported that expression of the OTX2 oncogene (described above) is a consistent predictive marker for retinoid sensitivity in MB cell lines. ATRA
serves as an endogenous posteriorizing signal that inhibits OTX2 expression at the anteroposterior border of the early embryo via a cis-acting element (Simeone et al. 1995). It has been shown that ATRA inhibits OTX2 expression in MB cell lines, which results in reduction of cell viability, inhibition of anchorage-independent growth, and ultimately, either apoptosis or senescence (Di et al. 2005; Yan H, unpublished results). OTX2-expressing MB cell lines are distinctly sensitive to ATRA treatment (2 μM), whereas cell lines not expressing OTX2 do not respond to ATRA. This result is consistent among all cell lines studied (Table 45.2), including seven cell lines expressing OTX2 (D283, D458, D384, D425, D487, D556, and D721) and four cell lines not expressing OTX2 (D324, D581, MCD1, and UW228).

Studies are currently underway to determine if the antineoplastic effect of ATRA is in fact mediated by OTX2 and, if so, whether this effect occurs via the same pathways as Bmp2-induced apoptosis/differentiation. It is important to note that ATRA-resistant cell lines that do not express OTX2 (UW228, Daoy) are sensitive to Bmp2 treatment (Hallahan et al. 2003).

45.3.4.7 Development of Retinoid-Based Therapeutic Strategies in Preclinical Models

In vitro studies of ATRA-mediated apoptosis in cultured primary MBs and cell lines have led to investigation of combination treatment strategies in preclinical xenograft models. A rational approach has been taken to pursue synergistic therapeutic effects of retinoids, which activate RAR/RXR heterodimers bound to RAREs, and histone deacetylase inhibitors (HDIs), which nonspecifically induce histone hyperacetylation to relax chromatin conformation and facilitate transcription (Spiller et al. 2008). The premise for such a study is that coupling a specific transcriptional activator with a general activator of transcription will result in enhanced activation of specific genes, in this case, those harboring RAREs. Additionally, synergistic effects of drugs used in combination therapy allow for dosing at concentrations well below those that induce off-target toxicity. In cultured D283 cells, 13-cis RA and SAHA synergistically induce Bmp2 mRNA expression (over sevenfold). Treatment regimens of 13-cis RA (100 mg/kg/day, alternating 7 days on and 7 days off), SAHA (200 mg/kg/day), or both drugs were applied to established D283 xenograft tumors. After 3 weeks of therapy, retinoid treatment neither significantly reduced tumor volume relative to control tumors nor exerted an additive effect when combined with SAHA. Additionally, 13-cis RA + SAHA combination therapy was not more effective than SAHA only in inducing caspase-3 activation in tumors of ND2:SmoA1 mice, and 13-cis RA itself did not induce caspase-3 activity (Spiller et al. 2008). The lack of retinoid responsiveness of the D283 xenograft is in conflict with the observed retinoid effect described previously by the same group (Hallahan et al. 2003), who described a twofold reduction of tumor mass in mice treated with 13-cis RA (200 mg/kg/day, the highest tolerable dose) after 23 days of treatment. Inconsistent retinoid sensitivity of flank xenografts could
reflect differences in dosing regimes or in tumor size at the onset of retinoid treatment. Indeed, it has been noted in a phase III clinical study of neuroblastoma that 13-cis RA was most beneficial in patients with minimal residual disease, which suggests that retinoids are more effective in preventing the growth of recurrent tumors than in reducing the bulk mass of established tumors (Matthay et al. 1999).

45.3.4.8 A Synthetic Retinoid, Fenretinide, Induces Apoptosis in MBs via an RAR-Independent Effect

Fenretinide, a synthetic retinoid, has emerged as a promising chemopreventive agent active in a number of clinical trials (Table 45.1). Fenretinide was originally developed to circumvent toxicity of other clinically available retinoids. Although the structural modifications introduced to the pharmacophore resulted in greatly reduced affinity for RARs, fenretinide has demonstrated potent antitumor effects. Fenretinide commonly induces apoptosis in tumor cell lines by inducing reactive oxygen species, ceramide, and ganglioside GD3 (Hail et al. 2006). In many cell types, these signaling intermediates appear to be induced by mechanisms that are independent of RAR activation and to function via activation of the intrinsic apoptotic pathway. Fenretinide has proven effective against a number of MB cell lines, as 5-μM treatment greatly reduces viability of the ATRA-sensitive cell lines D425, D458, D283, and D341 (Damodar Reddy et al. 2006). This effect is dependent on induction of oxidative intermediates. Fenretinide treatment induced caspase-3 activity and apoptotic body formation in the four cell lines, confirming an apoptotic response. The unique mechanism of this synthetic retinoid suggests it may be applicable to retinoid-resistant MBs.

45.3.4.9 Overview of Known Retinoid Targets in MB

Thus far there has been only one unbiased study to identify the functional targets of retinoids in MB; this study utilized microarrays of 5,800 transcripts to identify functional targets (Hallahan et al. 2003). The functional target identified (Bmp2) induces apoptosis in some MB models (clinically derived primary cultures and cell lines; Hallahan et al. 2003) and differentiation in others (primary GCPs, primary tumors from mouse models; Zhao et al. 2008). The proportion of available MB cell lines that are sensitive to Bmp2 is unknown. An understanding of Bmp2 effects across MB cell lines and other MB models could determine the extent of Bmp2 sensitivity as well as identify the predominant response. Although the mechanistic basis is debated, it is clear that enhanced secretion of Bmp2 is a functional downstream target of retinoids that exert antitumor effects upon a collection of MB models.

Aside from Bmp2, the functional intermediates of ATRA treatment remain elusive. Although observational data show that ATRA can induce expression of caspases (Jiang et al. 2008) and translocate the Fas receptor (Jiang et al. 2008;
Liu et al. 2000a, b), the functional significance of each of these changes to the overall ATRA response is not known. A lack of longitudinal studies of available MB cell lines precludes the identification of these effects as either general or unique to particular cell lines. It is important that characterization of the mechanistic basis for therapeutic response of a heterogeneous disease such as MB is proven to be consistent across samples.

The perfect association between OTX2 expression and retinoid sensitivity merits functional investigation (Di et al. 2005). Although OTX2 has been implicated as an oncogene by genetics of clinical samples and in vitro studies (Di et al. 2005; Taylor M, personal communication; Yan H, unpublished results), the requirement for its downregulation during ATRA-induced apoptosis or differentiation has yet to be characterized.

### 45.3.4.10 Strategies to Identify Mechanisms of Retinoid Resistance in MB Cell Lines

The variation of responses among different cell lines to retinoid treatment is notable; such variation speaks to the heterogeneity of MBs. Although a systematic study of the genetic changes in each line has not been carried out, genetic studies have revealed heterogeneity among cell lines regarding copy number changes and epigenetic events (Taylor M, personal communication, Yan H, unpublished data). No doubt this is also the case for mutations. Thus, as with any therapeutic strategy, characterization of the ATRA response requires either (1) identification of pathways that can be targeted by chemotherapeutic agents and are consistently responsive among all MBs or (2) the use of definitive biomarkers to facilitate implementation of personalized therapy in the clinic.

To understand the molecular mechanisms underlying retinoid resistance, it is first necessary to characterize (1) the kinetics of intracellular retinoid concentrations during treatment and (2) the level of activation of RARs among retinoid-resistant and retinoid-sensitive cell lines. Such a study is necessary to ensure that retinoid signaling is not circumvented altogether (mechanisms discussed above) in resistant cell lines before characterization of other mechanisms is pursued.

Differential retinoid receptor expression among MB cell lines (D283, D425, D558, and Daoy) has been described (Gumireddy et al. 2003). These cell lines express RARα, RXRα, and RXRγ as the functional subtypes of retinoid receptors. Resistant cell lines expressed the lowest levels of RXRα and RXRγ, and the retinoid-responsive cell lines expressed similar, high levels of RXRα and RXRγ. Identifying a functional link between retinoid receptor expression levels and RARE activity in MB cell lines will reveal whether or not reduced RAR expression is a mechanism of retinoid resistance.

As a morphogen, ATRA exhibits endogenous effects that are cell type dependent (Chytìl and Sherman 1987), and it is tempting to suggest that different cell origins underlay differential retinoid sensitivity in MB cell lines. However, most available MB cell lines express neural lineage markers;
includes cell lines sensitive to retinoids (D283, D384, D425, D458) as well as retinoid-resistant cell lines (MCD-1, UW228). Therefore, it seems unlikely that cell origin is a definitive indicator of retinoid sensitivity unless more subtle cell origin phenotypes underlay resistance.

It is possible that mechanisms of retinoid resistance may be more subtle among cell lines. For example, if we assume that RARE activation upon retinoid treatment is consistent among cell lines, the widespread sensitivity of cell lines to Bmp2 treatment suggests that RAR activation is somehow uncoupled from Bmp2 upregulation in resistant cell lines.

45.3.4.11 Clinical Trials Utilizing Retinoid Treatment for MB

Phase II (Gardner 2005) and Phase III (Olson and Packer 2006) clinical trials implementing 13-cis RA as an adjuvant therapy following radiation and chemotherapy against MB are currently recruiting patients. Additionally, a Phase I trial investigating dose tolerance and preliminary efficacy of 13-cis RA and suberoylanilide hydroxamic acid (SAHA, discussed above) combination treatment for adjuvant MB therapy is underway (Fouladi 2005). Time will tell whether or not retinoids can improve upon adjuvant therapy of MB. Concurrent preclinical studies will be of benefit to understanding the mechanism of retinoid activity against this tumor type. The synthesis of laboratory and clinical studies will be informative regarding the development of rational combination therapies and the identification of criteria to stratify patients into proper treatment groups.

45.4 Overview of Retinoid-Mediated Differentiation Therapy of MB

In sum, MB is a tumor of aberrant development, occurring at a young age and frequently resulting from constitutively active developmental pathways conferring properties of progenitor or stem cells such as self-renewal, proliferative competence, and migration (Singh et al. 2004; Bao et al. 2006). Histological MB classifications often reflect distinct pathways contributing to MB development, suggesting characteristic genetic changes contributing to tumorigenesis of each subtype. Well-known aberrations include activation of the Shh, Wnt, and Notch pathways, and there is increasing evidence for activation of the OTX2 transcriptional network in anaplastic MBs. As with other poorly differentiated tumors, MBs are sensitive to differentiation/apoptosis therapy such as retinoid treatment. Retinoid-induced differentiation of MB, which may involve Bmp2, is variable among cell lines and poorly understood; thus, characterization of the networks involved is of keen interest. Retinoid-induced apoptosis may function via direct modulation of the apoptotic machinery or by upregulation of the secreted factor Bmp2. Identification of intermediates of retinoid-induced
apoptosis that could therapeutically circumvent the uncoupling of retinoid exposure to apoptosis/differentiation in resistant MBs is of considerable value to the development of broadly applicable MB therapeutics.

### Abbreviations

| 13-cis RA | 13-cis retinoic acid |
| AP-1 | activator protein 1 |
| APL | acute promyelocytic leukemia |
| ATRA | all-trans retinoic acid |
| Bmp2 | bone morphogenetic protein-2 |
| Bmp4 | bone morphogenetic protein-4 |
| CNS | central nervous system |
| ERK | extracellular signal-regulated kinase |
| FISH | fluorescence in situ hybridization |
| GCP | granule cell precursor |
| HAT | histone acetyltransferase |
| HDAC | histone deacetylase |
| JNK | JUN N-terminal kinase |
| MAPK | mitogen-activated protein kinase |
| MB | medulloblastoma |
| NCoR | nuclear receptor corepressor |
| OTX2 | orthodenticle homolog 2 |
| PI3K | phosphatidylinositol 3 kinase |
| PKC | protein kinase C |
| RARE | retinoic acid responsive element |
| Shh | Sonic Hedgehog |
| SNP | single nucleotide polymorphism |
| SMRT | silencing mediator for retinoid and thyroid hormone receptors |
| TGFβ | transforming growth factor β |
| TNFα | tumor necrosis factor α |
| Wnt | wingless-type MMTV integration site family |
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46.1 Introduction

Current malignant glioma treatment remains challenged by the inability to properly target tumor cells that infiltrate normal brain and withstand current therapeutic modalities such as surgery, ionizing radiation (IR), and chemotherapy. Neovascularization, tumor genetic heterogeneity (epidermal growth factor (EGFR) overexpression/amplification, p53 mutation, etc.), invasiveness, and tumor initiating cells (TICs) that have stem cell properties (multipotency, self-renewal, and proliferation) all define glioblastoma multiforme (GBM) tumors, the most common malignant glioma (Furnari et al., 2007; Singh et al., 2004).

Herpes simplex virus 1 (HSV-1) is a double-stranded DNA virus that has been studied for use in the treatment of malignant gliomas (Harrow et al., 2004; Markert et al., 2000b; Papanastassiou et al., 2002; Rampling et al., 2000). Malignant gliomas are a potential target for HSV-1 infection and tumor lysis in the central nervous system. HSV-1 constructs can infect rapidly dividing tumor cells but spare surrounding quiescent, non-dividing neurons and other supporting cells in the brain. HSV-1 recombinants have been used to target malignant gliomas. Viral administration has been performed by direct intratumoral or peritumoral injection in the brain, and most recently convection-enhanced delivery (CED) (Hadjipanayis et al., 2008b). Two main categories of HSV-1 constructs have been used, either replication-defective or conditionally replicative (oncolytic) viruses. The replication-defective viruses deliver transgenes to cells whose expression can result in tumor cell death...
Oncolytic viruses have been shown to selectively replicate in dividing tumor cells causing cell lysis and tumor death (Martuza et al., 1991; Mineta et al., 1995; Parker et al., 2000; Todo et al., 2001). The potential for HSV-1 as a gene therapy vector will be presented and a review of both replication-defective and oncolytic HSV-1 constructs as therapeutic agents for malignant gliomas will be discussed. The human clinical trials that have been conducted utilizing HSV-1 will be reviewed. Current limitations of HSV-mediated therapy of gliomas will be discussed in regards to delivery, spread through tumors, transgene expression, as well as the host response to viral infection. Finally, new perspectives on further targeting of HSV-1 against GBM and combination therapies will be highlighted.

46.2 Basic Biology of HSV-1

HSV-1 is a well-adapted pathogen, demonstrated by its widespread prevalence in human, its only known natural host. There are two types of HSV, type 1 and type 2 (HSV-1 and HSV-2) and both belong to the Herpesviridae family, Alphaherpesvirinae subfamily. Over 75% of all adults in the United States have antibodies to HSV-1. Approximately 40 million infected individuals will experience recurrent herpes disease due to reactivation of their own “personal” viruses sometime in their lifetime. HSV initially gains access to the host via infection of epithelial cells at skin and/or mucosal surfaces leading to the production of characteristic painful vesicular lesions. HSV-1 is associated with oral infection and is transmitted via oral and respiratory secretions. HSV-2 is associated with genital area infection and associated sexually transmitted diseases.

HSV-1 infection can result in other infectious processes, including herpes keratitis and encephalitis. Herpes keratitis can result in corneal blindness. Due to HSV-1 neurotropism and its ability to replicate in neurons and glia, access to the CNS can cause encephalitis. Herpes simplex encephalitis (HSE) occurs relatively infrequently, with an incidence of 1 case per 250,000 population/year in the United States (Whitley and Roizman, 2001).

46.2.1 HSV-1 Structure and Genome

HSV-1 consists of linear double-stranded DNA packaged into an icosadeltahedral capsid (Furlong et al., 1972; Homa and Brown, 1997) (Fig. 46.1). The capsid is surrounded by an amorphous tegument layer that is held within a trilaminar envelope containing glycoprotein spikes (Haarr and Skulstad, 1994) (Batterson and Roizman, 1983; Spear, 1993). Glycoproteins are embedded in the trilaminar envelope of the mature virion (Roizman and Sears, 1996). HSV-1 particle size ranges from 150 to 200 nm.
The HSV-1 genome consists of 152 kb pairs comprising 84 genes and an excess of 90 open reading frames (ORFs) (Becker et al., 1968; Kieff et al., 1971; Weir, 2001). This genome encodes proteins that regulate the coordinated expression of viral genes that permit viral replication as well as structural proteins that constitute the envelope of HSV-1. The viral genome is separated by a unique long (U_L) and unique short (U_S) sequence flanked on each end by terminal inverted repeat sequences (McGeoch et al., 1988; McGeoch et al., 1986) (Fig. 46.2). The U_L and U_S sequences are covalently joined by internal repeat sequences. The U_L and U_S sequences can randomly invert relative to each other so the HSV-1 genome actually can exist in four equimolar isomers (Hayward et al., 1975).

46.2.2 HSV-1 Cell Entry

HSV-1 infection involves virus attachment to the cell surface, fusion of the viral envelope with the plasma membrane, and entry of the viral capsid into the cytoplasm (Fig. 46.3 and Color Plate 61) (Morgan et al., 1968; Spear, 1993). The initial binding of HSV-1 to the cell surface occurs by heparan sulfate (HS) proteoglycans present on the membrane of most types of vertebrate cells (WuDunn and Spear, 1989). HSV-1 glycoproteins, B (gB) and C (gC), have been shown to be involved in the initial attachment phase through the interaction of positively charged glycoprotein structures with negatively charged HS moieties located on cell surface proteoglycans (Laquerre et al., 1998). Removal of HS from the cell surface, either by enzymatic treatment or by selection of cell lines defective in the HS pathway, renders cells partially resistant to HSV infection (Gruenheid et al., 1993; Shieh et al., 1992).
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**Fig. 46.2** Diagram of HSV-1 genome. (A) Wild-type HSV-1 genome. (B) Replication-defective genome of d106 indicating sites of mutations (ICP 4, 22, 47) and transgene (GFP) insertion (ICP27). Uₜ (unique short sequence), Uₚ (unique long sequence), GFP (green fluorescent protein)

---

**Fig. 46.3** HSV-1 productive infection. HSV-1 cell attachment and entry, gene expression, DNA replication, assembly, and release are shown (see Color Plate 61)
Following the initial adsorption event, a secondary binding event occurs between viral glycoprotein D and cellular receptors identified as herpesviral entry mediators, or HVEMs (Geraghty et al., 1998; Montgomery et al., 1996). These include HveA, HveB (nectin-2), and HveC (nectin-1). Fusion of the viral envelope with the cell membrane occurs after the binding of gD to its cognate cell surface receptor (Morgan et al., 1968). Three other HSV-1 glycoproteins are implicated in the fusion process, gB, gH, and gL (DeLuca et al., 1982; Desai et al., 1988; Roop et al., 1993). Once fusion occurs, the nucleocapsid is released into the cell cytoplasm and viral capsids are transported to nuclear pores where DNA is released into the nucleus and gene expression can occur. In certain cell types, HSV-1 entry is dependent on endocytosis and exposure to a low pH (Nicola et al., 2003). Inhibition of endocytosis has been shown to prevent uptake of HSV-1 from HeLa and Chinese hamster ovary cells.

### 46.2.3 HSV-1 Pathogenesis

Initial infection results in productive viral replication in cells of the epidermis and dermis (Roizman and Sears, 1996). HSV-1 may gain access to nerve termini of sensory neurons and is transmitted to the neuronal cell body by retrograde transport (Cook and Stevens, 1973). HSV can cause a latent infection in which the viral genome adopts a persistent, quiescent state. Establishment of latency occurs predominantly in terminally differentiated, non-dividing neurons of the peripheral nervous system that innervate the initial site of infection. Neurons of sensory and autonomic ganglia are infected following primary rounds of replication in cells of mucosal or epidermal surfaces. HSV-1 latent infection of peripheral neurons is an effective survival mechanism, as there are no vaccines or antiviral agents that can clear the virus once it has reached the latent infection stage. Consequently, once the host is infected with HSV-1, the host is infected for life.

### 46.2.4 HSV-1 Gene Expression

If lytic infection occurs after HSV nuclear entry, viral genes are expressed in a tightly regulated temporal cascade in which three classes of viral genes are sequentially expressed: immediate-early (IE) or \( z \), early (E) or \( \beta \), and late (L) or \( \gamma \) (Fig. 46.3) (Honess and Roizman, 1974; Honess and Roizman, 1975). All viral genes are expressed as cellular RNA polymerase II transcription units utilizing the host cellular transcription machinery. Each class of genes differs with respect to its promoter structure, which decreases in complexity from IE to L genes (Weir, 2001) (Table 46.1).
The IE genes are the first viral genes expressed upon infection and possess the main regulatory activities of viral gene expression. The resultant IE proteins are necessary for the subsequent expression of the E and L gene classes. The E genes encode proteins involved in viral DNA synthesis such as viral ribonucleotide reductase (RR) and herpes simplex virus type 1 thymidine kinase (HSV-tk). HSV encodes its own DNA replication machinery. The third class of viral genes expressed, the L genes, encode mainly structural components of the virus particle.

### 46.2.5 HSV-1 Latency

Latency occurs when the cell represses immediate-early (IE) viral gene expression, inhibiting the cascade of early (E) and late (L) viral gene expression that leads to lytic infection (Everett, 2000). In the latent state, the HSV viral genome circularizes (Garber et al., 1993; Jackson and DeLuca, 2003; Poffenberger et al., 1983), becomes associated with nucleosomes in a chromatin structure (Deshmane and Fraser, 1989), and persists extrachromosomally (Mellerick and Fraser, 1987). Viral gene expression during latency is limited to a set of non-translated RNA species, the latency-associated transcripts (LATs), which are expressed as stable lariat intron RNA molecules and are detectable in the nuclei of latently infected neurons (Croen et al., 1987; Spivack and Fraser, 1987;
Stevens et al., 1987). Viral genomes can remain in this state in the nucleus of neurons for the lifetime of the host. Alterations in the host–virus interaction may cause “reactivation” of the viral infection from a quiescent state to a productive, lytic cycle of viral replication. Expression of ICP0 and various types of stress can trigger reactivation (Cai et al., 1993; Gordon et al., 1990; Halford et al., 2001; Halford and Schaffer, 2001; Leib et al., 1989; Russell et al., 1987). During latency, however, ICP0 is not expressed, and reactivation is thought to occur when stress stimuli derepress ICP0, promoting viral gene expression and lytic infection (Everett, 2000). Productive infection results in a lytic cascade of viral gene expression and the production of mature virions, which can then travel back down the nerve axon via anterograde transport and establish infection at mucocutaneous surfaces innervated by the infected neuron (Cook and Stevens, 1973). At least 76 of the total 84 HSV-1 genes are expressed during lytic infection (McGeoch et al., 1993). Cell lysis and release of mature virions allow for spread of the virus. Recurrent cutaneous infections occur due to reactivation of the virus from latency in neurons at different time points throughout the life of the individual.

46.2.6 HSV-1 Immediate-Early (IE) Proteins

There are five HSV-1 IE proteins expressed, which are designated infected cell polypeptide 0 (ICP0), ICP4, ICP22, ICP27, and ICP47 (Fig. 46.2). The IE (z) genes are expressed in the absence of de novo viral protein synthesis. During HSV lytic infection, the viral transactivator, VP16, enters the cell as a component of the virion tegument (Fig. 46.3) (Triezenberg et al., 1988a). VP16 complexes with host cellular factors, Oct-1 and host cell factor (HCF), and binds TAATGARAT motifs present in all HSV-1 immediate-early (IE) promoters (Flint and Shenk, 1997; Kristie et al., 1989; Kristie and Roizman, 1987; O’Hare et al., 1988; Preston, 2000; Triezenberg et al., 1988b). This complex recruits transcriptional activators and RNA polymerase II to IE promoters, which subsequently express the five infected cell polypeptides (ICP). In addition to a TATA box and TAATGARAT elements, sites exist for several cellular cis-acting factors such as Sp1 and others that contribute to enhanced transcription or transcription in the absence of VP16 (Gelman and Silverstein, 1987).

Gene expression during lytic infection progresses in a regulated cascade in which the five IE gene products, ICP0, ICP4, ICP22, ICP27, and ICP47, are the first viral proteins synthesized upon infection. With the exception of ICP47, they encode the primary regulatory functions of the virus necessary for the efficient and timely expression of early and late gene expression (Clements et al., 1977; Honess and Roizman, 1975; Pereira et al., 1977). Of the five IE proteins, only ICP4 and ICP27 are absolutely essential for productive viral replication (DeLuca et al., 1985; Dixon and Schaffer, 1980; McCarthy et al., 1989). The remaining IE proteins ICP0, ICP22, and ICP47 fulfill accessory roles to optimize viral replication.
46.2.7 HSV-1 DNA Replication and Recombination

Replication of HSV-1 occurs within the nucleus of the infected cell (Fig. 46.3). HSV encodes over 80 gene products that contribute to viral replication in either cultured cells or animal hosts that include viral RR, HSV-tk, DNA polymerase, and helicase (Roizman and Sears, 1996). Due to the limited size of the HSV-1 genome, the virus cannot code for every function required for its propagation. HSV-1 must rely upon factors supplied by the host cell for replication. For example, HSV-1 exclusively uses the host cell RNA polymerase II for transcription of viral genes (Costanzo et al., 1977).

Viral DNA synthesis takes place within globular domains called replication compartments (Quinlan et al., 1984), which contain the seven essential viral DNA replication proteins: the origin-binding protein (UL9), the single-stranded DNA-binding protein (UL29 or ICP8), the helicase–primase heterotrimer (UL5/UL8/UL52), the viral polymerase (UL30), and its processivity factor (UL42) (Weller, 1995). Other viral proteins that are found in the replication centers include ICP4, ICP27, and the major capsid protein VP5 (de Bruyn Kops et al., 1998; Knipe et al., 1987; Liptak et al., 1996; Phelan et al., 1997). Cellular proteins that have been shown to localize within replication compartments include p53, Rb, and the DNA-binding replication protein A (RPA) (Wilcock and Lane, 1991). Recently, various cellular proteins involved in DNA recombination/repair have also been shown to localize within replication compartments such as DNA-PKcs, Ku86, BLM, Nbs1, PCNA, BRCA1, MSH2, Rad50, Rad51, and WRN (Taylor and Knipe, 2004; Wilkinson and Weller, 2004).

46.2.8 HSV-1 Assembly and Release

The replication of HSV-1 does not produce genomic DNA molecules, but rather concatemers containing many head-to-tail copies of the viral genome (Fig. 46.3). Individual genomes are subsequently liberated from the concatemers by cleavage of the viral DNA at terminal repeat sequences, producing genome length segments that can then be packaged into preformed capsids (Mettenleiter, 2002). These particles, or nucleocapsids, are non-infectious and unstable until they acquire an envelope. The mature nucleocapsid that is assembled within the nucleus initially acquires an envelope by budding through the inner nuclear membrane (Flint et al., 2004). Upon fusion with the outer nuclear membrane, this membrane is lost as unenveloped nucleocapsids are released from the cytoplasm (Mettenleiter, 2002). Envelope glycoproteins are initially added in the first stage of the secretory pathway, the endoplasmic reticulum. The final envelope is acquired upon budding of tegument-containing structures into a late compartment of the secretory pathway in the trans-Golgi network. The viral particles then reach the cellular plasma membrane and are released into the extracellular space via cellular secretory and trafficking
pathways in which the capsids may exchange envelope moieties with other cellular membrane-bound compartments.

46.3 HSV-1 as a Gene Therapy Vector Against Malignant Gliomas

A number of important facts support the use of HSV-1 for therapy against malignant gliomas: (1) HSV-1 is a neurotropic virus that is able to infect a wide range of cells. (2) HSV-1 is susceptible to medical therapy with acyclovir and gancyclovir, providing a safety mechanism when administering HSV-1 to the brain. (3) The inability of the HSV-1 genome to integrate into the host cellular genome eliminates the potential for insertional mutagenesis found with other viruses (retrovirus and adeno-associated virus (AAV)). (4) HSV-1 mutants can be designed with deletions that minimize neurotoxicity in the brain, while permitting viral replication in tumor cells. (5) Large portions of the HSV-1 genome can be deleted to allow for replacement with therapeutic transgenes. As much as 30 kb of the HSV genome can be deleted and replaced by transgenes in replication-defective or conditionally replicative viruses. Examples of transgenes used include HSV-1 thymidine kinase, connexin, tumor necrosis factor alpha (TNFα), and cytokines (IL-2, IL-4, IL-12, GB-CSF).

46.3.1 HSV-1 Replication-Defective Mutants

46.3.1.1 Generation of Replication-Deficient HSV-1 Viruses

Recombinant HSV-1 mutants have been constructed with deletions in IE genes to reduce cell toxicity, permit transgene expression, and inhibit viral replication (Samaniego et al., 1998; Wu et al., 1996). In ICP4 recombinant viruses, expression of viral early and late genes is dramatically reduced, inhibiting viral replication (DeLuca et al., 1985). This has led to the consideration of such attenuated viruses as starting points for the construction of replication-incompetent HSV-1 gene transfer vehicles. Despite the limited expression of the HSV genome in ICP4 mutant backgrounds, such mutants are very toxic to cells. This is due to the overexpression of the remaining IE proteins in the absence of ICP4 (DeLuca et al., 1985). Improved cell survival has been shown by further reduction in IE gene expression after deletion of other IE genes in the HSV-1 genome (Johnson et al., 1994; Samaniego et al., 1998, 1997). Both ICP0 and ICP22 contribute to toxicity, as demonstrated by the improved survival of infected cells when either is deleted in viruses already deficient in ICP4 and ICP27 expression (Samaniego et al., 1997; Wu et al., 1996). At high multiplicities of infection (MOI), both of these triple mutants remain toxic to cells. Elimination of all IE gene and protein expression (ICP 0, 4, 22, 27, and 47) results in a virus that is non-toxic at high MOI and is capable of long-term persistence in non-neuronal cells.
The degree of transgene expression in different IE-deficient HSV mutants has been shown to be dependent on the ICP0 protein (Samaniego et al., 1998). Green fluorescent protein (GFP) transgene expression has been shown to be abundant in cells infected with a recombinant HSV-1 virus that expresses only ICP0. In the absence of all of the HSV IE proteins, the level of GFP transgene expression is low. Transgene expression of cells infected by a complete IE-deficient virus can be stimulated by ICP0.

46.3.1.2 Replication-Defective HSV-1 in Malignant Glioma Therapy

Cancer gene therapy mediated by replication-defective HSV-1 vectors has largely focused on the delivery of suicide genes (Spencer, 2000). Suicide gene delivery allows for the viral transfer of a suicide gene into tumor cells, which renders these and their clonal progeny sensitive to treatment with a prodrug (Moolten, 1986). One transgene used in the past against malignant gliomas was the early gene, HSV-tk (Table 46.1) (Miyatake et al., 1997; Moriuchi et al., 1998). Tumor cell transduction with HSV-tk in conjunction with gancyclovir (GCV) administration allows for tk phosphorylation of gancyclovir to form a toxic nucleotide analog that is incorporated into replicating DNA causing strand termination and cell death by apoptosis (Beltinger et al., 1999). Terminally differentiated cells, such as neurons in the brain, are spared because their DNA does not replicate. HSV-tk/gancyclovir treatment is particularly efficacious because it elicits a “bystander effect”, e.g., the spreading of the toxic effect to non-infected cells. Activated gancyclovir within infected cells can be transmitted across cell gap junctions to destroy neighboring uninfected tumor cells, a phenomenon known as the “bystander effect” (Freeman et al., 1993; Wu et al., 1994). To maximize the bystander effect in malignant gliomas, a transgene expressing connexin-43 has been added to the HSV-tk virus for improved efficacy (Marconi et al., 2000). Connexin molecules form the intercellular channels that comprise gap junctions, and addition of connexin-43, a key component, resulted in a synergistic antineoplastic effect.

Replication-defective HSV constructs have been engineered to express other therapeutic genes for the treatment of malignant gliomas. These include metallo-proteinases-2 (TIMP-2) (Hoshi et al., 2000), IL-12 (Toda et al., 1998), IFN-γ (Kanno et al., 1999), and granulocyte-macrophage colony-stimulating factor (GM-CSF) (Toda et al., 2000). Therapeutic genes have been used singly or in combination: coexpression of HSV-tk and TNF-α (Moriuchi et al., 1998; Niranjjan et al., 2000), HSV-tk, connexin-43, and TNF-α (Niranjjan et al., 2003), HSV-tk and IL-12 (Toda et al., 2001), and HSV-tk and IκBz (Moriuchi et al., 2005) have all shown greater antitumor effects than with single transgene expression. The expression of multiple suicide genes does not always allow for greater efficacy against malignant gliomas. Coexpression of the Escherichia coli cytosine deaminase (CD) and HSV-tk genes, followed by exposure to their respective prodrugs (5-FC and GCV), was shown to be inferior in tumor cell killing than with constructs expressing single genes (Moriuchi et al., 2002).
46.3.2 HSV-1 Replication-Conditional (Oncolytic) Viruses

Conditionally replicating HSV-1 viruses, also known as oncolytic viruses, have been genetically engineered to replicate and grow in tumor cells and cause their demise (Chiocca, 2002; Fulci and Chiocca, 2007; Lin and Nemunaitis, 2004). A number of different genetically engineered oncolytic HSV viruses have been constructed with genetic alterations in one or more HSV genes ($\gamma_1$, U39 (RR), tk, UTPase, and $\alpha 47$) (Table 46.1). Deletion or mutation in these viral genes decreases the toxicity of the recombinant HSV to the CNS and renders the virus dependent upon complementation by host cell factors for its replication (Chou et al., 1990; Chou and Roizman, 1990; Coen et al., 1989; Hunter et al., 1999; Kramm et al., 1997; Martuza et al., 1991; Mineta et al., 1995; Pyles et al., 1997; Todo et al., 2001). The rationale for targeting malignant glioma cells compared with normal brain tissue rests on the fact that in order for oncolytic HSV-1 constructs to replicate, nucleotide precursors are required. Wild-type HSV-1 can infect and replicate in dividing tumor cells as well as non-dividing normal brain cells (neurons) since it encodes multiple enzymes necessary for viral DNA synthesis (e.g., HSV-tk and RR). Deletion of viral genes, which encode the enzymes needed for viral DNA synthesis, results in limiting viral replication to cells that can substitute them with cellular homologues and provide nucleotide pools. The surrounding non-dividing neurons, in contrast, have low nucleotide pools and do not support efficient viral DNA synthesis, resulting in selective killing of tumor cells.

The first study of a genetically engineered virus used as an oncolytic agent was performed with an HSV-tk deletion mutant, dlspk (Martuza et al., 1991). This virus had been previously constructed, and determined to lack neurovirulence (Coen et al., 1989). In a mouse xenograft glioma model, dlspkk demonstrated anti-glioma effects with tumor growth inhibition in the brain and increases in animal median survival. Shortcomings of the dlspk virus included acyclovir resistance, due to the HSV-tk deletion, and long-term surviving animals had evidence of low-grade encephalitis. Another HSV-1 oncolytic virus (R3616) was generated containing a 1 kb deletion in both genomic copies of the $\gamma_1$34.5 viral gene ($\Delta \gamma_1$34.5), which is located in the terminal $\alpha$ repeats of the U1 segment and encodes the ICP34.5 protein (Chou et al., 1990). ICP34.5 is responsible for the neurovirulence elicited by HSV infection and has been termed the neurovirulence factor. The carboxy terminus of this protein is responsible for evading a stereotypical antiviral response of the host cell that normally triggers the shutdown of all protein synthesis in the cell to prevent further spread of viral infection to other cells in the host organism (Chou and Roizman, 1994). This is mediated by the inactivation of a critical mRNA translation factor called eukaryotic initiation factor 2z (eIF2z), which gets inactivated by phosphorylation in response to viral infection. The ICP34.5 protein has been shown to recruit protein phosphatase-1 to dephosphorylate the inactivated eIF2z and reactivate viral mRNA translation, thus allowing for
viral protein synthesis to occur. Replication of viral DNA can occur in non-replicating cells such as postmitotic neurons, contributing to HSV-1 neurovirulence. As anticipated following the deletion of the $\gamma_{134.5}$ viral genes, R3616 was found to be aneurovirulent at the highest achievable doses upon intracerebral inoculation in susceptible mouse species and had an antitumor effect (Chou and Roizman, 1990). HSV1716 was also developed which had both copies of the $\gamma_{134.5}$ gene (Rampling et al., 2000). Other oncolytic constructs have been subsequently... generated with double mutations of the $\gamma_{134.5}$ gene (Samoto et al., 2002).

Second-generation HSV-1 oncolytic viruses have been developed based on further modification of the parent R3616 virus (Mineta et al., 1995; Parker et al., 2000). G207 was created by inactivating the $U_{L39}$ gene locus through the introduction of a lacZ reporter gene (Mineta et al., 1995). $U_{L39}$ encodes for the large unit of HSV's ribonucleotide reductase (RR), ICP6, which is necessary for the replication of the viral DNA in non-replicating cells. G207 has demonstrated an adequate safety profile in cell culture as well as in animal models and is efficacious in vivo with human clinical trials (Markert et al., 2000b; Martuza, 2000; Sundaresan et al., 2000). A third-generation HSV-1 oncolytic vector derived from G207, G47Δ, has been constructed after deletion of the $x_{47}$ (ICP47) gene and the promoter region of $US11$ (Todo et al., 2001). The ICP47 protein is responsible for inhibiting the TAP host cell protein, a transporter associated with antigen presentation. Cells infected with G47Δ have increased MHC class I expression. G47Δ is significantly more efficacious in vivo than its parent G207 at inhibiting tumor growth in both immune-competent and immune-deficient animal models.

Further attempts at harnessing the immune system for the augmentation of the tumoricidal capacity of oncolytic HSVs have been made with viral constructs expressing cytokines such as IL-4 and IL-12 (Andreansky et al., 1998; Parker et al., 2000). A synergistic antitumor effect was obtained with these viruses in animal models, which was mediated in part by induction of tumor-specific cytotoxic T-lymphocytes and inhibition of angiogenesis.

### 46.4 Combination Therapies with HSV-1 for Malignant Gliomas

The combination of ionizing radiation (IR) and temozolomide (TMZ), both DNA-damaging agents, has demonstrated a survival benefit in patients with glioblastoma multiforme (GBM) and is now standard of care (Stupp et al., 2005). Chemoradiation confers some survival advantage, but resistance of the tumor cells to the effects of chemoradiation limits the success of treatment.

Combining the effects of IR and HSV-1 in the therapy of GBM has been well documented (Advani et al., 2006, 1998; Bradley et al., 1999; Markert et al., 2000a). Viral replication and tumor kill are increased with HSV-1 oncolytic viruses in conjunction with IR (20 and 25 Gy) (Advani et al., 1998; Bradley...
et al., 1999). Low doses of external beam irradiation were shown to significantly enhance the infectivity and spread of Δγ34.5 HSV constructs (Advani et al., 2006). The mitogen-activated protein kinase, p38, has been implicated in the increase in viral replication upon IR exposure. Activated p38 enhances HSV-1 replication by increasing late viral gene expression (Zachos et al., 1999, 2001). In the case of replication-defective HSV-1 constructs, greater animal survival has been shown with the addition of radiosurgery (margin dose of 15 Gy; center dose of 21.4 Gy) (Niranjan et al., 2000, 2003).

The use of TMZ and HSV-1 therapy of GBM has also been described and demonstrated a synergistic interaction (Aghi et al., 2006). Use of the oncolytic HSV-1 construct, G207, demonstrated a significant increase in animal survival when combined with TMZ. In this study, mutations that enable gliomas to express DNA repair genes after TMZ treatment were used to improve viral oncolysis. Both cellular GADD34 and ribonucleotide reductase (RR) proteins are upregulated following DNA damage induced by IR in mammalian cells. GADD34 is a cellular protein involved in DNA repair. GADD34 shares significant homology with the carboxyl half of ICP34.5 and can restore viral protein translation when substituted for the carboxy terminus of ICP34.5 (He et al., 1996). Increased tumor cell expression of GADD34 and ribonucleotide reductase (RR) after TMZ treatment reduced TMZ-induced DNA damage in glioma cell lines, irrespective of the DNA repair enzyme, O6-methylguanine DNA methyltransferase (MGMT) status, and enhanced replication of Δγ34.5 and RR-mutated HSV constructs.

### 46.4.1 HSV-1 d106-Mediated Chemoradiosensitivity Enhancement in GBM

Inhibiting DNA repair mechanisms may improve the chemoradiosensitivity of GBM. Recently, the replication-defective HSV-1 vector, d106, has been shown to inhibit DNA repair and enhance the radiosensitivity of human GBM cells (Hadjipanayis and DeLuca, 2005) (Fig. 46.2). The mutant virus, d106, is defective in the expression of all of the immediate-early (IE) viral genes except that which encodes ICP0 (Samaniego et al., 1998). Besides ICP0, the only viral protein product readily detected in d106-infected cells is RR, which has been previously shown to have no cytotoxic effect on the host cell (Johnson et al., 1994). The ICP0 protein naturally inhibits the repair of DNA double-strand breaks (DSBs) after IR treatment of human GBM cells leading to decreased cell survival and induction of apoptosis in vitro (Hadjipanayis and DeLuca, 2005) (Fig. 46.4 and Color Plate 62). The ICP0 protein has been shown to cause the degradation of the catalytic subunit of DNA-dependent protein kinase (DNA-PKcs) in human glioblastoma cells. DNA-PKcs is a component of the DNA-PK holoenzyme, which includes the Ku heterodimer, and is responsible for the DNA repair process of non-homologous end joining (NHEJ). NHEJ is a key DNA double-strand repair pathway in eukaryotic cells.
Fig. 46.4 Diagram of DNA DSB production by IR and inhibition of NHEJ DNA repair pathway by ICP0 through degradation of DNA-PKcs. IR, ionizing radiation; DSB, double-strand break; NHEJ, non-homologous end joining (see Color Plate 62)

Intracerebral convection-enhanced delivery (CED) of d106 in combination with whole-brain irradiation or TMZ enhanced the survival of animals implanted with human GBM xenografts (Hadjipanayis et al., 2008b). This was achieved using a 50% lower radiation dose (10 Gy) than in other studies (Advani et al., 1998; Niranjan et al., 2000) and a subtherapeutic total dose of TMZ (20 mg/kg) as compared to another study (Aghi et al., 2006). Optimal intracerebral d106 delivery by CED was demonstrated to allow for adequate xenograft infection, transduction, and ultimate tumor cell demise by chemo- or radiosensitivity enhancement. CED of the replication-defective d106 construct was also shown to be safe in the mouse.

46.4.1.1 ICP0 and Effects on Cell Metabolism

The ICP0 protein has other effects on cell metabolism that have been described. (Gu et al., 2005; Lomonte et al., 2004). ICP0 has been shown to function as an E3 ubiquitin ligase (Boutell et al., 2002; Everett, 2000) conjugating ubiquitin onto proteins, in a RING finger-dependent manner, and targeting them for degradation by the ubiquitin-dependent proteosome degradation pathway (Everett et al., 1998). ICP0 is thought to target cellular proteins that repress viral gene expression (Everett, 2000; Everett et al., 2006). Proteins targeted by ICP0 include promyelocytic leukemia protein (PML) and Sp100, which are major constituents of nuclear structures called ND10 bodies (Everett et al., 1998). ND10 bodies are discrete nuclear foci where HSV-1 genomes may localize early during infection (Maul et al., 1996). Recent studies have suggested that these foci are sites of DNA double-strand break (DSB) repair and inhibition of HSV genome circularization by ICP0 (Carbone et al., 2002; Jackson and DeLuca, 2003). Other proteins targeted for degradation include centromere proteins, CENP-A (Lomonte et al., 2001) and CENP-C (Everett et al., 1999b; Lomonte and Everett, 1999), the E2 ubiquitin-conjugating enzyme cdc34 (UbcH3) (Hagglund and Roizman, 2004), ubiquitin-specific protease (USP7) (Boutell et al., 2005), and the catalytic subunit of DNA-dependent protein kinase (DNA-PKcs) as shown in Fig. 46.4 (Lees-Miller et al., 1996; Parkinson...
et al., 1999). Disruption of centromeres by ICP0 degradation of CENP-C and CENP-A has been shown to cause cell cycle arrest at both G1/S and G2/M checkpoints (Everett et al., 1999a; Lomonte and Everett, 1999; Lomonte et al., 2001) independently of p53 (Hobbs and DeLuca, 1999). More recently, ICP0 gene expression has been implicated in triggering apoptosis during viral infection of human cells (Sanfilippo and Blaho, 2006).

46.5 Clinical Trials with HSV-1 Based Viruses for Malignant Glioma Therapy

Phase I clinical studies in humans with malignant gliomas have demonstrated modest antitumor effects with the HSV-1 oncolytic viruses G207 and 1716 (Harrow et al., 2004; Markert et al., 2000b; Rampling et al., 2000) (Table 46.2). These trials established the safety of injecting these viruses directly into the brains of patients with malignant gliomas at concentrations up to $3 \times 10^9$ PFU.

Three Phase I clinical trials have been conducted with G207. A Phase I dose-escalating safety trial for patients with recurrent malignant gliomas (WHO grade III and IV), who had failed standard therapy, and whose lesion had become greater than 1 cm in diameter was performed (Markert et al., 2000b). A total of 21 patients were recruited and cohorts of three patients received multiple (up to five) stereotactic intratumoral injections of G207 in escalating doses beginning at $1 \times 10^6$ PFU and concluding with a final dose of $3 \times 10^9$ PFU. Adverse events were noted in several patients but no toxicity or adverse event was ascribed to G207 administration. No patient developed herpes simplex encephalitis, and host seroconversion to HSV was documented in only one of five seronegative volunteers. Two participants were long-term survivors (5.5 and 7.5 years). A Phase IB trial was performed in six patients with recurrent glioma. Stereotactic infusion of the G207 virus was performed followed by surgical excision of the injected tumor 2–5 days later. The patients received additional freehand viral injection into the remaining tumor cavity wall. A third Phase I trial of G207 combined with radiation therapy has also been performed. This trial was carried out based on the observation that a single low dose (5 Gy) of radiation administered within 24 h of virus injection produced an increase in viral replication and spread in experimental tumors. Nine patients have been enrolled in this trial.

An HSV-1 construct deleted in both copies of the $\gamma_1$34.5 gene, 1716, and expressing lacZ under the control of the latency-associated transcripts has been studied in Scotland in patients with recurrent malignant gliomas. A total of nine patients were evaluated at one of three doses of virus, beginning at $1 \times 10^3$ PFU and escalating by a factor of 10 to $1 \times 10^5$ PFU (Papanastassiou et al., 2002; Rampling et al., 2000). No reports of significant adverse events directly attributable to intracerebral virus administration occurred. Four of the nine patients were alive 12–24 months after injection. In a follow-up trial, six patients with recurrent tumor and six patients with newly diagnosed malignant
Table 46.2 Summary of HSV-1 human clinical trials for malignant gliomas

<table>
<thead>
<tr>
<th>HSV-1 vector and methodology</th>
<th>Newly diagnosed or recurrent</th>
<th>Phase</th>
<th>Dose PFU</th>
<th>Patients treated</th>
<th>Adverse events (serious)</th>
<th>Long-term survival</th>
<th>Encephalitis, reactivation, seroconversion</th>
</tr>
</thead>
<tbody>
<tr>
<td>G207 intratumoral injection</td>
<td>Recurrent</td>
<td>I</td>
<td>$1 \times 10^5$ to $3 \times 10^9$</td>
<td>21</td>
<td>Yes (none)</td>
<td>2 patients (5.5 and 7.5 y)</td>
<td>None, not reported, 1/21</td>
</tr>
<tr>
<td>(Markert et al., 2000b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G207 intratumoral infusion</td>
<td>Recurrent</td>
<td>IB</td>
<td>$1.5 \times 10^8$ then $8.5 \times 10^8$</td>
<td>6</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Not reported, not reported, not reported</td>
</tr>
<tr>
<td>and subsequent resection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>followed by injection of</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>resection cavity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G207 intratumoral injection</td>
<td>Recurrent</td>
<td>I</td>
<td>Not given</td>
<td>9</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Not reported, not reported, not reported</td>
</tr>
<tr>
<td>+ ionizing radiation (5 Gy)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1716 intratumoral injection</td>
<td>Recurrent</td>
<td>I</td>
<td>$1 \times 10^3$ to $1 \times 10^5$</td>
<td>9</td>
<td>None</td>
<td>4 patients alive at 14–24 mos.</td>
<td>None, none, none</td>
</tr>
<tr>
<td>(Papanastassiou et al., 2002;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rampling et al., 2000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1716 injection of resection</td>
<td>Both</td>
<td>I</td>
<td>$1 \times 10^5$</td>
<td>12 (6 + 6)</td>
<td>None</td>
<td>3 patients alive 15–22 mos.</td>
<td>Not reported, not reported, 2/12</td>
</tr>
<tr>
<td>cavity (Harrow et al., 2004)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
glioma underwent injection of virus into several sites after tumor resection. The promising results of the trials in Scotland and the United States have led to Phase II trials in the United Kingdom, the results of which are expected in the near future.

46.6 Limitations in the Treatment of Malignant Gliomas with HSV-Mediated Therapy

46.6.1 Delivery

Delivery of HSV-1 vectors in all clinical trials has been by multiple stereotactic intratumoral or peritumoral injections after surgical resection (Harrow et al., 2004; Markert et al., 2000b). Such techniques are problematic as viral delivery is unable to produce widespread and uniform distribution within tumors. Viral particles accumulate adjacent to the needle tract, and limited dispersal of particles occurs by diffusion. The binding of viral particles to the heparan sulfate proteoglycans found abundantly in the extracellular matrix and glycocalyx in the brain may contribute to limited dispersal (WuDunn and Spear, 1989).

Convection-enhanced delivery (CED) is an approach developed to overcome the obstacles associated with current CNS agent delivery (Bobo et al., 1994; Morrison et al., 1994) and is increasingly used to distribute therapeutic agents for treatment of malignant gliomas. Currently, multiple clinical trials involve CED for the treatment of recurrent GBM (Kunwar et al., 2003; Voges et al., 2003; Weaver and Laske, 2003; Weingart et al., 2002). In CED, a small hydrostatic pressure differential, imposed by a syringe pump to distribute the infusate directly to small or large regions of the CNS, is used in a safe, reliable, targeted, and homogeneous manner (Croteau et al., 2005). CED relies on bulk flow that is driven by a small gradient to distribute molecules within the interstitial spaces of the CNS. Convection is not limited by the infusate’s molecular weight, concentration, or diffusivity (Bobo et al., 1994; Morrison et al., 1994; Strasser et al., 1995).

Limited use of CED for viral vector delivery to the rodent brain has been reported, mainly with the adeno-associated virus type 2 (AAV-2) (Bankiewicz et al., 2000; Cunningham et al., 2000; Nguyen et al., 2001). In one study, the authors suggested heparin co-infusion significantly increased the volume of distribution of AAV-2 by blocking the binding of virus to heparan sulfate proteoglycans in the extracellular matrix (Nguyen et al., 2001). Recently, CED of a replication-defective HSV-1 construct was shown to be effective at intracerebral distribution of virus and human GBM xenograft tumor lysis in a mouse model when combined with ionizing radiation or chemotherapy (Hadjipanayis et al., 2008b). A comparison between stereotactic manual injection and CED of HSV-1 confirmed greater viral distribution and more homogeneous viral infection of the brain.
46.6.2 Host Immune Response

Current evidence supports the fact that cells of the innate immune system in the brain may react to viral vectors and limit the efficacy of HSV-1 against malignant gliomas (Friedman et al., 2006; Ikeda et al., 1999; Wakimoto et al., 2003). Due to the large exposure of the human population to HSV-1, the immune system is primed for a rapid anti-HSV immune response. Both replication-defective and oncolytic viruses are able to generate an HSV-specific immune response in rodents (Brehm et al., 1999, 1997; Fulci et al., 2006). Replication-defective viruses have been reported to generate a cytotoxic T-lymphocyte response (CTL). Oncolytic viruses have been associated with a rapid increase in natural killer cells, microglia/macrophages (CD68+ and CD163+), and IFN-γ that limit viral replication and spread within tumors generated in rodents. In animal model data, generated host humoral immune responses have not limited virus replication but have reduced gene transfer into brain tumors (Herrlinger et al., 1998).

Since the capacity of oncolytic viruses to replicate and spread within malignant gliomas is compromised by the innate immune system, immunomodulation tactics have been employed to overcome this problem. The use of immunosuppressive agents, such as cyclophosphamide, has been shown to inhibit the innate immune response and allow for greater oncolytic viral replication and spread within tumors in preclinical animal models (Fulci et al., 2006; Ikeda et al., 1999).

Use of immunosuppression may allow for increased oncolytic viral replication and spread within brain tumors; however, activation of an anti-cancer immune response by HSV-1 has also been shown to be important in the recruitment of immune cells and tumor cell lysis (Davis and Fang, 2005; Kurozumi et al., 2007; Wakimoto et al., 2004). Therefore, virotherapy that involves the initial use of immunosuppressive agents for enhanced viral replication and spread followed by termination of immunosuppression to allow for HSV-1 to elicit an antitumoral immune response may be required to optimize the tumoricidal effect. Furthermore, the expression of proinflammatory cytokines in HSV-1 constructs, such as IL-4 or IL-12, has not diminished the antitumor effect but has consistently demonstrated an enhanced survival benefit in preclinical models (Andreansky et al., 1998; Hellums et al., 2005; Parker et al., 2000).

46.6.3 Safety

The ability of HSV-1 to infect a wide range of human cells raises the possibility of viral toxicity onto normal tissues in the brain. Despite the established safety of HSV-1 oncolytic constructs in human patients with malignant gliomas, development of herpes encephalitis remains a concern with intracerebral
delivery of the virus. Because of the widespread exposure of the human population to HSV-1, the possibility of homologous recombination of a viral construct with a latent wild-type virus harbored by a cell can in theory result in the generation of a fully virulent wild-type virus that could result in encephalitis. Animal studies have not been able to show a significant risk of wild-type virus reactivation (Sundaresan et al., 2000; Wang et al., 1997). Furthermore, unwanted HSV-1 replication may be controlled by the use of antiviral medications such as acyclovir (Villarreal, 2003).

46.7 Perspectives

46.7.1 Tumor Targeting of HSV-1

The design and construction of novel HSV-1 vectors that specifically target cell surface molecules expressed by malignant glioma cells and not normal cells may increase antitumor efficacy while reducing unwanted toxicity in the brain. Viral mutants may be constructed to express ligands that bind to receptors which are overexpressed by malignant glioma cells such as IL-13Rα2 (Debinski et al., 1999a, b) (see also Chapter 35), uPAR (Gladson et al., 1995), or epidermal growth factor receptor (EGFR) (Nakamura, 2007). HSV-1 constructs have been designed to bind to these receptors in vitro and may be candidates for trial in humans (Kamiyama et al., 2006; Zhou and Roizman, 2005; Zhou et al., 2002).

Several HSV-1 constructs have been constructed to contain tumor-specific promoters for glioma-selective oncolysis (Kambara et al., 2005; Kanai et al., 2006). One oncolytic HSV-1 mutant has been constructed to express ICP34.5 under the control of the nestin gene promoter. Nestin is a type IV intermediate filament protein widely expressed in the neuronal precursor cells of the subventricular zone of the brain and has also been shown as a molecular marker of malignant gliomas. Selective expression of ICP34.5 in glioma cells can prevent host cell shut-off of protein synthesis caused by hyperphosphorylation of eIF2α and a significant antitumor effect.

Another important targeting scheme may be to generate HSV-1 mutants which selectively bind to or replicate within tumor initiating cells (TICs), also known as cancer stem cells, present in malignant gliomas. These are rare subpopulations of cancer cells, which share canonical properties with neural stem cells, and may be integral to the development and perpetuation of malignant gliomas (Galli et al., 2004; Singh et al., 2004). TICs have the ability to self-renew, develop into any cell in the overall tumor population (multipotency), and proliferate. They have been shown to initiate new tumors in vivo when transplanted into immunocompromised mice with efficiencies of 100–1,000 fold that of the bulk of cells in the tumor. Currently, these cells are characterized by a cell surface protein known at CD133 (Prominin-1). An adenovirus has already
been constructed based on directing the expression of replication factor E1A under the CD133 gene promoter (Nandi et al., 2008). Other cell surface targets on TICs will be discovered which may allow for HSV-1 targeting.

46.7.2 Chemo/Radiotherapy-Activated Transcriptional Targeting of Malignant Gliomas

Enhancing and targeting the effects of chemoradiation may provide for a further increase in progression-free and overall survival in patients with malignant gliomas. Chemo/radiotherapy-activated gene therapy is a developing treatment paradigm that attempts to improve the therapeutic index of a variety of potentially therapeutic compounds. Genetically engineered promoters that respond to IR, chemotherapy, and hypoxia have been developed and used in adeno viral vectors for malignant gliomas (Weichselbaum et al., 2002; Yamini et al., 2007; Post et al., 2007) (see also Chapter 47).

46.7.3 Imaging

The ability to non-invasively image the location of HSV-1 delivery and transgene expression in vivo remains an area of extreme importance in determining the efficacy of various viral constructs. Current therapeutic HSV-1 viruses lack the ability to be detected in the brain by magnetic resonance imaging (MRI). Only edema or inflammation can be determined by MRI. As delivery of the virus improves to the brain, such as with CED, determining the location and infection of tumor cells within the brain will help provide answers on whether the HSV-1 construct reaches tumor cells. A viral marker gene whose protein product may be detected robustly by MRI after cell infection may be the one method of localization. Recently, a replication-defective adeno viral vector has been constructed to express metalloproteins from the ferritin family which can be detected robustly in the brain in vitro and in vivo with MRI (Genove et al., 2005). Magnetic nanotechnology may also permit more effective in vivo imaging of HSV-1 distribution in the brain and optimal targeting of tumor tissues (Hadjipanayis et al., 2008a).

46.8 Summary

HSV-1 remains an attractive biologic agent for the therapy of malignant gliomas. Both replication-defective and oncolytic constructs have shown antitumor efficacy in preclinical animal models. Human clinical trials of several oncolytic viruses have established safety and a modest increase in patient survival. HSV-1 delivery to the brain remains an important limiting factor in
the use of HSV-1 as a therapeutic agent. Convection-enhanced delivery (CED) may be the most effective method currently used for distribution of the virus in the brain and maximizing the efficacy of various HSV-1 constructs. Combination therapies with temozolomide and IR can further enhance the antitumor effect of HSV-1. New targeting schemes and imaging are needed to further increase progression-free and overall survival in patients with malignant gliomas.
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Chapter 47
The Development of Targeted Cancer Gene-Therapy Adenoviruses for High-Grade Glioma Treatment

Dawn E. Post and Erwin G. Van Meir

Abstract The replication cycle of many viruses kills the host cell, and this property is an attractive feature for the development of anticancer viral therapy. The challenge resides in modifying the viral genome so that it will direct the formation of viral particles that can preferentially replicate in and destroy tumor cells while sparing normal tissue. In this review, we will discuss the different strategies that have been developed to engineer cancer-targeted adenoviruses, both replication-deficient gene-therapy vectors and replication-competent oncolytic vectors. Their specific application to the targeting of malignant gliomas in preclinical studies and the results of the first eight clinical trials are presented. Lastly, new ongoing developments in the design, imaging, and replication potency of new generations of therapeutic viruses are discussed.
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47.1 Historic Background

The adenovirus (Ad) is currently being evaluated as a cancer therapy agent for a wide variety of tumor types, including brain tumors. Shortly after its isolation in the 1950s, it was demonstrated that the Ad has in vitro oncolytic activity and induces a relatively mild pathogenesis of limited duration in normal healthy subjects (Kelly and Russell 2007, Sinkovics and Horvath 1993). Based on these findings, the testing of this virus as an oncolytic agent in cancer patients rapidly ensued. In an initial study, 30 patients with cervical cancer were administered an Ad preparation of unknown titer directly into the tumor mass, intra-arterially, or intravenously (Huebner et al. 1956). While this clinical study was crude compared to modern standards, it provided the first evidence that direct inoculation of cancer patients with an Ad is safe and leads to destruction of tumor tissue. However, a major drawback to the use of a wild-type Ad for anticancer therapy is its lack of tumor specificity and therefore the potential for toxicity to normal tissue. Overcoming this limitation required increased knowledge of the molecular biology of the Ad replication cycle and the advent of sophisticated recombinant DNA technologies for the direct modification of the Ad genome. This led to a number of strategies to improve its tumor specificity and the ability to introduce into the viral genome adjuvant therapeutic genes that have anti-tumor activity. Ads that have been developed by genetic engineering can be grouped into two categories: replication-deficient and conditionally replication-competentAds. This chapter summarizes the development of genetically modified replication-deficient and conditionally replication-competent Ads for cancer therapy and their clinical trial testing in patients with malignant glioma. Current obstacles that must be addressed to improve the therapeutic benefit of these viruses in cancer patients will also be discussed.

47.2 The Ad as a Cancer Therapy Agent

The Ad family contains over 45 serotypes that infect humans and cause a variety of illnesses affecting the eye, respiratory and gastrointestinal tracts [reviewed in (Flint et al., 2004)]. These viruses are nonenveloped and contain
a linear, double-stranded DNA genome that is 36–38 kb in size. The Ad replication cycle is a highly complex sequence of co-ordinated events in which viral proteins activate or repress numerous cellular pathways to ensure efficient viral DNA replication and progeny production. The molecular analysis of viral protein function(s) and their interactions with cellular factors has provided opportunities for the design of genetically engineered Ads for cancer therapy, with serotype 5 being the major subtype used for this purpose (Fig. 47.1).

**Fig. 47.1 Schematic of adenovirus genome.** Regions of the Ad genome pertinent to this chapter are shown (not drawn to scale). Specific Ad genes discussed in this text are underlined and shown above the corresponding gene transcription region. See text for details

### 47.2.1 Replication-Deficient Ads

All replication-deficient Ads are designed to be viral vectors that deliver gene therapy without the risks associated with viral propagation in the patient. This is achieved through genetically engineering a deletion of the viral E1 gene region, which contains the essential E1A replication gene. These viruses are then further modified to function as adjuvant therapeutic gene delivery vehicles. To accomplish this, a DNA expression cassette containing the gene of interest under the transcriptional control of an exogenous promoter is introduced into the viral genome at the deleted E1 locus. Infectious viral particles are then produced in Ad packaging cells, which complement in trans the E1A protein. These are typically human embryonic neuronal 293 cells, which were immortalized by stably expressing the adenoviral E1 gene. Deletion of the E1 gene region provides a cloning capacity up to approximately 3.5 kb in the viral genome. To accommodate larger inserts, the E1 and E3 gene regions can be deleted providing a cloning capacity up to 6.2 kb. The E3 gene region is also an alternative exogenous DNA insertion site.

The antitumor action of replication-deficient Ads is conferred by the gene therapy. There are a large number of potential adjuvant therapeutic candidates that could be utilized for gene therapy of malignant glioma such as genes that (i) inhibit cell growth by modulating intrinsic cell properties, typically the cell cycle, senescence or apoptosis and (ii) genes that exert cell extrinsic effects, triggering a bystander effect. The latter include angiogenesis inhibitors, immune response modulators (immunogene therapy), or suicide genes that work in conjunction with a prodrug system. For the treatment of malignant gliomas,
replication-deficient Ads that express the p53 tumor suppressor, interferon beta (INFβ) immune modulator, and herpes simplex virus thymidine kinase (HSV-TK) gene/ganciclovir (GCV) prodrug systems have been generated. In preclinical studies using malignant glioma models, it was demonstrated that transduction of tumor cells with Ad-HSV-TK (Chen et al. 1994, Culver et al. 1992, Vile et al. 1997), Ad-p53 (Kock et al. 1996, Lang et al. 1999, Li et al. 1999), or Ad-INFβ (Qin et al. 1998, 2001) leads to a potent antitumor effect. The therapeutic potential of these replication-deficient viruses was subsequently evaluated in clinical trials in patients with malignant glioma (see Section 47.3).

### 47.2.2 Tumor-Specific Replication-Competent Ads

Tumor-specific replication-competent Ads (also called oncolytic adenoviruses or conditionally replicating adenoviruses) are distinct from replication-deficient Ads in that viral replication genes are present, viral-replication preferentially occurs in tumor cells, and the cytolitic replication cycle of the virus causes tumor cell death. Two strategies have been used to genetically engineer the replication of the Ad specifically to tumor cells: (i) viral gene mutation/deletion and (ii) transcriptional regulation of viral replication genes (Fig. 47.2 and Color Plate 63). These viruses can be further engineered to deliver gene therapy, thereby increasing their antitumor activity [reviewed in (Chu et al. 2004)].

In the first tumor-targeting approach, Ad genes that are essential for viral replication are mutated or deleted resulting in the absence of the corresponding viral protein function (Fig. 47.2A). The absence of this viral protein leads to an abortive replication cycle in normal cells. In contrast, the mutant virus can selectively replicate in tumor cells because the missing viral protein function is compensated by the presence of tumor-specific genetic alterations. To date, three genetically mutated Ads have been created using this approach. Abrogation of Ad E1A, E1B-55K, or viral-associated (VA) RNA-coding sequences’ function by gene deletion or mutation leads to conditional replication of the mutated Ad in tumor cells that contain a dysregulated retinoblastoma (Rb), p53, or Ras pathway, respectively [reviewed in (Chu et al. 2004)]. However, further analysis of the Ad E1B-55K mutant would reveal that this tumor-targeting approach is more complicated than initially expected. The Ad E1B-55K protein has a dual role in the Ad replication cycle: (i) bind and inactivate p53, thereby circumventing a p53-dependent antiviral apoptotic response and (ii) nuclear export of viral transcripts. Initial preclinical studies with the E1B-55K mutant Ad (dl1520, also known as ONYX-015) suggested that replication of this virus was targeted to tumor cells lacking p53 function (Bischoff et al. 1996). Further studies would reveal that the tumor selectivity of dl1520 is determined by the ability of tumor cells to compensate for the late viral RNA export function of E1B-55K, rather than p53 inactivation (O’Shea et al. 2004).
Fig. 47.2 Strategies used to target Ad replication specifically to tumor cells. (A) Targeting Ad replication to tumor cells by viral gene mutation. Specific mutations within the Ad E1A, E1B, or viral-associated RNA-coding sequences that abrogate protein function have been shown to result in the selective replication of the mutant Ad in tumor cells that contain dysfunctional pRb, p53, or Ras pathways, respectively. In the example shown here, a small deletion in conserved region 2 (CR-2) of E1A abrogates its interaction with the pRb family of proteins. While this E1A-mutant Ad can infect both normal (pRb-functional) and tumor (pRb-deficient) cells, its replication is restricted to cells with a dysregulated Rb pathway. After lysis of permissive host cells, viral progeny infect nearby tumor cells, thereby propagating the viral infection and host cell lysis cycle throughout the tumor mass. In contrast, normal cells do not support replication of the E1A mutant Ad. (B) Targeting Ad replication to tumor cells by
Regardless, dl1520 demonstrates antitumor specificity. In clinical trial testing in cancer patients, dl1520 demonstrated overall safety and modest antitumor efficacy following diverse delivery routes and in combination with several chemotherapy drugs (Post et al. 2005). Importantly, a similar E1B-55K-deleted Ad (H101) was recently approved for cancer treatment in China (Garber 2006).

In the second tumor-targeting approach, Ad genes that are essential for viral replication (E1A and E4) are placed under the transcriptional regulation of promoters that are predominantly active in tumor cells relative to normal cells [Fig. 47.2B, reviewed in (Chu et al. 2004)]. For this, tissue-specific promoters have been used to target Ad replication to one tumor type such as brain, breast, prostate, liver, melanoma, lung, colon, neuroblastoma, and ovarian cancer. Alternatively, to target viral replication to a broad range of tumor types, promoters that are responsive to tetracycline, telomerase reverse transcriptase (TERT), hypoxia-inducible factor (HIF), or E2F-1 have been utilized.

There are a large number of tumor-specific replication-competent Ads that are potential candidates for the treatment of malignant glioma. This includes the Ads that contain viral gene mutations/deletions and the transcriptionally regulated Ads with promoters that are active in a broad range of tumor types. The tissue-specific glial fibrillary acidic protein (GFAP) promoter has been used to generate a glioma-specific oncolytic Ad (Horst et al. 2007). This virus demonstrated specificity for GFAP-positive, but not GFAP-negative, tumor cells. However, its potential toxicity to normal glial tissue which is GFAP positive was not experimentally addressed. Infection of these permissive cells is expected to result in viral replication and death of the normal cells. Additionally, the identification of promoters that are active in cancer stem cells, such as CD133-positive brain tumor stem cells, will enable the development of oncolytic Ads for the specific killing of this clinically important tumor cell population (Singh et al. 2004, Bauerschmitz et al. 2008). Of significance is the finding that CD133-positive brain tumor stem cells are susceptible to Ad infection due to high levels of Ad cell surface receptors (Jiang et al. 2007). Moreover, infection of these cells with an oncolytic Ad that is active in cells with a defective Rb pathway (delta-24-RGD) leads to efficient viral replication and oncolysis (Jiang et al. 2007). This demonstrates the potential clinical application of oncolytic Ads for the specific killing of brain tumor stem cells. To date, only the E1B-55K-deleted Ad has undergone phase I clinical trial testing in malignant glioma patients (see Section 47.3.4).

Fig. 47.2 (continued) transcriptional regulation of viral replication genes. The Ad E1A gene ([gray arrow]) encodes a protein that is essential for viral replication and its absence leads to a replication-deficient virus. Transcriptional regulation of E1A by a promoter ([dashed rectangle]) that is preferentially overactive in tumor cells will result in tumor-selective Ad replication. The use of a promoter that is not active in normal cells will result in an inability of the virus to express E1A and replicate in these cells. Figure reproduced from Future Oncology (2005) 1(2), 1–12 with permission from Future Medicine Ltd (Post et al. 2005) (see Color Plate 63)
The antitumor efficacy of tumor-specific replication-competent Ads is dependent on their ability to kill infected tumor cells and spread to nearby tumor cells at high efficiency. However, the mechanism underlying how adenovirus induces host cell lysis is currently unknown and available data are contradictory. The adenovirus death protein (ADP) located in the E3 gene region appears to play a role in host cell lysis and viral egress at the completion of the viral replicative cycle by an unknown mechanism (Lichtenstein et al. 2004). Caspase-dependent (apoptosis) and caspase-independent cell death pathways appear to play a role in ADP-mediated host cell death (Zou et al. 2004). This contrasts with studies showing that classical apoptosis does not occur during a productive Ad infection (Baird et al. 2008, Ito et al. 2006). The autophagy pathway has been implicated to mediate caspase-independent cell death by Ads (Alonso et al. 2008, Jiang et al. 2007, Ito et al. 2006). However, another study indicates that the autophagy pathway functions as a cell survival, rather than cell death, response during the Ad replication cycle (Baird et al. 2008). These contradictions may be due to the dual role of the autophagy pathway in cell survival and cell death and its ability to directly interact with the classical apoptosis pathway (Thorburn 2008). Additionally, the tumor cell lines used in these studies may contain genetic alterations within the autophagy and apoptosis pathways, making it difficult to interpret the relative contribution of each. Therefore, future studies should include a series of normal cell lines and inhibitors that are specific for each pathway. In conclusion, a more thorough understanding of the mechanisms underlying Ad-mediated cytolysis may stimulate the development of strategies to increase the oncolytic potential of this virus.

47.2.3 Advantages and Disadvantages of Using the Ad as a Cancer Therapy Agent

The Ad offers several advantages for the purpose of cancer therapy, including (1) a high transduction efficiency of a wide range of cell types, (2) infects both proliferating and quiescent cells, (3) genetic modification of viral capsid proteins enables retargeted infection to tumor cells and reduced infection of normal cells, (4) can be easily modified to express transgenes, (5) can be manufactured to high titers \(10^{10} - 10^{13}\) plaque-forming units/ml for clinical applications, (6) episomal viral genome location circumvents problems of integration into cellular genome, (7) genetically stable following the introduction of various transgenes and/or genetic modification of viral genes, (8) infection leads to tolerable clinical symptoms, and (9) its cytolytic replication cycle can be conditionally targeted to tumor cells thereby minimizing toxicity to normal cells.

These benefits must be balanced with some disadvantages of the Ad such as (1) systemic intravenous delivery to tumors is inefficient due to rapid liver-mediated clearance, (2) lack of a specific anti-Ad drug to inhibit viral
replication, and (3) the induction of an inflammatory response following virus administration. The latter drawback is a serious safety concern that was realized following the death of a patient on a gene-therapy clinical trial (Marshall 1999). This patient received hepatic intra-arterial infusion of $4 \times 10^{13}$ particles of a replication-deficient adenovirus for the treatment of ornithine transcarbamylase deficiency. Within 4 days of virus administration, the patient suffered a fatal systemic inflammatory response syndrome that was attributable to administration of the Ad vector. The NIH Recombinant DNA Advisory Committee (RAC) reviewed the preclinical and clinical data from this trial and concluded that Ad-based clinical trials should continue with caution (NIH Recombinant DNA Advisory Committee 2002). The committee also proposed a number of recommendations to improve the design and conduct of clinical trials using Ad-based vectors as a means to increase the safety of patients.

47.3 Clinical Trials of Cancer Therapy Ads for Glioma Therapy

There have been eight published clinical trial studies utilizing replication-deficient or tumor-specific conditionally replication-competent Ads in patients with malignant brain tumors (Table 47.1). Seven of the studies used replication-deficient Ads which express HSV-TK, p53, or IFNβ, and one study used a conditionally replication-competent oncolytic Ad (dl1520, ONYX-015) which contains a deletion of the E1B-55K viral protein. Clinical trial studies with these cancer therapy Ads have yielded important insights into the safety and effectiveness of this therapeutic strategy for the treatment of malignant brain tumors.

47.3.1 Ad-HSV-TK Clinical Trials

HSV-TK is an enzyme that phosphorylates the nucleoside analog prodrug ganciclovir (GCV) into its triphosphate form, a cytotoxic agent that inhibits DNA synthesis resulting in apoptotic cell death [reviewed in (Eck et al. 1996)]. Gene therapy with HSV-TK also leads to death of non-transduced cells. This “bystander killing effect” is mediated by intercellular movement of GCV triphosphate from transduced to non-transduced cells through gap junctions (Touraine et al. 1998, Elshami et al. 1996), induction of apoptosis (Hamel et al. 1996), and the host immune response (Vile et al. 1997). GCV has been widely used in the clinic as an antiviral drug for CMV infections. Following intravenous administration, GCV is widely distributed to all tissues, including the brain. Its clinical use is associated with several toxic side effects in humans such as neutrophilia, thrombocytopenia, hepatic and renal impairment, fever, rash, headaches, and confusion (Eck et al. 1996).
## Table 47.1 Clinical trials of cancer gene-therapy Ads in malignant glioma patients

<table>
<thead>
<tr>
<th>Virus</th>
<th>Promoter</th>
<th>Tumor</th>
<th>n</th>
<th>Objectives</th>
<th>Virus delivery</th>
<th>Virus dose</th>
<th>Adverse events</th>
<th>NA response</th>
<th>Virus dissemination</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSV-TK</td>
<td>RSV</td>
<td>recurrent</td>
<td>13</td>
<td>toxicity</td>
<td>intratumoral</td>
<td>$2 \times 10^9$ VP</td>
<td>2</td>
<td>10/12</td>
<td>serum-neg urine-neg nasal-neg</td>
<td>Trask et al. (2000)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MTD</td>
<td></td>
<td>$2 \times 10^{10}$ VP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$2 \times 10^{11}$ VP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$2 \times 10^{12}$ VP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSV-TK</td>
<td>RSV</td>
<td>recurrent</td>
<td>11</td>
<td>toxicity</td>
<td>resected tumor cavity margin</td>
<td>$2.5 \times 10^9$ VP</td>
<td>1</td>
<td>ND</td>
<td>blood-neg urine-neg nasal-neg</td>
<td>Germano et al. (2003)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MTD</td>
<td></td>
<td>$3.0 \times 10^{11}$ VP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$9.0 \times 10^{11}$ VP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSV-TK</td>
<td>Ad major late</td>
<td>recurrent</td>
<td>14</td>
<td>toxicity</td>
<td>resected tumor cavity margin</td>
<td>$4.6 \times 10^8$ VP</td>
<td>0</td>
<td>ND</td>
<td>blood-neg urine-neg nasal-neg stool-neg</td>
<td>Smitt et al. (2003)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MTD</td>
<td></td>
<td>$4.6 \times 10^9$ VP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$4.6 \times 10^{10}$ VP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$4.6 \times 10^{11}$ VP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSV-TK</td>
<td>CMV</td>
<td>recurrent (4) primary (3)</td>
<td>7</td>
<td>toxicity efficacy</td>
<td>resected tumor cavity margin</td>
<td>$3 \times 10^{10}$ PFU</td>
<td>4</td>
<td>4/7</td>
<td>plasma-neg urine-neg</td>
<td>Sandmair et al. (2000)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSV-TK</td>
<td>CMV</td>
<td>recurrent (12) primary (24)</td>
<td>36</td>
<td>toxicity efficacy (randomized)</td>
<td>resected tumor cavity margin</td>
<td>$3 \times 10^{10}$ PFU</td>
<td>5</td>
<td>6/17</td>
<td>plasma-posit $(n = 2/17)$</td>
<td>Immonen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p53</td>
<td>CMV</td>
<td>recurrent</td>
<td>15</td>
<td>toxicity MTD molecular endpoints</td>
<td>intratumoral followed by resected tumor cavity margin</td>
<td>$3 \times 10^9$ VP</td>
<td>45</td>
<td>10/12</td>
<td>plasma-neg urine-neg sputum-neg rectal-neg</td>
<td>Lang et al. (2003)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$3 \times 10^{11}$ VP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$3 \times 10^{12}$ VP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 47.1 (continued)

<table>
<thead>
<tr>
<th>Virus</th>
<th>Promoter</th>
<th>Tumor (n = patients)</th>
<th>n</th>
<th>Objectives</th>
<th>Virus delivery</th>
<th>Virus dose</th>
<th>Adverse events(^a)</th>
<th>NA response</th>
<th>Virus dissemination</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>IFNβ</td>
<td>CMV</td>
<td>recurrent</td>
<td>11</td>
<td>toxicity</td>
<td>intratumoral followed by resected tumor cavity margin</td>
<td>2 × 10(^{10}) VP</td>
<td>1</td>
<td>5/11</td>
<td>blood-pos ((n = 2/11)) nasal-pos ((n = 5/11)) CSF-pos ((n = 2/2))</td>
<td>Chiocca et al. (2008)</td>
</tr>
<tr>
<td>ONYX-015 (E1B mutant)</td>
<td>NA recurrent</td>
<td>24</td>
<td>toxicity</td>
<td>resected tumor cavity margin</td>
<td>1 × 10(^{7}) PFU</td>
<td>0</td>
<td>2/24</td>
<td>ND</td>
<td>Chiocca et al. (2004)</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: \(n\): number of patients; NA: neutralizing antibody; RSV: rous sarcoma virus; CMV: cytomegalovirus; VP: virus particle; ND: not determined; MTD: maximum tolerated dose; pos: positive; neg: negative

\(^a\)Number of adverse events judged as related or possibly related to the virus treatment are listed.
The safety and maximum tolerated dose (MTD) of Ad-HSV-TK/GCV therapy in patients with recurrent malignant glioma was initially evaluated following a single intratumoral virus injection (Trask et al. 2000). The starting viral dose was $2 \times 10^9$ virus particles (VP) and was increased by one-log increments to $2 \times 10^{12}$ VP. The treatment was safely tolerated in the $2 \times 10^8$ to $2 \times 10^{11}$ VP groups with no adverse events attributable to the gene therapy. Treatment with $2 \times 10^{12}$ VP led to toxicities of confusion, hyponatremia, and seizures in two patients that were related to the virus/GCV treatment. In one of these patients, the adverse event was possibly due to virus entry into the CSF by unintentional intraventricular injection. The dose level for the subsequent four patients was reduced to $2 \times 10^{11}$ VP with no adverse events attributable to the gene therapy. 

Two subsequent clinical trials evaluated the safety and MTD of Ad-HSV-TK/GCV therapy following virus injection into the resected tumor cavity margins (Germano et al. 2003, Smit et al. 2003). The ranges of virus doses used in these studies were $2.5 \times 10^{11}$ to $9.0 \times 10^{11}$ VP and $4.6 \times 10^8$ to $4.6 \times 10^{11}$ VP, respectively. In the 25 treated patients, one adverse event of status epilepticus occurred following administration of $2.5 \times 10^{11}$ VP that was possibly related to the gene therapy (Germano et al. 2003). All other adverse events were judged as not related to the gene-therapy virus. Thus, these studies established an MTD of $2 \times 10^{11}$ VP for intratumoral Ad-HSV-TK/GCV therapy, while an MTD for virus administration into the resected tumor cavity margins was not reached.

There were two clinical trials published by the same group that evaluated efficacy as well as toxicity of Ad-HSV-TK/GCV therapy in patients with primary and recurrent malignant glioma (Sandmair et al. 2000, Immonen et al. 2004). In both studies, $3 \times 10^{10}$ plaque-forming units (pfu) of virus were injected into the resected tumor cavity margin. In study 1, two patients who had epileptic seizures prior to the gene therapy experienced an increased frequency of seizures following virus administration (Sandmair et al. 2000). Additionally, two patients experienced a short-term fever reaction following Ad-HSV-TK delivery that correlated with opening of the ventricular system during surgery. Of the seven treated patients in study 1, three showed evidence of stable disease by MRI at 3-months post-treatment. The survival time of these patients was 8 (recurrent), 20 (recurrent), and 21 (primary) months. These data were encouraging and led to a second study in which 36 patients with primary or recurrent malignant glioma were randomized to receive tumor debulking followed by Ad-HSV-TK/GCV therapy or standard of care consisting of tumor debulking followed by radiotherapy in those patients with primary tumors (Immonen et al. 2004). Overall, Ad-HSV-TK/GCV therapy was well tolerated and no significant safety issues arose. Three patients developed a transient elevation of liver enzymes starting 5–7 days after GCV treatment. Additionally, two patients developed localized intracerebral edema during GCV treatment, one with an associated hemiparesis, which required additional surgery. In this study, survival was measured as the date of surgery/gene-therapy administration to death or surgery for recurrence. It was found that AdHSV-TK/GCV treatment led to a mean survival of 70.6 ± 52.9 (SD) weeks which was
significant, greater than the mean survival of the standard of care group [39 ± 19.7 (SD), \( p = 0.0095 \)]. These data are promising and will need to be further investigated in a randomized efficacy study using a larger study group.

### 47.3.2 Ad-p53 Clinical Trial

The p53 tumor suppressor is a transcription factor that regulates the cell cycle and apoptosis pathways in response to cellular stress or DNA damage (Vousden and Lu 2002). Consistent with its central role as “guardian of the genome,” p53 is frequently inactivated in human gliomas by a variety of mechanisms (see Chapter 14). Thus it was logical to evaluate whether reintroduction of p53 using a virus-based gene-therapy approach would be beneficial for the treatment of malignant gliomas. The replication-deficient Ad-p53 was intratumorally injected at increasing doses via catheter into 15 patients with recurrent malignant glioma (Lang et al. 2003). Three days later the tumor was removed and additional virus was injected into the resected tumor cavity margins. This two-stage study design allowed for biological endpoint analysis and evaluation of clinical toxicity. Comparative analysis of pretreatment vs. posttreatment tumor specimens indicated that Ad-p53 treatment led to the expression of functionally active p53 protein in the tumor. This was based on nuclear and cytoplasmic p53 expression, induction of the p53 transcriptional target p21\(^{\text{CIP/WAF}}\), and induction of apoptosis in the area immediately surrounding the catheter site where p53 expression was high. Disappointingly, the mean distance of Ad-p53-transduced cells from the catheter was 4.9 ± 1.7 mm (range 1–8 mm), and the distance of transduced cells did not expand as the viral dose was increased. The limited intratumoral distribution of Ad-p53 is consistent with a previous study using a replication-deficient Ad that expresses β-galactosidase and a similar viral administration procedure (Puumalainen et al. 1998). The clinical toxicity of Ad-p53 therapy was described as minimal with 45 adverse events possibly or probably/definitely related to the treatment. The most common adverse events potentially attributable to Ad-p53 were headache (53% of patients), fatigue (40%), and fever (27%). Other adverse events related to Ad-p53 treatment included one incident of grade 3 hemiparesis in the \(3 \times 10^{11}\) VP group and grade 2–3 aphasia in two patients in the \(1 \times 10^{12}\) VP group. Three additional patients at the \(1 \times 10^{12}\) VP dose level did not experience significant neurologic toxicity. Thus, a maximum tolerated dose was not defined and additional dose escalation was not possible due to manufacturing and virus storage limitations.

### 47.3.3 Ad-IFNβ Clinical Trial

The IFNβ cytokine elicits multimodal antitumor effects associated with its anti-proliferative, anti-angiogenic, and immunomodulatory activities [reviewed in (Eck et al. 2001, Chiocca et al. 2008)]. However, its clinical use is limited by toxicities of myelosuppression, transaminitis, seizures, and encephalopathy.
To circumvent this issue, a local IFNβ gene-delivery strategy was evaluated using a replication-deficient Ad (Chiocca et al. 2008). Eleven patients with recurrent malignant glioma were intratumorally injected into five sites with Ad-IFNβ at increasing doses by stereotactic needle passes. Eight (cohort 1) or four (cohorts 2 and 3) days later, the tumor was removed and additional virus was injected into the resected tumor cavity margins. Similar to the Ad-p53 trial described above, the two-stage study design allowed for molecular endpoint and clinical toxicity assessment. Biologically active hIFNβ expression from the injected virus was indicated by intratumoral hIFNβ expression, a dose-dependent increase of the IFN-inducible markers neopterin and IL-10, and a dose-dependent induction of intratumoral apoptosis and necrosis. Areas of necrosis were associated with inflammatory infiltrates composed of neutrophils, macrophages, and monocytes. However, it cannot be determined from these studies whether the inflammatory infiltrate is due to a specific hIFNβ-mediated response or a generalized innate immune response to the virus. All of the clinical adverse events were judged as unrelated to virus treatment, with one exception. One patient in the highest viral dose group (2×10^{11} VP) experienced a dose limiting toxicity of grade 4 confusion. This event was classified as related to virus treatment and was associated with virus extravasation into the CSF during virus injection into the resected tumor cavity margin. While a maximum tolerated dose was not defined, the authors recommend a dose limit of <2×10^{11} virus particles for future studies because of potential patient safety and toxicity issues.

47.3.4 E1B-55K-Deleted Oncolytic Ad (dl1520, ONYX-015) Clinical Trial

ONYX-015, which lacks E1B-55K expression due to gene-specific mutations, is the first oncolytic Ad that was tested in malignant glioma patients (Chiocca et al. 2004). The toxicity and potential efficacy of ONYX-015 was evaluated in 24 patients with recurrent high-grade glioma following viral administration into the resected tumor cavity margin. The starting viral dose was 1×10^{7} pfu and was increased by one-log increments to 1×10^{10} pfu. All of the clinical adverse events were judged as unrelated to virus treatment. Therefore, this study demonstrated that ONYX-015 therapy was safely tolerated and did not result in clinical or radiologic evidence of neurologic or systemic toxicity when injected into the resected tumor cavity margins at doses up to 10^{10} pfu.

47.3.5 Clinical Trial Data: Anti-Ad Neutralizing Antibody Levels

The presence or induction of anti-Ad neutralizing antibodies is a potential issue that may negatively impact the therapeutic efficacy of cancer therapy Ads. The levels of systemic anti-Ad neutralizing antibodies before and after intracranial
injection of virus were measured in six of the clinical studies described above (Table 47.1). Forty-five percent (37/83) of assessable patients had an increase in anti-Ad neutralizing antibodies following virus injection. A more detailed timeline of the neutralizing antibody response was evaluated in the Ad-p53 clinical trial (Lang et al. 2003). In this study, antibody titers increased 1–2 weeks after virus injection, reached maximal levels at 1–2 months, and then returned to pretreatment levels by 4–6 months. The impact of anti-Ad neutralizing antibodies on the therapeutic efficacy of the viruses was not discussed in the published reports. Overall, intracerebral injection of Ads appears to result in a lower incidence of a neutralizing antibody response compared to non-CNS viral administration [45% vs. 92–100%, respectively, (Post et al. 2005)]. This may result from the relatively immunocompromised state of malignant glioma patients due to steroid medication, radiation, and chemotherapy and/or the relatively immunoprivileged status of the brain (Chiocca et al. 2004).

47.3.6 Clinical Trial Data: Regional and Systemic Virus Dissemination

Virus dissemination beyond the injection site is a serious concern as it could potentially lead to toxic side effects, as evidenced by the development of serious adverse events in two patients, which was attributable to virus entry into the CSF (Trask et al. 2000, Chiocca et al. 2008). Seven of the clinical trials described above evaluated virus dissemination (Table 47.1). In five studies, virus was not detected in blood, serum, plasma, urine, stool/rectal, sputum, or nasal swab specimens, indicating a lack of systemic virus dissemination. In contrast, viral spread beyond the injection site was detected in plasma, blood, nasal swab, and CSF samples in a subset of patients in two studies. The presence of virus in the plasma and blood was detectable for 2–7 days post-treatment, but not thereafter. The amount of virus in nasal swabs was highly variable between patients and did result in clinical symptoms. The discrepancy in virus dissemination between the clinical studies may be due to differences in sample collection schedules or unintentional injection of the virus into blood vessels or brain ventricles during surgery. Clearly, intracerebral injection of a replication-deficient cancer therapy Ad has the potential to spread into the CSF and systemically.

47.3.7 Clinical Trial Data: Antitumor Efficacy

Evidence of antitumor efficacy was monitored in all of the studies described above. In each study, there were isolated patients who appeared to respond to the viral-mediated gene therapy based on long-term survival compared to historical controls. However, in the majority of cases, this was associated with
the presence of one or more favorable prognostic factors for longer survival such as younger age, higher functional status, shorter duration of symptoms, presence of a WHO grade III and not IV glioma, total vs. partial surgical resection, or smaller tumor size. The Ad-HSV-TK study published by Immonen et al. (2004) provides the strongest evidence of antitumor efficacy. However, it must be emphasized that all of these studies are early stage clinical trials with primary objectives of toxicity and MTD assessment and which contain a low number of patients at each viral dose level. The relative safety and low toxicity of the cancer gene therapy and oncolytic Ads tested to date strongly support the continued investigation of these agents as antitumor therapies for malignant glioma patients.

47.4 Future Directions to Improve the Safety and Efficacy of Cancer Gene-Therapy and Oncolytic Ads for Glioma Therapy

Clinical trial studies using replication-deficient and conditionally replication-competent Ads in cancer patients, including those with malignant glioma, have demonstrated the overall safety of this therapeutic approach. However, clinical evidence of antitumor efficacy has been disappointing and there is a discord with preclinical laboratory studies in which viral treatment results in potent antitumor responses including complete tumor regressions. Below we highlight some factors that may explain these findings and avenues being explored to improve the efficacy of cancer therapy Ads in cancer patients without compromising safety.

47.4.1 Preclinical Brain Tumor Models

Currently available preclinical brain tumor models do not faithfully recapitulate the origin, histopathology, biology, or treatment of human malignant brain tumors in the clinical setting (Barth 1998) (see Chapters 1–13). It is also critically important to note that human Ads only replicate at high efficiency in human cells and not most murine cells. This creates a challenge with extrapolating antitumor efficacy and safety obtained with these models to that which may be achieved in a human cancer patient. First, preclinical tumor models utilize homogenous tumor cell lines, whereas the tumor mass in a patient consists of a heterogenous mix of tumor cells. Second, the tumor mass present in a patient is relatively larger compared to the preclinical tumors established in rodents, which oftentimes are a maximum diameter close to the 5-mm diffusion limit observed in human trials. Third, many preclinical models are performed in immunocompromised mice due to xenografting of human tumor cells, which may avoid immune-mediated neutralization of viral replication. Fourth, the
limited replication potential afforded by mouse tissues precludes safety testing. Finally, many of the preclinical tumor studies utilize a multiple virus injection protocol that is not feasible in patients.

Cancer therapy Ads have predominantly been evaluated using human glioma xenografts in immunocompromised (athymic nu/nu, SCID) mice or syngeneic rodent brain tumor models that were originally established by chemical induction (Barth 1998, Szatmari et al. 2006, Fomchenko and Holland 2006). The former model is applicable for the evaluation of both replication-deficient and conditionally replication-competent Ads. However, the use of an immunocompromised animal tumor model is severely limited in that it precludes the evaluation of these viruses in the context of a fully functional host immune response, a setting that more closely emulates the clinical situation. The latter tumor models offer the advantage of an immunocompetent host and are useful for the evaluation of the replication-deficient Ads. At least one of the syngeneic rodent brain tumor models, GL261, appears to support human Ad replication and therefore will be useful for the preclinical evaluation of oncolytic Ads (Ulasov et al. 2007a) (see Chapter 12). Furthermore, some of the cell lines derived from chemically induced models show spontaneous immunogenicity, likely because they were generated on outbred rodents strains (C6 glioma for example) or because the mutation load from the chemical treatment created new epitopes (not formally proven but 9L could be an example) (see Chapter 10). Alternative immunocompetent models are the use of spontaneous brain tumors in genetically engineered mice which are created by germline modification or somatic cell gene transfer (Fomchenko and Holland 2006). The utility of these genetically engineered glioma models for the preclinical testing of cancer therapy Ads has not yet been evaluated. Several non-glioma rodent tumor cell lines that support human Ad replication have recently been identified (Toth et al. 2005, Hallden et al. 2003, Wang et al. 2003, Guo et al. 2006). These syngeneic rodent tumor models are valuable tools that can also be used to assess the antitumor potential of oncolytic Ads in the context of a fully functional host immune response. However, these studies may be restricted to subcutaneous tumor models as it is currently unknown whether any of these non-glioma cell lines can establish a tumor when implanted intracerebrally. The canine J3T glioma model which can be established in immunotolerant allogeneic Beagle dogs is a useful large animal model (Candolfi et al. 2007b, a, Rainov et al. 2000). The substantial cost of this large animal glioma model restricts its use to late-stage preclinical testing (see Chapter 13). Clearly, continued research is needed in the further development and characterization of syngeneic brain tumor models for the preclinical testing of cancer therapy Ads. A better understanding of the Ad replication cycle may also engender transgenic mice that will be competent for Ad replication (Tallone et al. 2001).

It will also be important to develop a set of universal standards for the preclinical testing of replication-deficient and oncolytic Ads for malignant glioma therapy. This should include testing in normal human cells such as astrocytes and in tumor models (specific cell lines, s.c. vs. i.c. tumor implantation), virus
injection schedule, virus injection dose, and the incorporation of appropriate control Ads such as a replication-deficient AdLacZ or AdGFP or a replication-competent wild-type Ad. This will facilitate virus-to-virus comparison and the identification of the most promising cancer therapy Ads for subsequent clinical trial testing.

### 47.4.2 Improving the Virus Vectors

A number of current cancer therapy Ads contain deficiencies including (i) lack of the Ad E3 gene region, (ii) lack of the adenovirus death protein (ADP) gene, and (iii) attenuated replication even in permissive tumor cells. As described below, it is essential to develop cancer therapy Ads in which these deficiencies are not present or have been minimized.

A large number of cancer therapy Ads contain a partial or complete deletion of the E3 gene region which is nonessential for viral replication in cell culture. In many cases, deletion of the E3 gene region is needed to accommodate the exogenous transgene or promoter DNA insert. The Ad E3 gene region encodes a set of immunomodulatory proteins which function to counteract the host antiviral immune response (Lichtenstein et al. 2004). Consistent with this, Ads that lack all or part of the E3 gene region show accelerated virus clearance in vivo in both athymic (nu/nu) and immunocompetent tumor-bearing mice compared to Ads that retain this gene region (Wang et al. 2003, Suzuki et al. 2002). Another important gene located in the E3 gene region is ADP which plays a role in host cell lysis and viral egress at the completion of the viral replication cycle. Oncolytic Ads that lack ADP display a delay in these processes (Lichtenstein et al. 2004). Given the vital in vivo roles of the genes located within the E3 region, it is important to minimize deletion of this region.

Another potential concern that is specific for the oncolytic Ads is the presence of attenuated viral replication. It is important that the replication of these tumor-specific viruses is similar to or greater than a wild-type Ad to ensure a maximal oncolytic response. At least two oncolytic Ads have been identified that exhibit attenuated replication relative to a wild-type Ad. One contains a deletion of the E1B-55K gene (Bischoff et al. 1996, Rothmann et al. 1998, Goodrum and Ornelles 1998) and the other contains a hypoxia-inducible promoter to regulate expression of the Ad E1A replication gene (Post et al. 2007). A large number of oncolytic Ad studies do not include a wild-type Ad for comparison. Therefore, it is difficult to determine how widespread the issue of attenuated replication is and to identify causative factors, such as the use of a particular Ad backbone vector. The issue of attenuated viral replication needs to be carefully evaluated prior to clinical trial testing as it directly impacts the antitumor potency of these viruses.

Finally, it will be important to exploit scientific advances for the design of new cancer gene-therapy and oncolytic Ads. For example, recent advances have
uncovered the critical role played by microRNAs in many aspects of biology and have already identified their involvement in cancer development, including brain cancer (see Chapter 27). MicroRNAs are 21–22 base RNA oligonucleotides that bind to and block the translation of mRNAs which have sites in their 3'-untranslated regions (3'-UTR) that are complementary to the microRNA (Ha et al. 1996). It has been demonstrated that expression of certain microRNAs is missing in tumor cells (for example let-7), while being active in surrounding normal tissues. This has led some investigators to design virotherapy that would be specifically active in the tumor cells. In one approach, replication-deficient viruses carry a transgene engineered to contain an artificial 3'-UTR-containing complementary sites for that microRNA. As a result, the transgene will be expressed in tumor cells but not in normal tissue (Brown et al. 2007b, a, c). The same concept can be used to control the expression of a gene necessary for viral replication, thus generating a miRNA-dependent conditional replicative oncolytic virus, the proof of concept which was recently demonstrated in a vesicular stomatitis virus (Edge et al. 2008). This new concept has not yet been applied in the design of an oncolytic adenoviruses adapted for exclusive replication in tumors expressing certain microRNAs.

### 47.4.3 Improving Virus Delivery, Intratumoral Dispersion, and Transduction of Tumor Cells

Clinical trial studies have revealed the severely restricted distribution of cancer therapy Ads following intracranial administration (Puumalainen et al. 1998, Lang et al. 2003). One strategy to improve virus distribution is the use of convection enhanced delivery (CED), which is virus infusion under high pressure using intracranial catheters (ter Horst et al. 2006, Oh et al. 2007, Chen et al. 2005). While promising, the use of CED for intracranial drug delivery in the clinic requires further optimization and validation (Sampson et al. 2008). Factors that will need to be addressed are virus stability during the infusion process and entry of the virus into the CSF. The latter is an important toxicity and patient safety issue given the results of the clinical studies described above. An alternative approach that is in the early stages of investigation is the use of mesenchymal stem cells to deliver oncolytic Ads to intracranial tumors (Sonabend et al. 2008). A third strategy to improve virus delivery as well as intratumoral dispersion of oncolytic Ads following in situ viral replication is to degrade extracellular matrix components using proteolytic enzymes such as trypsin, collagenase, hyaluronidase, or relaxin (Kuriyama et al. 2001, Ganesh et al. 2008, 2007).

The success of cancer therapy Ads for anti-glioma therapy is critically dependent on the ability of these viruses to efficiently and specifically infect tumor cells. Ad infection of permissive cells is a rapid process (~ 30 min) that occurs by receptor-mediated endocytosis (Flint et al., 2004). Cell surface binding of Ad serotype 5 occurs by direct interaction between the viral fiber capsid
protein and the cellular coxsackie-adenovirus receptor (CAR). Subsequent internalization of the virus by endocytosis results from the interaction of the viral penton capsid protein with the cellular integrin $\alpha_v\beta_3$ and $\alpha_v\beta_5$ receptors. There are two potential issues regarding virus infection during Ad-based therapy of malignant brain tumors. First, the expression of CAR by numerous normal cell types within the brain may result in sequestration of the virus by non-neoplastic cells and clinical toxicity (Fueyo et al. 2003, Persson et al. 2007, 2006). Second, CAR expression in human gliomas is highly variable, with tumor cells expressing negligible to high levels of the receptor (Fueyo et al. 2003, Fuxe et al. 2003, Miller et al. 1998). It is anticipated that CAR-negative glioma cells would be resistant to the Ad-based cancer therapy. One possible explanation for the reduced expression of CAR in malignant gliomas is its ability to function as a tumor suppressor (Kim et al. 2003). These issues are not unique to the treatment of gliomas but appear more universal (Post et al. 2003). To overcome these potential issues, a large number of genetically engineered Ads that contain modified capsid proteins have been created as a strategy to decrease infection of normal cells, reduce viral clearance by Kupffer cells of the liver, and increase transduction of tumor cells [reviewed in (Glasgow et al. 2004)]. Capsid modifications that have been evaluated include fiber pseudotyping (genetic replacement of the entire fiber or knob domain with its structural counterpart from another serotype) and incorporation of targeting ligands in the fiber, hexon, and pIX capsid proteins. Numerous proof-of-principle studies have demonstrated that various capsid modifications lead to improved transduction of tumor cells in vitro and in vivo, including glioma tumor models. Importantly, further evidence that these Ad capsid modifications translate into augmented antitumor activity against glioma xenografts has also been demonstrated (Ulasov et al. 2007b, Hoffmann et al. 2007, Fueyo et al. 2003, Shinoura et al. 1999). To facilitate identification of tumor-specific targeting ligands, Miura et al. (2007) created a library of Ads that display random peptides on the fiber knob domain. This library was then screened against a low-CAR expressing glioma cell line. From this, a targeting peptide that mediated high infectivity was identified (Miura et al. 2007). These studies have the potential to identify a large repertoire of peptides fitting in the capsid that can be tailored to the compendium of cell surface molecules present on tumor cells but not normal tissue. A further extension of these studies forecasts the development of personalized viruses that will be tailored to the cell surface of the patient’s specific tumors. These studies are promising and warrant continued development of capsid-modified cancer therapy Ads toward clinical trial testing.

47.4.4 Local and Systemic Host Immune Response

The role of the host immune response following cancer therapy Ad treatment is largely unknown, especially in the context of the relatively immunosuppressed
state of the brain tumor microenvironment (Stanford et al. 2008, Weller and Fontana 1995). Clearance of the injected virus by innate and adaptive antiviral immune responses may limit the time during which the virus can elicit an antitumor effect (Wang et al. 2003). On the other hand, stimulation of a local inflammatory response following virus treatment, either by the virus vector or by the expression of immunomodulatory transgenes, may lead to the development of an antitumor response (Lee et al. 2006, Hu et al. 2007). Importantly, the induction of an inflammatory response in the brain will need to be weighed against the potential toxicity to normal brain tissue, especially neurons (Zipp and Aktas 2006). These issues will need to be first addressed preclinically, using syngeneic, immunocompetent rodent brain tumor models, and then clinically, by the addition of biological endpoint analysis in the study design.

47.4.5 Tracking Viral Replication in the Patient

An important area of investigation for the successful use of adenovirotherapy in patients will be the development of viruses that can be monitored non-invasively through imaging procedures (Raty et al. 2007). Ideally, one would like to be able to track viral replication at the injected site or viral seeding in tissues upon systemic injection and monitor replication at unwanted sites. Furthermore, one may want to monitor the biodistribution and pharmacokinetics of the virus to examine the rate of clearance as well as trapping in the reticuloendothelial system. While in rodent models fluorescence and bioluminescence imaging technologies have been used to track viral spread (Rehentulla et al. 2002), these techniques are not amenable for use in patients. Magnetic resonance imaging (MRI), single photon emission tomography (SPECT), and positron emission tomography (PET) are the current imaging modalities used for viral tracking in patients.

The detection of viruses by MRI has been achieved using two different approaches. The first approach necessitates the delivery of contrast agents that will specifically bind to viral particles, infected cells, or be activated by virally encoded enzymes (Allen et al. 2005, Louie et al. 2000). The use of paramagnetic nanoparticles coupled to various ligands specific for virus coat proteins or infected cell surface receptors have been used successfully in rodent models (Raty et al. 2006, Ichikawa et al. 2002). The second more recent approach circumvents the need for a contrast agent by using viruses that are pre-conjugated with paramagnetic lanthanide ions or nanoparticles (Vasalatiy et al. 2008, Perez et al. 2003). Alternatively, the use of virally encoded gene products that will directly augment the magnetic status of infected cells can be used. For example, viral vectors encoding transferrin receptors lead to body iron accumulation in infected cells (Genove et al. 2005, Cohen et al. 2005). More recently, genes derived from bacteria, such as MagA, have been shown to directly confer a magnetic signature, and these could be incorporated in the viral genome (Zurkiya et al. 2008).
A number of radioactive substrates have been developed which can reveal by SPECT or PET the enzymatic activity of specific genes (thymidine kinase and sodium iodide transporter) carried by genetically engineered viruses (Tjuvajev et al. 2002, Min et al. 2003, Buchmann et al. 2007, Barton et al. 2003). While most of these studies have been proof of principle in animal models, the first phase I studies have been completed and demonstrated safety and feasibility in patients (Penuelas et al. 2005, Barton et al. 2008, Dempsey et al. 2006).

47.5 Summary

The potential of cancer therapy Ads for anti-glioma therapy remains high. Clinical trial testing of four cancer therapy Ads in malignant glioma patients has demonstrated the relative safety and low toxicity of these viruses when injected intratumorally or in the resected tumor cavity margin. Additionally, local intracerebral injection of these viruses can, in some cases, lead to regional and/or systemic virus dissemination. For the full antitumor potential of cancer therapy Ads to be realized, it will be necessary to improve the antitumor potency of these viruses, virus delivery, and intratumoral virus dispersion. This will require refinements to the preclinical brain tumor models and the virus vectors. Furthermore, it will be important to gain a better understanding of the complex interactions between the virus and the host immune system within the tumor microenvironment as it may lead to new strategies to increase the antitumor capabilities of these viruses. Given the high cost of clinical trial testing, it will be essential to identify in future preclinical studies those viruses that have the greatest potential of inducing an antitumor response and improving the survival of patients with malignant brain tumors. Moreover, the continued inclusion of biological endpoint analysis in clinical trial studies will provide valuable information about efficacy and also draw attention to issues that need further refinement. The evaluation of the safety and efficacy of these viruses is still in the early stages of investigation, and there is a continued need for further basic research and clinical trial testing.
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Chapter 48
Harnessing T-Cell Immunity to Target Brain Tumors

Paul R. Walker, Robert M. Prins, Pierre-Yves Dietrich, and Linda M. Liau

Abstract T-cell mediated immunotherapy is a conceptually attractive treatment option to envisage for glioma, since T lymphocytes can actively seek out neoplastic cells in the brain, and they have the potential to safely and specifically eliminate tumor. Some antigenic targets on glioma cells are already defined, and we can be optimistic that more will be discovered from progress in T-cell epitope identification and gene expression profiling of brain tumors. In parallel, advances in immunology (regional immunology, neuroimmunology, tumor immunology) now equip us to build upon the results from current immunotherapy trials in which the safety and feasibility of brain tumor immunotherapy have already been confirmed. We can now look to the next phase of immunotherapy, in which we must harness the most promising basic science advances and existing clinical expertise, and apply these to randomized clinical trials to determine the real clinical impact and applicability of these approaches for treating patients with currently incurable malignant brain tumors.
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48.1 Introductory Remarks

Is our immune system capable of recognizing and destroying tumor cells in the brain, either spontaneously or after “doping” by some immunotherapeutic strategy? After some decades of uncertainties concerning tumor immunity and its applicability to the CNS, the answer in the twenty-first century is yes, but with a number of caveats that can best be summarized as “under certain conditions.” The aim of this chapter is to overview the science that may help us to understand the particular circumstances under which elements of the immune system can recognize and destroy tumor in the brain, and then to assess how this information has been put to the test in current clinical trials.

48.2 Immune Privilege and Cancer Immunosurveillance

The dialogue between the immune system and brain tumors has been strongly influenced by two key hypotheses, immune privilege and cancer immuno-surveillance, both of which originated more than 50 ago. In the 1940s, Medawar reported that allografts in the CNS survived longer than those in other tissues (Medewar, 1948), which led Barker andBillingham to coin the term immune privilege to describe such sites (Barker andBillingham, 1977). The concept of limited immune responsiveness in the brain was interpreted as being consistent with the overriding need to control inflammatory reactions and their potentially damaging consequences to neuronal networks with low regenerative capacity. The absence of a lymphatic system within the CNS and the presence of a specialized blood-brain barrier (BBB) in most CNS compartments suggested immune isolation achieved by restricting entry of blood-born molecules such as immunoglobulins, as well as leukocytes, albeit by mechanisms that are under
constant revision (Bechmann et al., 2007). With several decades of more detailed observations of immune responses in the CNS, it is now clear that both protective (e.g., antiviral) and pathogenic (e.g., autoimmune) immune responses can and do occur in the CNS, but these may be quantitatively and qualitatively different to those occurring in other sites. In a reappraisal of CNS immune privilege (Bechmann et al., 2007), many compelling arguments were made for a redefinition of privilege, underlining that it is a relative state, and only applicable to the parenchyma of the intact, noninflamed brain.

Moreover, perhaps in view of the longstanding, oversimplistic interpretations of immune privilege, one of the cornerstones of modern tumor immunology, the cancer immunosurveillance hypothesis of Burnet and Thomas (Burnet, 1970) was not immediately seen to directly concern brain tumors. The theory proposes that the immune system continually surveys the organism and recognizes and destroys abnormal cells. Recognition of cancer certainly occurs, but it is now clear that the outcome of such detection is not always protective immunosurveillance. This led to a refined theory of immunoediting (Dunn et al., 2006) in which different outcomes are described following cancer and immune system interaction: namely, elimination, equilibrium, and tumor escape. Analysis of mouse models with clearly defined immunodeficiencies shows that both innate and adaptive immune responses influence tumor outgrowth: mice lacking T lymphocytes, B lymphocytes, natural killer (NK) cells, and those with deficiencies in Type 1 or Type 2 interferons (IFNs) have higher tumor incidence. Moreover, analyses of large cohorts of immunosuppressed patients show that incidence of not only virally associated cancers but also cancers with no known association with infection is increased. However, to date, brain tumors have not been among the tumors noted to occur more frequently. This is likely due to the lower expected frequency of these malignancies, but it may also be because brain tumors are rarely eliminated spontaneously, and more likely persist in equilibrium with the host. Or else they rapidly escape immune control, as would appear to be the case once malignant gliomas are detected. In this case, the notion of immunoediting predicts that outgrowing tumors will have been sculpted by interaction with the immune system, for example, by selection of tumors able to neutralize immune effector mechanisms, as will be discussed (see below).

It should be noted that these ideas are in the context of spontaneous immunity against spontaneous cancers. When this occurs, and when we can study it, we should do so. Indeed, naturally occurring immune mechanisms endowed by millennia of selection and evolution may provide precious information for rational immunotherapy design.

48.3 The Stages of Tumor Immunity

Spontaneous tumor immunity can be conveniently divided into a minimum of three chronologically distinct events (innate immune activation, induction of adaptive immunity, and effector phase of adaptive immunity) that occur in two
distinct anatomical sites: the tumor site and secondary lymphoid tissue (Fig. 48.1). Immunotherapies must reinforce, reproduce, or substitute for each of these phases. We will outline the general features of how and where the stages of an idealized spontaneous antitumor immune response occur, indicating the particulars of the CNS.

### 48.3.1 The Tumor First Stimulates Innate Immune Sentinels, at the Site of the Malignancy

#### 48.3.1.1 Detection

The first step in tumor immunity is alerting the immune system to the presence of tumor; this is achieved by innate immunity. The innate immune system comprises soluble factors such as components of the complement system, but more important for tumor immunity are the cells, such as the macrophages/microglia, granulocytes, NK cells, and dendritic cells (DCs). These cells
efficiently detect pathogen-associated molecular patterns by means of germline-encoded pathogen-recognition receptors (PRRs) that include the toll-like receptors (TLRs). However, their role is now understood to be wider than merely detecting infection by a pathogen; they can also detect perturbations to the organism that can be considered “dangerous” (Matzinger, 1994), and PRR can also be viewed as “pattern” recognition receptors able to deliver danger signals. For example, endogenous ligands have been identified for all human TLRs except for TLRs 5 and 10. These include the heat shock proteins (HSPs) upregulated by stressed cells (binding to TLRs 2 and 4) and nucleic acids released by dying tumor cells (binding to TLRs 3, 7, and 9) (Barrat and Coffman, 2008; Barton and Medzhitov, 2002; Pulendran, 2005).

Detection of cancer will be initially mediated by tissue-resident sentinel cells of the innate immune system, which for most tissues are the DCs and the macrophages. But for the brain, DCs are not resident in the parenchyma (although they may appear at later stages of a response), and the most important endogenous sentinels are the microglial cells (Hanisch and Kettenmann, 2007). These specialized brain macrophages are widely distributed throughout the brain parenchyma and may actually be recruited to the site of glioma occurrence, where they can represent up to a third of the cells composing the tumor (Graeber et al., 2002). Microglia express several TLRs, including TLR 4 that is proposed to bind several factors produced by dying cells in the glioma microenvironment (Hussain et al., 2006). If TLR ligation leads to full activation of the microglial cell, subsequent functions potentially include phagocytosis, chemokine and cytokine release, antigen presentation, and even tumor cell killing. However, other less useful outcomes have been suggested, including neurotoxicity and enhancement of tumor invasiveness through the upregulation of metalloproteinases. These contrasting functions may be attributed to the extreme plasticity of microglia in response to their local milieu. Indeed, the brain microenvironment in which they must function is also comprised of astroglial cells which exhibit characteristics of innate immune function, including PRR expression, activation to a reactive state, and secretion of cytokines and chemokines (Farina et al., 2007). Furthermore, in the case of malignancy, microglial function will also be subject to modulation by the local tumor microenvironment (Hussain et al., 2006; Markovic et al., 2005).

### 48.3.1.2 Innate Immune Functions

In a protective antitumor immune response, once the endogenous sentinels of innate immunity are alerted, there are two subsequent events: to limit (or eliminate) the source of danger by innate effector functions of resident cells and to recruit further resources (particularly T cells, as discussed in the next section). For glioma, there is little in vivo evidence to suggest that tumoricidal microglia spontaneously restrain brain tumor growth (Graeber et al., 2002). The other innate effector cell that has the potential to recognize and kill tumor cells is the NK cell, which has been the subject of intensive investigations to
characterize the receptors that regulate its function. In order to mediate cytolysis, NK cells must receive a signal through one of their activating receptors such as NKG2D, but to result in activation, there must be an absence of signaling through inhibitory receptors (e.g., members of the CD158 family of receptors) (Lanier, 2008). Expression of ligands for NKG2D is low on normal cells, but upregulated on cells subjected to genotoxic stress, as occurs in neoplastic transformation. Indeed, certain human glioma fulfill the requirements for NK cell recognition and activation, with expression of the NKG2D ligands MICA/B (major histocompatibility complex (MHC) class I-chain-related molecules A and B) and UL16-binding proteins (ULBP) 1–3 (Eisele et al., 2006), and a downregulation of some HLA molecules which are ligands for the CD158 inhibitory receptors (Facoetti et al., 2005). NK cells are not only cytotoxic but also an early source of IFN-γ, which can be angiostatic and can amplify T-cell mediated tumor immunity. However, little is known about the NK cells or their potential impact at the tumor site in human glioma; although in a murine intracranial tumor model (B16 melanoma), interactions between DCs, NK cells, and T cells facilitated protective tumor immunity (Prins et al., 2006c).

48.3.2 The Induction of Adaptive Immune Responses Against Brain Tumors: From the Brain to the Lymph Node

Although macrophages and microglia are the major components of the immune infiltrate in brain tumors at every stage of the response, after initial detection of the malignancy they will be joined by T lymphocytes, which are responsible for the cell-mediated immune responses of adaptive immunity. The B lymphocytes, giving rise to antibody-secreting plasma cells and the humoral arm of adaptive immunity, are probably not a major component of spontaneous immunity to brain tumors. On the other hand, antibodies administered therapeutically have important applications in glioma therapy and will be covered elsewhere in this book (see Chapter 36). In this chapter, the focus is on T cells (both CD4 and CD8 subsets), which once activated have the potential to infiltrate tumors and mediate potent effector functions including cytotoxicity and local cytokine release. It will become clear that while these potentially useful effector functions may be T-cell mediated, their initiation is totally dependent on innate immune cooperation.

48.3.2.1 Generation of Naïve CD4 and CD8 T Cells

T cells that are mature and naïve (i.e., cells not yet stimulated by their cognate antigen) are generated in the thymus, and then travel in the blood and lymph to recirculate between secondary lymphoid organs such as the spleen and LNs. Although the majority of naïve T cells do not efficiently enter nonlymphoid
tissues, including the CNS, exceptions have been reported (Brabb et al., 2000). Such atypical T-cell trafficking probably does not account for a significant proportion of T cells under normal conditions and may even be associated with tolerance induction rather than induction of efficient antitumor immunity. Therefore, for understanding the generation of efficacious tumor immunity, the “conventional” trafficking and activation of T cells in LN will be considered here.

A large number of T cells are generated in each individual, with each bearing clonally distributed antigen receptors that are generated by somatic rearrangement of a limited number of gene segments. These encode a heterodimeric T-cell receptor for antigen (TCR) comprised of \( \alpha \) and \( \beta \) chains for the main T-cell population that will be discussed here, and of \( \gamma \) and \( \delta \) chains for receptors used by a minority \( \gamma \delta \) T-cell population. The ligands for the TCR of CD8 T cells are short peptides of around 8–10 amino acids bound to class I MHC molecules, whereas CD4 T cells recognize slightly longer peptides (\( \sim 13–17 \) amino acids) bound to MHC class II molecules. Since TCR are randomly generated, the repertoire potentially includes receptors of any conceivable specificity, but the frequencies of naïve T cells expressing a TCR of a given specificity in the whole T cell population are very low (in the order of 1 in \( 10^6 \) cells), necessitating significant clonal expansion in order for T cells to achieve a biological effect in vivo.

### 48.3.2.2 Naïve T-Cell Activation Requires Two Signals

If naïve T cells receive only a single signal via ligation of their TCR by an MHC/peptide complex, they may become anergic, i.e., without effector function and refractory to further stimulation. Full activation of naïve T cells to become effector cells requires a second signal, which is usually delivered by costimulatory molecules such as members of the B7 family (particularly CD80 and CD86) expressed by antigen presenting cells (APCs) of the innate immune system, the most efficient of which are the DCs (Fig. 48.2). Activation of naïve T cells (priming) by APCs within the secondary lymphoid tissue triggers clonal expansion of T cells and a differentiation program that will influence the magnitude and quality of the antitumor immune response, i.e., T-cell effector functions (cytotoxicity, cytokine release, suppression), tissue tropism, and persistence as T effector or T memory cells. Although this is occurring in the LN, these factors are principally predetermined by the innate immune reaction, upstream at the tumor site (or at a vaccination site). The resulting clonally expanded T cells (now highly enriched for tumor antigen specificity) can then exit the LN via the efferent lymph, enter the bloodstream, and traffic more or less efficiently to the tumor site, depending upon the pattern of adhesion molecules and chemokine receptors (their “homing phenotype”) with which they have been programed to express by the DC.
48.3.2.3 How Does Antigen from the Tumor Site Reach the Naïve T Cells in the Lymph Node?

The best understood route for antigen transport to the LN is via DCs, which are able to phagocytose tumor-derived antigens, then migrate via lymphatic vessels to the T-cell zones of draining LN, wherein they can await encounter with a recirculating naïve T cell with specificity for the captured antigen bound to an MHC molecule. For brain tumors, this scenario is complicated by the particularities of CNS cellular composition and anatomy: there are no lymphatic vessels in the brain, and there are no resident DCs in the healthy brain parenchyma. Nevertheless, several different experimental approaches all now confirm that functional antigen drainage from the brain parenchyma to lymphoid tissues occurs, principally to the cervical LNs (Cserr and Knopf, 1992).

Fig. 48.2 T-cell activation in the lymph node. Naïve T cells are activated (primed) in secondary lymphoid tissue by DCs that are able to present tumor antigens (i.e., exogenous antigens) on MHC class I (cross-presentation) and MHC class II molecules to CD8 and CD4 T cells, respectively. In addition, all DCs present endogenous antigens to CD8 T cells. The DCs also express costimulatory molecules (e.g., CD80/CD86) that deliver a second signal to receptors on the T cells, ensuring T-cell activation rather than tolerance (see text).
48.3.2.4 Cell-Free Drainage of Antigen

Early studies examined transport of soluble products which flow with interstitial tissue fluid via the perivascular spaces, to drain either into the subarachnoid space or to lymphatics via arachnoid sheaths of certain cranial nerves and spinal nerve roots to reach the cervical LNs (Bechmann et al., 2007). More recently, particulate material was also shown to reach cervical and submandibular LN after intracerebral injection (Walter and Albert, 2007). These studies confirm functional drainage in the absence of lymphatics, but they do not adequately explain the initiation of adaptive immunity. For this to occur without induction of immune tolerance, there must be not only antigen presented to T cells in the cervical LN but also a second signal indicating danger or infection. The best understood source of such a second signal is an APC that has sensed danger at its source, i.e., at the tumor site in the brain.

48.3.2.5 Cell-Mediated Transport of Antigen from the Brain to the Lymph Node

A cell able to transport brain tumor-derived antigenic material to LNs and stimulate T cells therein should have the following properties: it should be phagocytic; it should be able to process and present tumor antigens on MHC class I and class II molecules; it should express costimulatory molecules; and it should be migratory. The microglia are the most abundant phagocytes in the brain, and they can be induced to express costimulatory molecules, and they can present antigens to MHC class II restricted CD4 T cells in vitro (Aloisi et al., 2000). The more demanding function of cross-presentation, i.e., uptake of exogenous antigens and presentation of processed peptides derived therefrom on MHC class I molecules, has only been reported in one in vitro study using ovalbumin as antigen (Beauvilain et al., 2008). Whether these in vitro results apply to microglia in vivo is debatable, partly because of the criteria used to define microglia, such as morphology, anatomic location, and level of expression of macrophage associated markers, and even function (Davoust et al., 2008). Indeed, efficient antigen presentation in vitro requires a phenotype and function of a reactive, or activated microglial cell, which is virtually indistinguishable from any activated macrophage. The final function necessary for in vivo initiation of T-cell immunity is migration to the LN. Expression of the chemokine receptor CCR7 is associated with migration to LN and has been reported for murine microglia (Dijkstra et al., 2006), but functional LN homing experiments were not performed.

In vivo studies suggest that brain APC function for presentation of peptides to CD4 T cells resides in a population of perivascular cells originally characterized by their radiosensitivity (Platten and Steinman, 2005). In fact, these cells may represent “differentiated” microglia that can express the DC marker CD11c and that morphologically resemble DCs (Fischer and Reichmann, 2001). However, phenotypic studies do not always allow extrapolation to function, and in different mouse models, CNS DC interactions with T cells have been defined as either stimulatory (Fischer and Reichmann, 2001; Ling et al., 2008) or inhibitory (Suter
et al., 2003). Overall, these studies confirm that the plasticity of microglial cells may give rise to cells that resemble macrophages or DCs, but they do not give definitive answers for the origins and identity of the cell that is ultimately able to form the link between innate immune detection of malignancy in the brain and the induction of adaptive immunity in the LN. This could still be a conventional DC or a precursor recruited either from peripheral brain regions rich in CD11c-expressing cells (choroid plexus, meninges) or from venous blood in response to initial microglial and astroglial activation.

An alternative approach to address the issue of CNS to LN APC migration has been to inject labeled DCs in the brain and track their subsequent migration. Such approaches have in some cases confirmed migration to cervical LNs (Carson et al., 1999; Ehtesham et al., 2003; Karman et al., 2004; Kuwashima et al., 2005), although there may be limitations to the interpretation of such systems. First, the migratory behavior of injected DCs may not accurately reflect endogenous pathways, and second, the volume and site of injection within the CNS (brain parenchyma vs. ventricles) may influence the migration pattern (Bechmann et al., 2007; Hatterer et al., 2006; Thomas et al., 2008). However, despite these considerations, T-cell activation and expansion is observed in the cervical LNs in brain tumor models reliant on endogenous APCs (Calzascia et al., 2005; Prins et al., 2008b; Walter and Albert, 2007).

48.3.3 The Effector Phase of the T-Cell Mediated Antitumor Response: From the Lymph Node to the Brain

Activated T cells enriched for tumor specificity can be primed in various ways: in a spontaneous immune response, after vaccination, or even in vitro. But in all cases, to impact on the tumor, they need to enter the site harboring the malignancy, infiltrate the tumor bed, and exert their effector functions in the local tumor microenvironment. Although certain general properties of effector T cells apply to any tumor in any site, optimal antitumor function in the context of a cerebral malignancy requires specific features in the T-cell response.

48.3.3.1 T-Cell Entry to the Brain and Antigen Specificity

Most reports suggest that the principle factors influencing entry of T cells to the brain are the activation or differentiation status of the T cell, and the activation status of the vasculature. Nevertheless, an antigen-specific component of CD8 T-cell recruitment to brain was proposed in a study in which peptide was injected intracerebrally, then subsequently presented on the luminal surface of endothelial cells (Galea et al., 2007). However, it is currently unclear whether endothelial cells would be as efficient in phagocytosing and cross-presenting tumor-derived antigens as they are in presenting soluble peptide, and so it remains to be determined whether such a mechanism will have relevance for tumor immunity. Generally,
there are considered to be more opportunities for T cells to interact with their specific antigen once they traverse the endothelium barrier, as demonstrated by the preferential retention in the brain of autoreactive and virus-specific CD4 T cells (Hickey, 1999) and of tumor specific CD8 T cells (Calzascia et al., 2003).

### 48.3.3.2 Antigen-Independent T-Cell Extravasation to the Brain

General features of leukocyte extravasation are common to all tissues because of similar hemodynamic constraints. The enormous velocity of the T cell in the bloodstream relative to the static endothelial cell forming the vessel structure is initially reduced by transient adhesive interactions between the T cell and the endothelium. Selectins (e.g., E-selectin, P-selectin) on the endothelium engage their ligands on T cells, slowing the flow of the T cells so that they begin to roll along the vessel wall. This facilitates contact between chemokine receptors on the T cell (such as CCR5) and corresponding immobilized chemokines on the luminal face of the endothelial cell (such as CCL5). Chemokine receptor signaling leads to conformational changes in T-cell-expressed integrins, allowing firm adhesion to the cell adhesion molecules on the endothelium, arrest, and diapedesis (Butcher et al., 1999). Tissue-specific combinations of adhesion molecules and chemokines allow selective recruitment of particular T-cell populations (Luster et al., 2005).

Many of the underlying concepts of immune cell entry into the CNS are based on CNS autoimmune conditions, principally multiple sclerosis (MS) in patients and experimental autoimmune encephalomyelitis (EAE) in mice (Engelhardt, 2006). This precious information may also apply to cerebral malignancies but will require validation. Indeed, there is a preponderance of information on CD4 T cells in EAE, but less on CD8 T cells, and furthermore, certain molecular considerations of homing are proposed to be influenced by the mouse strain, and the precise CNS region, factors that have not yet been addressed for tumors. Nevertheless, several key findings do now appear to apply to different strains, species, and neuropathologies (Table 48.1).

<table>
<thead>
<tr>
<th>Receptor/molecule on T cell</th>
<th>Ligand/counterreceptor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adhesion molecules</strong>*</td>
<td></td>
</tr>
<tr>
<td>LFA-1 (ζ1β2 integrin, CD11a/CD18)</td>
<td>ICAM-1, ICAM-2, JAM-A</td>
</tr>
<tr>
<td>α4β1 integrin (VLA-4, CD49d/CD29)</td>
<td>VCAM-1, JAM-B</td>
</tr>
<tr>
<td>E- and P-selectin ligands (several, contain sialo-fucosylated Lewis carbohydrates)</td>
<td>E-selectin, P-selectin</td>
</tr>
<tr>
<td>CD6</td>
<td>ALCAM (CD166)</td>
</tr>
<tr>
<td><strong>Chemokine receptors</strong>*</td>
<td></td>
</tr>
<tr>
<td>CXCR3</td>
<td>CXCL9, CXCL10, CXCL11</td>
</tr>
<tr>
<td>CCR5</td>
<td>CCL3, CCL4, CCL5, CCL8, CCL3L1</td>
</tr>
<tr>
<td>CCR7</td>
<td>CCL19, CCL21</td>
</tr>
</tbody>
</table>

*Non-exhaustive listing, referring only to molecules discussed in text.*
48.3.3.3 Role of Integrins in CNS Tropism

The adhesion molecule that is consistently implicated in T-cell entry to the CNS in most species and models tested is $\alpha_4$ integrin (CD49d). Integrins are expressed as heterodimers and $\alpha_4$ partners with either $\beta_1$ (CD29) or $\beta_7$ integrin chains. For the CNS, the $\alpha_4\beta_1$ integrin (also called VLA-4) and its interaction with VCAM-1 on endothelial cells are central. In EAE, $\alpha_4\beta_1$ may facilitate both lower affinity rolling interactions and higher affinity arrest, according to the particular CNS microvasculature involved (Engelhardt, 2006). In mouse brain tumor models, $\alpha_4\beta_1$ integrin was also shown to be a key molecule for T-cell entry to the tumor site. We found that high levels of $\alpha_4\beta_1$ integrin are induced on tumor-specific CD4 T cells (PRW and PYD unpublished data) and CD8 T cells (Calzascia et al., 2005), when they are primed by endogenous APC in the cervical LN of brain tumor-bearing mice. This was functionally relevant since $\alpha_4$-specific blocking antibody significantly reduced brain entry of these T cells. Further exploration of the role of integrins in brain tropism has been performed on CD8 T cells polarized toward different cytokine-secreting profiles. Mouse CD8 T cells with a type 1 profile (IFN-\(\gamma\)-secreting) expressed higher levels of $\alpha_4\beta_1$ integrin and trafficked to the brain more efficiently than type 2, interleukin (IL)-4 secreting CD8 T cells (Sasaki et al., 2007). This finding is particularly relevant for brain tumor immunotherapy, since T cells receiving the same in vitro or in vivo stimuli can manifest two key characteristics for efficacious antitumor function: appropriate tissue tropism and cytokine expression. The same key $\alpha_4\beta_1$ integrin is also implicated in CNS entry of T cells in humans. Patients with MS receiving a novel treatment in which $\alpha_4$ integrins were targeted using the humanized antibody natalizumab had reduced levels of inflammatory leukocytes in the cerebrospinal fluid, and generally showed some clinical improvement (Stuve et al., 2006). Taken together, the results from these different studies unequivocally establish an important role for $\alpha_4\beta_1$ integrin in T-cell homing to the CNS. However, this should not be interpreted to mean that $\alpha_4\beta_1$ specifically targets T cells to the brain, since most of the studies have analyzed a single tissue, the brain. Rather, it is likely that if $\alpha_4\beta_1$ integrin is abundantly expressed by a T cell; this molecule can facilitate entry to the CNS. Nevertheless, since the inhibition or blocking of $\alpha_4\beta_1$ does not totally abrogate T cell entry to the CNS, other molecules are probably also involved and may either substitute for or synergize with $\alpha_4\beta_1$.

48.3.3.4 Role of Non-integrin Adhesion Molecules

To date, there are mixed findings for the involvement of non-integrin adhesion molecules in T-cell entry to the CNS. Nearly all of this data derives from studies on EAE and MS, with findings that are often specific for particular CNS regions and specific stages of the disease. Roles in T-cell extravasation to brain tumors, either in spontaneous immunity or in immunotherapy applications, cannot be excluded. An induction of E- and P-selectin ligands on tumor-specific CD8 T cells
dividing in the cervical LN was observed in mice harboring intracranial tumors, but the functional significance of this observation was not analyzed (Calzascia et al., 2005). P-selectin (and to a lesser extent, E-selectin) and their ligands were found to contribute to T-cell rolling on certain inflamed CNS microvessels using intravital microscopy and in vitro studies. This study concluded that CD8 T cells from MS patients preferentially rolled via P-selectin, whereas CD4 T cells rolled via $\alpha_4$ integrin (Battistini et al., 2003). However, others have found that CNS inflammation was not altered following genetic ablation or overexpression of E- and P-selectins or their ligands, or after antibody blocking (Engelhardt, 2006). Therefore, the real in vivo significance of the selectins, at least in EAE, has been difficult to establish.

A further adhesion molecule that may influence T-cell adhesion to endothelium is lymphocyte function-associated antigen-1 (LFA-1), which is expressed by naive and activated T cells. Intercellular adhesion molecules 1 and 2 (ICAM-1, ICAM-2) are the ligands for LFA-1 and are present either constitutively or after activation on CNS microvessels, including those of human glioma (Engelhardt, 2006; Kuppnner et al., 1990). In vitro studies in EAE suggested potential roles for LFA-1 particularly during the transendothelial migration of T cells. In vivo experiments have been difficult to interpret, probably because LFA-1 and ICAM interactions are also critical for the immunological synapse that facilitates the antigen-specific interactions between T cells and APC or target cells.

A recent observation highlighted the role of activated leukocyte cell adhesion molecule (ALCAM) in facilitating CNS infiltration of T cells and monocytes (Cayrol et al., 2008). Expression of ALCAM was noted to be higher on BBB endothelial cells than endothelium from other organs, and it was upregulated in inflamed vasculature. Antibody blockade experiments showed that CD4 T cell and monocyte transmigration across brain endothelial cells was partially ALCAM dependent, and ALCAM neutralization in vivo reduced EAE severity. It was noteworthy that among the T cells, only the CD4 T-cell subset appears to use ALCAM during transmigration, since CD8 T cells were totally unaffected, even though they express similar levels of the CD6 ALCAM receptor. These findings, if confirmed in the context of brain tumor immunity, may open up future possibilities to modulate T-cell subset brain infiltration in future immunotherapies.

### 48.3.3.5 Role of Chemokines and Chemokine Receptors

Chemokines are low molecular weight chemoattractant cytokines that function by binding to G-protein coupled receptors expressed on a wide range of cells, including leukocytes. Unraveling the roles of individual chemokines (~50) and their receptors (~20) is complex because chemokines can bind multiple receptors, and receptors can bind multiple chemokines. Furthermore, in the context of brain tumors, the tumor itself is a source of chemokines which may influence the quantity and quality of the resulting immune infiltrate (Van Meir, 1999, Dey et al., 2006, Brown et al., 2007; Jordan et al., 2008). Chemokines are proposed to
influence multiple steps of CNS infiltration, from the blood to migration within the brain parenchyma, although not all steps have been validated in vivo in the CNS (Rebenko-Moll et al., 2006). In the lumen of CNS microvessels, chemokines immobilized on endothelial cells can trigger integrin activation of tethered leukocytes (particularly $\alpha_4\beta_1$ in the context of brain tropic T cells) and facilitate high-affinity interactions and arrest. Diapedesis can then be promoted by chemokines mediating locomotion to interendothelial junctions. T cells may then sample abluminal chemokines by extending processes through intercellular junctions. And finally, chemokine gradients exist within the brain parenchyma to attract T cells to the tumor site.

Concerning the role of specific chemokines in T-cell infiltration of brain tumors, very few in vivo studies have been performed, and conclusions are mostly based on EAE, MS, or infection with neurotropic viruses (Rebenko-Moll et al., 2006). The proportion of T cells expressing CXCR3 is enhanced among T cells present in the cerebrospinal fluid of patients with MS and in EAE, and the levels of two of its ligands, CXCL9 and CXCL10, are elevated in the CSF during acute phase of MS. However, in vivo experiments with blocking antibodies and CXCR3 deficient mice have yielded conflicting results, probably because CXCR3 influences EAE at multiple levels (e.g., IFN-$\gamma$ production) and not just at the level of trafficking. Similar considerations exist for CCR5 and its ligand CCL5, which are suggested to have roles in CNS viral infection (including West Nile virus, HIV, and coronavirus) but probably relate to T-cell function rather than trafficking. Another chemokine receptor expressed on T cells, CCR7, and its ligands CCL19 and CCL21 may have multiple roles in CNS pathologies. The cerebrospinal fluid of patients with MS and brain lesions of mice with progressive EAE accumulate CCR7-expressing T cells. Moreover, in addition, two ligands of CCR7, CCL19 and CCL21, are expressed at the BBB in brain of mice with EAE and at least in vitro, can mediate adhesion of CCR7$^+$ T cells. However, studying the in vivo functional significance of this is difficult when using blocking antibodies or gene deficient mice, since naïve T cells, a subset of memory T cells (Tcm), as well as some DCs, all express CCR7.

48.3.3.6 Suboptimal Trafficking of T Cells to Brain Tumors May Lead to Suboptimal Tumor Therapies

As the previous sections indicate, there is little direct data about the properties of protective T cells able to traffic efficiently to brain tumors. Nevertheless, the level of infiltration of tumor-specific T cells will be a factor that will limit the efficacy of immunotherapies. Many current tumor T-cell immunotherapy protocols are adapted directly from therapies being tested for tumors in other sites, and yet the tumor pathology is fundamentally different. The lethality of most extracranial tumors is due to metastases, and the goal of T-cell immunotherapy will be that therapeutic T cells can reach the many sites of tumor dissemination. For primary CNS malignancies such as malignant glioma, the situation is different; these tumors are unique in oncology because they very rarely
metastasize from their tissue of origin. The immunological problem for such tumors is thus strictly one of regional immunity. Thus, promoting efficient brain tropism of protective immune cells will undoubtedly benefit future glioma immunotherapies. For this it will be necessary to not only understand and induce the key molecules for T cell-entry to the CNS but also avoid induction of a homing phenotype that may lead to their entrapment elsewhere (for example, the mucosal surfaces if there is high $\alpha_4\beta_7$ and CCR9 expression). In this regard, preclinical models in which multiple sites are studied will be helpful (Calzascia et al., 2005), for which the emerging technology of whole body imaging will be particularly appropriate (Prins et al., 2008b). A further refinement would be to ensure infiltration of only protective T cells, since a gross augmentation of any inflammatory infiltrate will be inappropriate and dangerous for the brain. An understanding of how subset-specific trafficking can be achieved would be a useful objective in the optimization of therapies.

48.3.4 The Effector Phase of the T-Cell Mediated Antitumor Response: At the Tumor Site

48.3.4.1 CD8 T Cells

In an idealized antitumor immune response, tumor-specific CD8$^+$ cytotoxic T lymphocytes (CTLs) that have penetrated the brain parenchyma and made contact with the tumor will kill malignant cells by direct cell-mediated cytotoxicity. This occurs in some preclinical brain tumor models, and to date, possibly for a minority of malignant cells forming the intracranial tumor mass in patients with glioma. If the CD8 T cell has been fully activated in the periphery, the tumor cell needs only to express MHC class I/peptide (costimulatory molecules are not essential at the effector stage) for it to become a CTL target. Cytotoxicity occurs by the polarized exocytosis of the contents of cytotoxic granules into the immunological synapse formed between the CTL and the tumor target, and it is exquisitely specific, with no bystander killing. The granule contents include perforin and granulysin that perturb the tumor cell membrane and serine proteases known as granzymes that induce tumor cell death mainly through caspase-dependent pathways. Secondary cytotoxic mechanisms also exist, through cell-associated or cell-secreted cytotoxic molecules, including Fas ligand (CD95L), tumor necrosis factor (TNF), and lymphotoxins (LTs).

Antitumor effects can also be mediated by CD8 T cells after indirect recognition of tumor derived antigenic peptides on MHC class I molecules of an APC, i.e., by cross-presentation. As already discussed, the role of APCs in priming CD8 T-cell responses in the LN is essential, but they may also have a role at the effector stage of the response. Indeed, local APCs can potentially amplify T-cell-mediated antitumor effects occurring at a low level after direct T cell-tumor cell contact (Karman et al., 2006; Masson et al., 2007), or they may
substitute for this contact in the absence of direct antigen presentation by the tumor cell, for example, because of MHC downregulation. One of the key factors proposed for an indirect antitumor effect is IFN-γ, which impedes tumor growth by acting on IFN-γ receptor expressing tumor stroma and inhibiting angiogenesis (Qin et al., 2003).

Cross-presentation of antigen to CD8 T cells has been demonstrated in vitro by microglial cells (Beauvillain et al., 2008), but the principle cross-presenting APC in vivo is most likely to be the DC (Jung et al., 2002). Cross-presenting DCs in the brain have not yet been reported, to our knowledge, for human malignant glioma. One consequence of cross-presentation of antigen is that antigen-specific T cells will be retained at the site of this cellular interaction. Indeed, we observed retention of tumor-specific CD8 T cells in the brain in a mouse model designed to address the issue of cross-presentation (Calzascia et al., 2003). In this model, intracranially implanted MT539MG astrocytoma cells were unable to directly present a defined tumor antigen, and so the presentation of this tumor antigen to T cells in the brain was occurring solely through cross-presentation, although the identity of the APC in this study was not determined. In several other experimental situations, indirect stimulation of CD8 T cells at the tumor site has been achieved by intracranial injection of DCs (Ehtesham et al., 2003; Kikuchi et al., 2002; Masson et al., 2007; Nishimura et al., 2006; Pellegatta et al., 2006). The local functions of these cells may be to enhance T-cell proliferation at the tumor site, promote T-cell retention in the brain, and/or to amplify effector functions such as IFN-γ release.

### 48.3.4.2 CD4 T Cells

The role of CD4 T cells in brain tumor immunity is complex, because CD4 T cells can differentiate toward at least four different subsets (Th1, Th2, Th17, and T_{reg}) that are difficult to identify phenotypically and that can have either pro- or antitumor effects. Moreover, very few (if any) glioma antigens recognized by CD4 T cells have been identified. Nevertheless, it is assumed that an IFN-γ-secreting CD4 Th1 cell component of brain tumor immunity may have antitumor activity and potentially aid CD8 T-cell accumulation, survival, and function, as has been demonstrated in certain (but not all) rodent models (Ciesielski et al., 2008; Wang et al., 2007).

### 48.4 Glioma Immune Escape

The inevitable progressive growth of malignant glioma indicates that the idealized T-cell mediated antitumor response does not occur spontaneously or that it is neutralized by the time high-grade gliomas are clinically detectable. There are a multitude of passive and active immune escape mechanisms that are proposed to explain this and which may have contributed to the impaired
cellular immune function in glioma patients that has been reported for decades (Walker et al., 2003). However, these are putative mechanisms that have not yet been validated in vivo for malignant glioma in patients, with the exception of transforming growth factor (TGF)-β, as will be discussed. Arguably, what may be equally important is the low-level induction of spontaneous antitumor immunity and the non-immunological treatments (radiotherapy, chemotherapy, steroidal anti-inflammatory drugs) that may antagonize any nascent protective immune response.

### 48.4.1 Passive Immune Escape Mechanisms

Gliomas may attempt to passively escape immune detection by downregulation of MHC expression or of molecules associated with antigen presentation to CD8 T cells. Interestingly, these characteristics are associated with higher grade astrocytomas (Facoetti et al., 2005; Mehling et al., 2007). Of importance for future immunotherapy strategies are the in vitro observations that MHC can be upregulated on glioblastoma cell lines by IFN-γ or IFN-α (Yang et al., 2004). Tumor cells escaping T-cell mediated immunity by downregulating MHC expression may risk attack by NK cells, which are normally inactive if their inhibitory receptors are ligated by MHC. However, several adaptations of malignant glioma may guard against this. Expression of MICA and ULBP2, ligands for the NKG2D activating receptors on NK cells, was low or absent for WHO grade III and IV astrocytomas (Eisele et al., 2006), whereas an array of ligands (HLA-E, HLA-G, lectin-like transcript-1) for inhibitory NK receptors was overexpressed (Roth et al., 2007; Wischhusen et al., 2007). A further major consideration that can be considered as a factor leading to immune escape is the presence of areas of hypoxia, well documented in human glioma (Louis, 2006). These areas of tumor will be a particularly hostile microenvironment for immune cells, and the function and survival of T cells may be particularly sensitive to low oxygen tension (Sitkovsky and Lukashev, 2005).

### 48.4.2 Active Immune Escape

Caution should be exercised in interpreting the role of “immunosuppressive” molecules. Immunosuppressive effects have often been established in vitro or in some cases in vivo with ectopic overexpression of the molecule under test. The ultimate in vivo role will depend upon the microenvironmental context, and the level of expression, which may be very different in the human pathology and in animal models. Much ingenuity will be needed to determine whether these molecules will really influence human glioma pathogenesis and response to treatment, and in the meantime, our conclusions must remain provisional.
48.4.2.1 Soluble Immunosuppressive Molecules

Soluble factors can act either directly on the effector T cell or through recruitment of a third party “immunosuppressive” cell. In some cases, the same molecule may function in multiple ways, the most notorious example of which is TGF-β. This multifunctional cytokine not only directly suppresses NK and T-cell proliferation and antitumor functions (including granzyme, FasL and IFN-γ expression) but also promotes other suppressive cells (see below), angiogenesis, and tumor invasion (Wrzesinski et al., 2007). TGF-β (and in particular the TGF-β2 isoform) is produced by glioma cell lines and by glioblastoma in vivo (Bodmer et al., 1989; Liau et al., 2005). Moreover, in a phase I DC vaccination trial for glioblastoma, we noted increased intratumoral infiltration by CTLs in four of eight patients who underwent reoperation after vaccination, which was inversely correlated with TGF-β2 expression within the tumor and positively correlated with clinical survival ($P = 0.047$) (Liau et al., 2005). Consequently, TGF-β or its effects have become attractive targets, and novel therapeutic approaches with inhibitors and antisense oligonucleotides are being actively explored. Other soluble factors of astrocytoma origin that may have immunosuppressive potential include prostaglandin E2, gangliosides, and IL-10 (Walker et al., 2003), but the real in vivo concentration and impact of these factors has yet to be firmly established.

48.4.2.2 Cell Surface Immunosuppressive Factors

A candidate immunosuppressive molecule is Fas ligand (CD95L), which is involved in immune homeostasis and cytotoxicity by inducing apoptosis in target cells. Gliomas express Fas ligand in vitro and in vivo. In vitro, Fas ligand expressing glioma cell lines can kill Fas (CD95) expressing CD4 and CD8 T cell lines from the autologous donor, but in vivo, the role of Fas ligand expressing tumor cells is controversial (Walker et al., 2003, 1997). Gliomas also express B7-H1 (also called PD-L1), a member of the B7 family that is able to interact with T-cell expressed programed death-1 (PD-1) receptor expressed by T cells (Wilмотte et al., 2005; Winteler et al., 2003), an interaction which negatively regulates T-cell activation. Interestingly, the expression of B7-H1 has been associated with a genetic event in gliomas, the loss of the tumor suppressor PTEN, which activates the PI3 kinase pathway (Parsa et al., 2007). The immunosuppressive potential of PD-1-B7-H1 interactions in vivo has yet to be explored in intracranial tumors. CD70 is another cell surface molecule proposed to facilitate glioma immune escape as it can engage the counterreceptor on immune cells and induce apoptosis. CD70 is expressed by glioma in vitro and can indeed trigger apoptosis of immune cells (reviewed by (Walker et al., 2003)). However, the first in vivo studies of gliomas transfected with CD70 indicated an immune stimulatory role, and the authors even suggested exploiting the CD70–CD27 axis in immunotherapy (Aulwurm et al., 2006). The role of CD70 expressed by non-manipulated human glioma in vivo therefore awaits clarification.
**48.4.2.3 Immunosuppressive Cells**

In recent years, there has been a major resurgence in the interest and understanding of cellular-based mechanisms that may regulate or suppress tumor immunity. Cells of different origin (see below) can be involved in suppressing immune responses and have valuable roles in regulating autimmunity and controlling inflammation. However, these functions may also blunt spontaneous or vaccine-induced tumor immunity. Furthermore, immunosuppressive cells can in some cases be recruited or induced by factors (e.g., cytokines such as TGF-β) produced by tumor cells. Mesenchymal stem cells have strong anti-inflammatory or antiproliferative effects on immune cells but may increase glioma cell proliferation. They are attracted by glioma culture supernatant and purified factors including IL-8, VEGF, and TGF-β (Birnbaum et al., 2007), but in vivo immunosuppressive roles in glioma remain to be determined. Myeloid-derived suppressor cells are another potentially immunosuppressive cell type receiving increasing attention in the context of cancer, and it is noteworthy that they are stimulated by prostaglandin E2, which can be secreted by glioma cells (Marx, 2008). Myeloid-derived suppressor cells have also been studied in the context of brain tumor models (Prins et al., 2002), although little is known about their presence at the brain tumor site in patients.

The cellular mediator of immune suppression that is currently the most studied in cancer is the CD4+CD25+ regulatory T cell (Treg), which is the best-defined T suppressor cell (Sakaguchi et al., 2008). Either Tregs are produced as a functionally mature T-cell subset in the thymus (natural Tregs) or other naïve CD4 T cells can differentiate into induced Tregs under the influence of certain cytokines including TGF-β and IL-2. The role of Tregs in immune homeostasis is now well defined. They maintain immunological tolerance to self-antigens, and mutations leading to their absence in animals (Scurfy mice) or patients (IPEX), or their inhibition or ablation, leads to autoimmune and inflammatory disease. Tregs function by an array of cell contact and cytokine-mediated mechanisms to suppress T cells, B cells, NK cells, macrophages, and DCs at both the induction and effector stages of immune responses. In the context of malignancy, Tregs accumulate in many tumors, including human glioma (El Andaloussi and Lesniak, 2007; Fecci et al., 2006a; Hussain et al., 2006), and Treg depletion or inhibition in murine brain tumor models can reveal spontaneous tumor immunity, or enhance induced immunity (Curtin et al., 2008; El Andaloussi et al., 2006; Fecci et al., 2006b; Grauer et al., 2007). While the importance of Treg in the antglioma immune response is widely accepted, there are many challenges in identifying and modulating these cells. Foremost is the lack of a unique marker to identify Tregs. Most markers are shared with activated effector T cells (e.g., CD25), and the best specific Treg marker in mice (the transcription factor Foxp3) is intracellular (and so inaccessible to antibodies in vivo), and expression is not restricted to Treg in human T cells.
48.5 Identification of Glioma-Associated Antigens

Advancing our understanding of the mechanisms underlying the induction of an immune effector response against the tumor, and how it may sometimes be compromised, is only possible if we are able to define the specificity of tumor immunity. This is a major and ongoing challenge for human glioma.

48.5.1 Identifying Tumor-Associated-Antigens
("Reverse Immunology")

Significant progress in defining the nature of the antitumor response has been made by the discovery and characterization of TAAs, beginning with the report of the first melanoma antigen (MAGE) in 1991 (Van den Eynde et al., 1995; van der Bruggen et al., 1991). Intensive research is underway into the use of TAAs as potential targets of immune-based cancer treatments. The key TAAs under investigation are MAGE-3, MART-1, tyrosinase, TRP-2, and gp100 for melanoma (Panelli et al., 2000; Parkhurst et al., 1998, 1996; Ribas, 2006; Ribas et al., 2000); PSA and PAP for prostate cancer (Murphy et al., 1996, 1999); survivin for many solid tumors (Katoh et al., 2003); and HER-2/neu for breast and ovarian cancers (Disis et al., 2002, 2004; Knutson and Disis, 2001; Knutson et al., 2001). A prominent issue that distinguishes cerebral malignancies from other tumors, such as melanoma, is the paucity of well-defined tumor-specific antigens. Indeed, the difficulties of immune response monitoring are particularly acute in patients with malignant gliomas because, in contrast to patients with melanoma, there are few extensively characterized tumor antigens that can be recognized by T cells. Unless advances in this domain occur, rational advances in immune-based brain tumor therapy may be significantly hampered.

In recent years, genome-wide techniques have dramatically accelerated our ability to obtain molecular profiles of gene defects in gliomas, resulting in a more readily accessible source of information on the genes and gene products that produce antigens (TCGA, 2008). Advances in brain tumor “immunomics” have led to the recent identification of several TAAs expressed by human gliomas. These include tumor-specific antigens unique to the oncogenic transformation process (EGFRvIII) or overexpressed following activation of oncogenic pathways (EphA2, IL-13Rα) (Husain et al., 2001; Kuwashima et al., 2005; Okano et al., 2002; Saikali et al., 2007; Shimato et al., 2008; Wu et al., 2006) (see also Chapter 35), cancer-testes antigens normally expressed only during development (cancer-testes antigens; NY-ESO-1, MAGE, GAGE, SART, SSX) (Bodey et al., 2008; Chi et al., 1997; Sahin et al., 2000), neuroectodermal antigens involved in pigment synthesis (e.g., melanoma-associated antigens; gp100, tyrosinase, TRP-1, TRP-2) (Liu et al., 2004a, b; Saikali et al., 2007; Zhang et al., 2008), and other antigens associated with proliferation and cell survival (hTERT, Survivin, B-cyclin, Her-2/neu) (Katoh et al., 2003; Liu et al.,...
2004a; Saikal et al., 2007; Ueda et al., 2007; Zhang et al., 2008). Recent studies have additionally suggested that many human gliomas are latently infected with human cytomegalovirus (CMV) (Cobbs et al., 2002; Mitchell et al., 2008), and that CMV may be a clinically relevant target for immune-based therapies (Prins et al., 2008a).

Many TAAs were originally identified via serological analysis of tumor antigens by recombinant cDNA expression cloning (SEREX) in immunogenic solid tumors such as melanoma (Chen et al., 1997). A similar attempt to identify antigens recognized by the immune system in an IL-4-secreting rat 9L glioma immunization successfully identified mouse Id-associated protein 1 (MIDA) as an antigen that could induce antitumor immunity (Okada et al., 2001). In human gliomas, however, attempts to identify T-cell antigens have been less successful (Pallasch et al., 2005; Schmits et al., 2002). Nevertheless, some recent studies have demonstrated that many established human glioma cell lines express well-characterized TAAs that can be recognized by antigen-specific CD8+ T cells (Zhang et al., 2007). Interestingly, the pattern of antigen expression seems to differ between adult and pediatric human gliomas (Okada et al., 2008; Zhang et al., 2008).

48.5.2 Microarray Technology and Tumor-Associated-Antigens

With the rapid advances provided by high throughput microarray chip technology, the entire compendium of genes showing elevated expression in tumors will soon be established, and the repertoire of potential glioma-specific antigens defined (Horvath et al., 2006; Liau et al., 2000; Mischel et al., 2003a, b). Furthermore, recent progress in our understanding of tumor immunology can link the information generated from gene-expression profiling of CNS tumors to the identification of precise immunogenic epitopes that can serve as useful targets for specific immunotherapy (Freije et al., 2004). For instance, since T cells can only recognize antigens in the context of MHC, tumor-associated genes can be scrutinized for amino acid sequences that can interact with relevant MHC molecules and efficiently bind via the proteosomal degradation system. Candidate tumor-specific peptide epitopes for CTLs can now be identified using available computer algorithms that predict the MHC binding affinities of specific peptide and epitope sequences (http://bimas.dcrt.nih.gov/molbio/hla_bind/, http://www.uni-tuebingen.de/uni/kxi/). By subsequently testing the stability of MHC molecules with candidate tumor-specific peptides in vitro, an estimation of the potential immunogenicity of an in silico-identified antigen can be determined (Maecker et al., 2001). The immunogenicity of human cancer genes or their predicted CTL peptide epitopes can also be assessed in animal models using HLA transgenic mice (Butterfield et al., 2001), providing even better estimates for immunotherapy targets in vivo. Recently, experiments involving the screening of human tumor samples for CTL reactivity have
identified human glioma-associated antigen epitopes to EphA2 and IL13Rα specifically recognized by the immune system and associated with extended survival (Okano et al., 2002; Ueda et al., 2007). Based on these recent advances, it is suggested that cancer genomics can be directly linked to tumor immunotherapy by “reverse immunology,” which paves the way for the design of new, more specific targets for brain tumor immunotherapy.

48.6 Preclinical Studies of T-Cell Immunity to Target Brain Tumors

48.6.1 Passive Immunotherapy

48.6.1.1 Adoptive Transfer

Adoptive transfer of immune cells is the introduction (adoption) into the patient of either autologous or allogeneic immune cells that may, or may not, have been stimulated in vitro with tumor antigens (Mitchell et al., 2003). Sometimes, these cells are injected into the tumor cavity to maximize the exposure of the infused cells to tumor cells, while other strategies call for systemic infusion. Cytolytic effector cells are cultured in vitro with cytokines to activate them to attack tumor tissue in vivo. This approach was not clinically applicable until the discovery of IL-2 and other cytokines that modulate T-cell growth and survival. Before that time, it was not possible to obtain sufficient numbers of immune cells and maintain them in culture during the in vitro sensitization period. IL-2, originally called T-cell growth factor, is a cytokine that mediates lymphocyte activation and stimulates division.

In recent years, the ability to adoptively transfer defined tumor antigen-specific T cells has greatly increased our knowledge of critical homing markers, cytokine dependence and in vivo trafficking patterns necessary to target and eradicate tumors in the brain. Preclinical studies in rat and murine glioma models first demonstrated that polyclonal, glioma-specific T cells could eradicate CNS gliomas (Baldwin et al., 1997; Kruse et al., 1990; Plautz et al., 1997; Rice et al., 1997) and was associated with enhanced trafficking of these lymphocytes to the brain (Hazelrigg et al., 2002). Subsequent work demonstrated that the draining LN population, from which these lymphocytes are isolated, also includes suppressor populations that can impair the efficacy of the adoptively transferred population (Peng et al., 2002). Removal of the CD62Lhigh population enriched the lymphocyte population with enhanced antitumor activity (Plautz et al., 1997). This contrasts with other recent studies on adoptive immunity, in which clonally derived CD8+ T lymphocytes were used. In this case, the CD62L+ population identified CD8+ T cells of the central memory phenotype that possess enhanced trafficking, expansion, and survival (Klebanoff et al., 2005). Different models may account for the differences
observed but suggest that careful characterization of the cellular infusate is critical for antitumor activity.

48.6.1.2 Cytokines

Cytokines can influence the priming of tumor antigen-specific T cells prior to adoptive transfer and subsequently alter their homing patterns, survival, and antitumor activity. In an adoptive transfer model where antigen-specific CD8⁺ T cells were polarized to a type 1 (Tc1) cytokine profile using IL-12 and blocking antibodies to IL-4 (Nishimura et al., 2006), the T cells showed preferential homing to intracranial tumors (probably due to high expression of VLA-4/α4β1 integrin, as discussed above) and enhanced antitumor efficacy (Sasaki et al., 2007). Other work has demonstrated that chemokines, such as tumor-derived monocyte chemotactic protein-1 (MCP-1) (Desbaillets et al., 1999), can be sufficient to mediate the tropism of tumor-specific T cells to intracranial tumors (Brown et al., 2007). Most recent studies have also demonstrated that tumor-specific CD8⁺ T cells primed with antigen, IL-2, and IL-15 can lead to enhanced trafficking to intracranial tumors and migration through the cervical LNs, spleen, and bone marrow (Prins et al., 2008b). In this adoptive transfer setting, endogenous host cytokines are also important for the survival and effector functions of the transferred cells. Host lymphodepletion, via whole body radiation or cytotoxic chemotherapy, can facilitate the homeostatic expansion of adoptively transferred T cells by improved competition for endogenous cytokines (Gattinoni et al., 2005), such as IL-7 and IL-15, eliminating endogenous regulatory T cells (Chang et al., 1986) and/or enhancing the intratumoral accumulation of the transferred cells (Wang et al., 2005).

48.6.1.3 Toll-Like Receptor Agonists

More recent work has demonstrated that TLR agonists, such as imiquimod (Prins et al., 2006b) and STAT-3 inhibitors (Fujita et al., 2008) can increase serum cytokines and enhance the antitumor activity of adoptively transferred T cells in intracranial tumor-bearing mice. Such studies collectively suggest that the cytokine microenvironment can impose phenotypic changes on tumor-specific T cells that can alter their in vivo trafficking patterns, function, and tropism for tumors growing in anatomically distinct compartments.

48.6.2 Active Immunotherapy (Tumor Vaccines)

Active immunotherapy strategies (tumor vaccines) require administration of the antigenic material to induce an (primary) immune response, in effect, a vaccination. Most tumor antigens are poor immunogens, and thus active immunotherapy usually includes the use of an “adjuvant” (e.g., Bacille
Calmette-Guerin or cytokines) that enhances the immune response by prolonging the time of exposure to antigen and by increasing the activity of APCs. DC-based therapies are one type of active immunotherapy (Liau et al., 1999). Other approaches have included irradiated whole tumor cell vaccines and cytokine immuno-gene therapy strategies (Glick et al., 2001; Okada et al., 2003).

48.6.2.1 Dendritic Cell-Based Vaccines

As discussed earlier, DCs are the most potent APCs in the body, due in part to their high expression of MHC class I and II, and costimulatory molecules, and their secretion of cytokines that promote T cell priming (e.g., IL-12). Immune activation by DCs facilitates engagement of all effector mechanisms of the immune system, such as CTLs and CD4+ helper T cells (T_h), as well as NK cells and antibodies. The use of DCs for cancer immunotherapy became feasible a decade ago with the advent of new techniques to grow these cells from bone marrow precursors in animals (Thurner et al., 1999) and from CD14+ monocytes in human peripheral blood (Kierscher and Roth, 1996). These advantages prompted a wide array of preclinical studies to define the constraints and mechanisms by which DC can prime tumor-specific T-cell responses.

DC-based immunotherapy can accommodate many different forms of antigen, but chief among them is the use of materials derived from autologous tumor cells. DC pulsed with tumor-eluted peptides (Liau et al., 1999), apoptotic/necrotic tumor cells (Siesjo et al., 1996), tumor lysates (Aoki et al., 2001; Ni et al., 2001; Pellegatta et al., 2006), tumor-derived RNA (Insug et al., 2002), and even glioma neurospheres (Pellegatta et al., 2006) can induce relevant antitumor immunity for tumors in the brain. The advantage of using such materials is that this approach is applicable against neoplasms for which immunogenic tumor-specific or tumor-associated antigens are unknown. The disadvantages, however, are that such autologous tumor extracts may be heterogeneous and are therefore difficult to characterize and quantitate. Also, the use of unfractio-nated tumor material may lead to relatively low concentrations of effective immunogens in the mixture, as antigenic tumor peptides may conceivably be diluted by relatively non-immunogenic proteins and thereby lower the immunogenicity of the vaccine. Furthermore, a risk for inducing immunity against self-antigens that may lead to autoimmune encephalitis is real (Bigner et al., 1981).

Alternative forms of antigen loading for DC-based vaccines include the use of defined peptides and genetic transfection (Morse et al., 2005; Ribas, 2006). As such, it was demonstrated that tumor-specific, MHC class I-restricted peptides can be pulsed onto DCs and used to induce significant antitumor immunity to intracranial tumors (Ciesielski et al., 2008; Hatano et al., 2004; Heimberger et al., 2002, 2003; Prins et al., 2003). Similarly, viral transduction of DCs with tumor antigens (Broder et al., 2003), cytokines (Kim et al., 2006; Tsugawa et al., 2004; Yamanaka et al., 2003b), and/or fusions of DCs and tumor cells (Kjaergaard et al., 2005) has generated antitumor immunity that is being
translated into clinical trials. Currently, DCs are recognized as a promising vehicle for active immunotherapy of cancer. Numerous animal experiments have demonstrated the potential of DC-based immunotherapy in both protecting mice from tumor formation and eliminating established tumors. However, other work has shown that DC vaccination is more effective at priming tumor-specific T-cell responses but relatively inefficient for boosting the same response (Jouanneau et al., 2006). Thus, there is a rationale for incorporating DC vaccination with chemotherapy, adjuvants, and/or viral vectors that may synergize to induce therapeutic antitumor immunity.

48.6.2.2 Adjuvants

It is becoming clear from preclinical studies and human trials that enhancement of DC vaccines with adjuvants will be required to generate an antitumor immune response that is both reproducibly effective and long lasting. DCs express numerous TLRs (see above) that are important in host defense against bacteria and other microbial pathogens (Barrat and Coffman, 2008; Barton and Medzhitov, 2002; Pulendran, 2005). Stimulation of TLRs ultimately results in gene expression profiles that lead to the production of cytokines including TNF-α, IL-1, IL-6, and IL-12 as well as type I and type II IFNs (IFN-α and IFN-γ) (Barton and Medzhitov, 2002; Pulendran, 2005). TLR ligation on DC induces a maturation signal that can up-regulate MHC and costimulatory molecule expression, induce migration to LNs, and induce expression of cytokines that can promote and enhance T-cell priming against tumors (Steinman and Banchereau, 2007). Since it is commonly believed that activated DCs can prime T-cell responses more effectively (Steinman and Banchereau, 2007), numerous groups have utilized adjuvants to effectively mature DCs for cancer immunotherapy. For example, the TLR-7 agonist, imiquimod (Aldara®), could synergize with peptide-pulsed DC vaccination paradigms to induce effective antitumor immunity to intracranial tumors (Prins et al., 2006b). Imiquimod enhanced not only DC survival and trafficking to LNs but also the priming of self, tumor antigen-specific T cells (Prins et al., 2006b). Similar findings were reported with poly-ICLC, a TLR-3 agonist (Zhu et al., 2007), and CpG, a TLR-9 agonist (Wu et al., 2007).

48.6.2.3 Blocking Regulatory T Cells (T_{regs})

The blockade of immuno-inhibitory molecules can also generate antitumor immunity and/or synergize with active vaccination approaches for the treatment of CNS tumors. T_{regs} (see above) have recently been shown to accumulate in the peripheral blood and tumors of mice (Grauer et al., 2007) and patients (El Andaloussi and Lesniak, 2007; Fecci et al., 2006a) with malignant glioma, and this was associated with the degree of malignancy and immune competency (El Andaloussi and Lesniak, 2007; Fecci et al., 2006a; Heimberger et al., 2008; Learn et al., 2006). These data suggest that a tumor-derived factor may
influence this type of immune evasion so as to prevent proper immune surveil-
lance of tumors arising in the CNS. As such, recent studies have demonstrated
that blockade of the negative costimulatory molecule, CTLA-4, can ameliorate
changes to the CD4⁺ T-cell compartment and confer long-term survival in
intracranial tumor-bearing animals (Fecci et al., 2007). Similarly, others have
recently demonstrated that functional blockade of T_{reg} with in vivo CD25 mAb
administration can enhance the antitumor immunity to vaccines in a prophylactic
setting (Fecci et al., 2006b; Grauer et al., 2008). However, these studies
highlight the difficulties of T_{reg} depletion, since the CD25 mAb (PC61) used
therein can also bind and inhibit activated T cells, completely removing any
beneficial effect of an active vaccination immunotherapy in established intra-
cranial tumor-bearing mice (Curtin et al., 2008). Such studies highlight the
importance of the T-cell compartment in CNS tumor immunity. New method-
odologies are being explored to functionally reverse the T_{reg} influence in com-
bination with antitumor vaccination strategies.

### 48.6.2.4 Immune Gene Therapy

Other studies of cancer vaccines have used irradiated whole tumor cells mod-
ified with cytokine genes (reviewed in (Okada and Pollack, 2004)), viral vectors
(reviewed in (Curtin et al., 2005)), or even live, attenuated bacterial vectors
(Liau et al., 2002; Prins et al., 2006a) to generate antitumor immunity. The
pioneering cytokine gene therapy studies performed over a decade ago demon-
strated that cytokine-secreting tumor cells could induce antitumor immunity.
With CNS tumor models, cytokine-gene therapy studies have been able to
demonstrate efficacious antitumor immunity to intracranial gliomas by induc-
tion of IL-2, IL-4, IL-6, IL-7, IL-12, GM-CSF, mM-CSF, and IFN-α/β/γ (Glick
et al., 2001, Dey et al., 2006). Such cytokine-secreting tumors revealed that
multiple facets of the cellular immune response could be mobilized to induce
antitumor immunity. Other groups have utilized intracranial injections of viral
vectors, which encode cytokines and/or conditional cytotoxicity (HSV-TK)
(Ali et al., 2005; Curtin et al., 2005) (see also Chapters 46 and 47).

### 48.6.2.5 Bacterial/Viral-Based Vaccines

Live bacteria and/or viruses may also serve as the basis for active immunothera-
pies against brain tumors (Chabalgoity et al., 2002). Viral/bacterial infections
and the resulting tissue damage can also provide the appropriate “danger
signals” (Matzinger, 1994) to attract professional APC necessary for adequate
antigen presentation. CTL-mediated immunity can be induced using live, atte-
nuated bacterial or viral vectors that both stimulate the innate immune system
and simultaneously deliver antigens (Chabalgoity et al., 2002).

For instance, *Listeria monocytogenes (LM)* is a facultative, gram-positive
intracellular bacterium that is able to enter host cells, escape from the endo-
cytic vesicle, multiply within the cytoplasm, and spread directly from cell to cell
without encountering the extracellular milieu. Antigens expressed by \textit{LM} can access both MHC class I and class II processing pathways and are presented to both CD8\(^{+}\) and CD4\(^{+}\) T cells. Additionally, \textit{LM} has been shown to stimulate TLRs (Barton and Medzhitov, 2002) on the surface of APC and activate internal pattern recognition molecules, which may contribute to its immuno-stimulatory action (Ulevitch, 2004). In published studies, it has been demonstrated that immunization with an attenuated, recombinant \textit{Listeria monocytogenes (rLM)} expressing the lymphocytic choriomeningitis virus nucleoprotein (LCMV-NP) led to the rejection of a glioma expressing the heterologous NP antigen (Liau et al., 2002). Interestingly, animals clearing these tumors were subsequently immune to re-challenge with subcutaneous and intracranial glioma cells that did not express NP, suggesting that epitope spreading had occurred, which is a phenomenon whereby T cells can recognize other endogenous glioma epitopes along with the targeted antigen(s) (Liau et al., 2002). Given the heterogeneity of human brain tumors and the possibility for the immune escape, exploiting the process of epitope spreading will be valuable in the clinical context of future tumor vaccine design. These studies reveal the complexity of the multiple mechanisms by which antitumor immunity can be generated.

48.7 Clinical Trials of Cellular Immunotherapy for Brain Tumors

48.7.1 Lymphokine-Activated Killer Cells

The majority of previous clinical adoptive immunotherapy trials for brain tumors have employed lymphokine-activated killer (LAK) or mitogen-activated killer cells. LAK cells are peripheral blood lymphocytes functionally defined by their ability to lyse NK-resistant tumor targets in vitro following stimulation with IL-2 and/or mitogens. LAK cells have been implanted into the resection cavity during surgery (Dillman et al., 2004; Hayes et al., 1995; Merchant et al., 1988a, b), and sporadic clinical responses were observed. However, LAK cell therapy is nonspecific in that the cells are not stimulated in vitro with any glioma-specific antigens. The limitations of LAK cell adoptive transfer to eradicate tumor cells in clinical trials may be due to its inherent nonspecificity, the fact that cells do not migrate efficiently to tumor sites, and/or the induction of diffuse cerebral edema from IL-2 and other cytokines.

48.7.2 Cytotoxic T Lymphocytes

One refinement to the previous adoptive transfer approaches is to stimulate lymphocytes in vivo with autologous tumor cells to generate MHC class I-restricted CTLs that are then expanded in vitro and re-infused into patients
(Kruse et al., 1997; Merchant et al., 1997). The theory is that antigen-stimulated CTLs would be more specific than LAK cells. Clinical trials using adoptive transfer of activated CTLs have produced somewhat encouraging initial results (Kruse et al., 1997; Plautz et al., 2000; Wood et al., 2000). However, because these pilot phase I trials were designed primarily to demonstrate feasibility and safety, definitive evaluation of efficacy will require further study.

Often, pilot trials of adoptive immunotherapy have suggested efficacy (Ishikawa et al., 2004; Quattrocchi et al., 1999), but they have not been followed up with phase II or III larger trials designed to show true improvement in survival. Adoptive transfer studies in melanoma have been particularly encouraging, and currently ~50% of treated patients will have an objective clinical response by RECIST criteria (Dudley et al., 2005). However, the ability to clone and expand high-affinity tumor-infiltrating lymphocytes is currently restricted to a few centers.

A newer option that may become feasible in the future, when glioma-specific TCRs are cloned, will be to use genetic engineering to specifically confer tumor recognition to normal lymphocytes (Morgan et al., 2006). Alternatively, the use of bispecific antibodies, which have the potential to engage all CTLs in patients for lysis of cancer cells, may have therapeutic potential for the treatment of malignant diseases. Contrary to other antibody-based approaches, which call for injection of massive doses of purified antibodies, a recent study has shown tumor regression in non-Hodgkin’s lymphoma patients by treating patients with very low doses of recombinant bispecific antibodies (blinatumomab), which render the cancer cells sensitive to almost all CTLs that they may encounter (Bargou et al., 2008). Conceivably, such bispecific single-chain antibodies, where one variable region recognizes an antigen on tumor cells and the other variable region binds to CD3, may be engineered for solid tumors, such as malignant gliomas.

Overall, it appears that adoptive immunotherapy may offer certain advantages that active vaccination strategies cannot provide: (1) T cells are expanded in the absence of tumor-derived soluble factors and (2) CTLs can be grown to extremely large numbers sufficient for infusion (Wang et al., 2004). A summary of recently published clinical trials of adoptive cellular immunotherapy for malignant gliomas is presented in Table 48.2.

### 48.7.3 Dendritic Cell Vaccination Trials

Approaches that combine adoptive transfer of antigen-pulsed DCs for tumor vaccination in malignant glioma patients are currently under active investigation at several different centers around the world (Caruso et al., 2004; De Vleeschouwer et al., 2008; Kikuchi et al., 2004, 2001; Liau et al., 2005; Yamanaka et al., 2003a, 2005; Yu et al., 2004; Yu et al., 2001). This strategy involves ex vivo exposure of a patient’s DCs to their tumor antigen followed by their in vivo infusion to stimulate an endogenous immune response (Liau et al., 1999; Prins et al., 2003). The theory behind this therapeutic strategy is based
upon evidence that tumor cells are poor APCs, and do not adequately stimulate endogenous professional APCs. The lack of immune activation may affect not only CD8+ T cells but also the CD4+ “helper” T cells (T\(_h\)) that require antigen presentation in association with MHC class II. Unless tumor antigens are secreted as soluble proteins and can be processed by professional APCs, the CTL response will be handicapped by the lack of critical T\(_h\) function such as cytokine secretion and full DC activation. Soluble antigen may be released by tumor cells in later stages with the development of necrotic areas; but by this time, the tumor may be past the threshold from which its growth can be impeded by immune activity. To circumvent this, investigators are using ex vivo cytokine stimulation of DC and antigen exposure of autologous DCs with autologous tumor lysate, tumor peptides, or tumor cell fusions (Table 48.3).

**Table 48.2** Summary of clinical trials of adoptive cellular immunotherapy for malignant gliomas

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Phase</th>
<th>Tumor HISTOLOGY</th>
<th>Responses</th>
<th>Survival</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allo-CTL + IL-2</td>
<td>Phase I (n = 5)</td>
<td>GBM (2); AA (1); AO (2) [recurrent]</td>
<td>NR</td>
<td>AA/AO patients with SD &gt; 28 months</td>
<td>Kruse et al. (1997)</td>
</tr>
<tr>
<td>TILs + IL-2</td>
<td>Phase I (n = 6)</td>
<td>GBM; AA [recurrent]</td>
<td>1 CR; 2 PR</td>
<td>NR</td>
<td>Quattrocchi et al. (1999)</td>
</tr>
<tr>
<td>Activated CTL from lymph nodes</td>
<td>Phase I (n = 12)</td>
<td>GBM (6); AA (4); LGA (2) [newly diagnosed]</td>
<td>4 PR</td>
<td>3 patients &gt; 2 yr</td>
<td>Plautz et al. (2000)</td>
</tr>
<tr>
<td>Activated CTL from PBMC</td>
<td>Phase I (n = 9)</td>
<td>GBM; AA [recurrent]</td>
<td>3 PR</td>
<td>2/9 patients &gt; 4 yr</td>
<td>Wood et al. (2000)</td>
</tr>
<tr>
<td>LAK cells + IL-2</td>
<td>Phase I (n = 28)</td>
<td>GBM; AA [recurrent]</td>
<td>Lymphocytic infiltration; locally ↑ IL-2 &amp; IFN-γ</td>
<td>6/28 patients &gt; 2 yr</td>
<td>Hayes et al. (2001)</td>
</tr>
<tr>
<td>NK cells</td>
<td>Phase I (n = 9)</td>
<td>GBM (3); AA (6) [recurrent]</td>
<td>3 PR; 2 MR</td>
<td>NR</td>
<td>Ishikawa et al. (2004)</td>
</tr>
<tr>
<td>LAK cells</td>
<td>Phase I (n = 40)</td>
<td>GBM [recurrent]</td>
<td>NR</td>
<td>34% 1-yr survival; Median OS = 17.5 months</td>
<td>Dillman et al. (2004)</td>
</tr>
</tbody>
</table>

TIL = tumor-infiltrating lymphocyte; GBM = glioblastoma multiforme; AA = anaplastic astrocytoma; AO = anaplastic oligodendroglioma; LGA = low-grade (grade II) astrocytoma; PFS = progression-free survival; CR = complete response; PR = partial response; MR = minimal response; OS = overall survival; NR = not reported.
<table>
<thead>
<tr>
<th>Therapy</th>
<th>Phase</th>
<th>Tumor histology</th>
<th>Responses</th>
<th>Survival</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tumor cells modified with Newcastle disease virus (NDV)</td>
<td>Phase I (n = 11)</td>
<td>GBM [newly diagnosed]</td>
<td>Local skin reaction</td>
<td>Median OS = 46 wks</td>
<td>Schneider et al. (2001)</td>
</tr>
<tr>
<td>DC pulsed with acid-eluted tumor peptides</td>
<td>Phase I (n = 9)</td>
<td>GBM (7); AA (2) [recurrent]</td>
<td>2/4 patients with ↑ lymphocytic infiltration</td>
<td></td>
<td>Yu et al. (2001)</td>
</tr>
<tr>
<td>DC-glioma cell fusions</td>
<td>Phase I (n = 8)</td>
<td>GBM; AA</td>
<td>4/5 patients with ↑ CD16+ &amp; CD56+ cells; ↑ IFN-γ in peripheral blood</td>
<td>NR</td>
<td>Kikuchi et al. (2001)</td>
</tr>
<tr>
<td>Tumor cell + IL4-transfected fibroblasts</td>
<td>Phase I (n = 1)</td>
<td>GBM</td>
<td>Local CD4+, CD8+, and CD1a + T cells ↑ with IL-4 produced at injection site</td>
<td>Patient survived 10 months</td>
<td>Okada et al. (2003)</td>
</tr>
<tr>
<td>DC pulsed with tumor lysate (intradermal + intratumoral via Ommaya reservoir)</td>
<td>Phase I/II (n = 10)</td>
<td>GBM (7); AA (3)</td>
<td>2/5 patients with ↑ ELISPOT activity; 3/10 with ↑ DTH; 2 with ↑ lymphocytic infiltration</td>
<td>NR</td>
<td>Yamanaka et al. (2003a)</td>
</tr>
<tr>
<td>DC pulsed with tumor lysate</td>
<td>Phase I (n = 14)</td>
<td>GBM (8); AA (6) [recurrent]</td>
<td>6/10 with ↑ IFN-γ in peripheral blood; 3/6 with ↑ lymphocytic infiltration</td>
<td>Median OS = 133 wks</td>
<td>Yu et al. (2004)</td>
</tr>
<tr>
<td>DC-glioma cell fusion + IL-12</td>
<td>Phase I (n = 15)</td>
<td>GBM; AA</td>
<td>4/15 with &gt;50% ↓ tumor size</td>
<td>NR</td>
<td>Kikuchi et al. (2004)</td>
</tr>
<tr>
<td>Tumor cell modified with Newcastle disease virus (NVD)</td>
<td>Phase II (n = 23)</td>
<td>GBM</td>
<td>↑ DTH; ↑ tumor-infiltrating lymphocytes</td>
<td>Median OS = 100 weeks (vs. 49 weeks in controls, n = 87); 39% 2-yr survival rate</td>
<td>Steiner et al. (2004)</td>
</tr>
<tr>
<td>DC pulsed with acid-eluted tumor peptides</td>
<td>Phase I (n = 12)</td>
<td>GBM (12) [7 newly diagnosed; 5 recurrent]</td>
<td>6/12 with ↑ CTL activity; 4/8 ↑ tumor-infiltrating lymphocytes</td>
<td>Median OS = 23.4 months; 50% 2-yr survival rate</td>
<td>Liau et al. (2005)</td>
</tr>
</tbody>
</table>
Table 48.3 (continued)

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Phase</th>
<th>Tumor histology</th>
<th>Responses</th>
<th>Survival</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC pulsed with tumor lysate</td>
<td>Phase II ((n = 32))</td>
<td>GBM [11 newly diagnosed, 23 recurrent]</td>
<td>14/26 with &gt;1.5-fold ↑ in IFN-γ levels</td>
<td>Mean OS = 21.4 months; 41% 2-yr survival rate for vaccine responders</td>
<td>Wheeler et al. (2008)</td>
</tr>
<tr>
<td>DC pulsed with tumor lysate</td>
<td>Phase I/II ((n = 56))</td>
<td>GBM [recurrent]</td>
<td>9/17 with pos. DTH post-vaccination</td>
<td>Median OS = 9.6 months; 14.8% 2-yr survival rate</td>
<td>De Vleeschouwer et al. (2008)</td>
</tr>
</tbody>
</table>

GBM = glioblastoma multiforme; AA = anaplastic astrocytoma; DTH = delayed-type hypersensitivity; PR = partial response; OS = overall survival; NR = not reported.
In a recent phase I clinical trial with 5-year follow-up, 12 patients with newly diagnosed \((n=7)\) or recurrent \((n=5)\) glioblastoma were enrolled. Patients received standard of care, which included surgery followed by external beam radiation therapy. Glioma cells were dissociated from the tumor specimen and cultured in vitro. After approximately 5 weeks in culture, MHC-bound tumor peptides were eluted from the surface of the tumor cells using an acid-elution protocol (Liau et al., 1999). The patient’s own autologous DCs were then harvested from peripheral blood mononuclear cells and subsequently loaded with the autologous acid-eluted tumor peptides. The patients then received three intradermal injections of peptide-pulsed DCs at 2-week intervals. Although this phase I study was not powered to detect clinical efficacy, it provided further evidence on the feasibility, safety, and in vivo bioactivity of autologous peptide-pulsed DCs in patients with glioblastoma, as did other similar studies (Kikuchi et al., 2004, 2001; Liau et al., 2005; Yajima et al., 2005; Yamanaka et al., 2003a; Yu et al., 2004, 2001). Although admittedly a select population of patients, prolonged survival times and significant immunological responses were observed in some of these patients, which supports the possibility of an immune-related effect on tumor control. A recent study correlated quantitative T-cell immune responses, as measured by IFN-\(\gamma\) enhancement, with clinical time to tumor progression (TTP) and survival (Wheeler et al., 2008). Proof of clinical benefit from DC-based vaccines remains to be established in future multi-center phase II clinical trials for malignant glioma patients, which are currently underway.

The following conclusions can be drawn from these DC-based clinical trial data to date. First, DC therapy appears to be relatively safe and well tolerated. For the most part, no serious side effects have been observed with any of these trials. Second, many of these trials report induction of cellular immunity, humoral immunity, or both, against vaccine components. Most importantly, some of these trials report complete/partial response rates or prolonged survival, which suggest that DC-based immunotherapy can significantly impact disease-free and overall survival. The true benefit of these therapies still needs to be assessed in rigorously controlled randomized trials, some of which are underway.

### 48.7.4 Bacterial and Viral Tumor Vaccine Trials for Malignant Glioma

*Salmonella typhimurium* is a gram-negative enterobacterium that causes typhoid fever. These are motile bacteria that have an anaerobic metabolism and, therefore, will thrive in hypoxic environments such as those occurring in tumors. *Salmonella typhimurium*, attenuated by genetically modifying the *purr* and *msbB* genes responsible for virulence and innate immune recognition, respectively, were found to specifically target and localize to transplantable
murine tumors and partially inhibit tumor growth in vivo (Clairmont et al., 2000; Rosenberg et al., 2002). These preclinical results led to a phase I clinical trial of the intravenous administration of attenuated *Salmonella typhimurium* (VNP20009) to patients with metastatic melanoma (Rosenberg et al., 2002). This clinical study showed that the VNP20009 strain of *Salmonella typhimurium* could be safely administered to patients and that some tumor colonization by *Salmonella* was observed at the highest tolerated dose. However, no antitumor effects were seen (Toso et al., 2002).

Viral vaccines have also been investigated for the treatment of malignant gliomas (Schneider et al., 2001). More recently, a Newcastle disease virus vaccine (MTH-68/H) was used in four patients with advanced high-grade glioma, with purported survival times of 5–9 years (Csatary et al., 2004). In a similar, expanded study, a vaccine prepared from patients’ tumor cell cultures infected with Newcastle disease virus was used and followed by gamma-irradiation. This was a non-randomized study of 23 vaccinated patients compared with 87 non-vaccinated controls. The 2-year survival rate in the vaccinated patients was 39% as compared with 11% for the controls ($p<0.001$). This viral-based vaccine appeared to be feasible and safe, and the improved prognosis of the vaccinated patients was substantiated by observed antitumor immune responses (Steiner et al., 2004).

Each of the immune-based therapies outlined above utilizes principles of basic immunology to find a strategy that hopefully brings us closer to the goal of killing the residual microscopic tumor cells that lead to inevitable recurrence of malignant gliomas. Major improvements in our understanding of glioma molecular biology and tumor immunology are now being translated into innovative clinical trials that provide new hope for patients with this devastating disease (see Tables 48.2 and 48.3).

### 48.8 Conclusion

There is challenging work being done today to take basic immunology into the clinical realm. To date, clinical trials of immunotherapy for CNS gliomas have not yet demonstrated objective proof of clinical efficacy in rigorous multicenter phase II and III studies. Nevertheless, such trials should be pursued because of encouraging results in many phase I studies (Salgaller and Liau, 2006). As future testing in this field continues, our ability to design effective, targeted immune therapies will mature and hopefully yield increased therapeutic success.

With this in mind, the priority areas of research and scientific investigation that appear to be most critical at this time involve (1) developing techniques of new antigen identification, based on readily available sources of information on the genes and gene products that are abnormally expressed by primary tumor cells (Ryu et al., 2006) and by examining which of them produce immunogenic
antigens (Andersen et al., 2001); (2) characterizing both CNS and systemic immune responses in patients with brain tumors; (3) developing immunotherapies that are optimized for the particularities of the brain (efficient homing of effector cells and acceptable levels of local inflammation); and (4) considering the problems and challenges posed by patient and tumor heterogeneity. It should be noted that as with any other targeted treatment modality for brain tumors, immunotherapy trials might only realize significant potential clinical efficacy if given to the appropriate subgroup of patients and/or if administered in combination with other therapies. With the current experience in cancer treatments, it appears that simultaneously targeting several components essential to the neoplastic process should provide maximal chances of tumor control. Therefore, therapies based on immuno-enhancement and cancer vaccines could be combined with the traditional surgery, radiation, and chemotherapies, along with molecularly targeted biological agents. Such integrated treatment strategies may prove to be of low toxicity and should be synergistic. In addition, the combined use of conventional treatments within the context of clinical trials of immunotherapy will allow evaluation of efficacy, yet retain the ethical requirements for human investigation.

Over the next decade, the concept of stimulating a patient’s natural immunity to produce antitumor responses may lead to the approach of “customized immunotherapy” (Salgaller, 2000) for patients with malignant glioma. Such “personalized immunotherapeutics” may be a potential solution to deal with the important observations of patient and tumor heterogeneity. However, there are still significant obstacles for developing highly patient-selective treatments—the patient accrual on clinical trials is slower, the potential market for an approved product is lower, and so development times to clinical applications are prolonged.

Furthermore, there are significant manufacturing challenges that face the clinical development of many immunotherapeutics, especially with regard to patient-specific vaccines. This is arguably the greatest technical (and financial) hurdle to getting these types of treatments into large-scale, pivotal trials. Because so-called GMP-level facilities on many academic campuses do not meet the stricter regulations of the FDA for non-pilot studies, further clinical development of cellular therapies and biologic agents for brain tumors will require partnerships between international academic medical centers, government agencies, and biotechnology companies in order to overcome the manufacturing challenges that currently impede large-scale, multi-center phase III clinical trials.

As we have pointed out above, there is already a plethora of small-scale phase I/II brain tumor immunotherapy trials that still await confirmation of clinical efficacy. In order to obtain meaningful biological and clinical data from more complicated trials of customized immunotherapy in selected patient groups, larger multi-institutional studies need to be performed with more structured collaborations from academic and community medical centers, the biotechnology industry, and patient advocacy groups.
Currently, immunotherapy is cautiously and deliberately making its way to
the patient bedside, as adjuncts to standard modalities of surgery, radiotherapy,
and chemotherapy. While the number of clinical trials evaluating such immu-
notherapeutic strategies is still limited, current advances in the high-throughput
production of clinical-grade cellular/biologic therapeutics and molecular/
genetic target identification will hopefully spur future clinical development.

**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>APC</td>
<td>antigen presenting cell</td>
</tr>
<tr>
<td>BBB</td>
<td>blood–brain barrier</td>
</tr>
<tr>
<td>CTL</td>
<td>cytotoxic T lymphocyte</td>
</tr>
<tr>
<td>DC</td>
<td>dendritic cell</td>
</tr>
<tr>
<td>EAE</td>
<td>experimental autoimmune encephalomyelitis</td>
</tr>
<tr>
<td>IFN</td>
<td>interferon</td>
</tr>
<tr>
<td>LAK</td>
<td>lymphokine activated killer (cell)</td>
</tr>
<tr>
<td>LN</td>
<td>lymph node</td>
</tr>
<tr>
<td>MHC</td>
<td>major histocompatibility complex</td>
</tr>
<tr>
<td>MS</td>
<td>multiple sclerosis</td>
</tr>
<tr>
<td>NK</td>
<td>natural killer (cell)</td>
</tr>
<tr>
<td>TAA</td>
<td>tumor-associated antigen</td>
</tr>
<tr>
<td>TCR</td>
<td>T-cell receptor (for antigen)</td>
</tr>
<tr>
<td>TGF</td>
<td>transforming growth factor</td>
</tr>
<tr>
<td>TLR</td>
<td>toll-like receptors</td>
</tr>
</tbody>
</table>
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**Glossary of Key Immunological Terms**

**Autologous** The cells, tissues, and molecules derived from self, as opposed to another individual (cf. syngeneic, allogeneic).

**Adaptive Immunity** Immunity mediated by antigen-specific T and B lymphocytes, so called because it adapts to become more efficient upon repeated exposure to antigens (cf. innate immunity), and can provide immunological memory once the initial source of antigen has been eliminated.

**Adoptive Transfer** The introduction into the patient or animal of biological material (usually cells) of autologous, syngeneic, or allogeneic origin. For tumor immunotherapy, adoptive transfer offers the possibility of administering cells enriched for specific cell types (e.g., CTLs) or specificities (e.g., for tumor-specific or tumor-associated antigens) by appropriate in vitro stimulation and expansion.

**T-cell activation** Resting T cells do not proliferate and exert their immunological functions (cytotoxicity, cytokine release) until their TCRs engage their cognate ligand (antigenic peptide associated with an MHC molecule). The
initial antigen-specific activation of mature T cells is referred to as priming and requires particularly stringent conditions to occur. These are generally only achieved by professional APCs (e.g., DCs) which express costimulatory molecules in addition to MHC–peptide complexes. The optimal and most clearly understood conditions for T cell priming are in secondary lymphoid tissues. The conditions for subsequent activation of a T cell that has already been primed (i.e., in a secondary immune response, sometimes referred to as re-activation or re-stimulation) are less demanding and can be achieved by various cell types (including tumor cells) that express the appropriate MHC–peptide complex, without costimulation, and in nonlymphoid tissues including the CNS.

**Allogeneic** The cells, tissues, and histocompatibility molecules derived from a genetically different individual (cf. syngeneic, allogeneic).

**Anergy** A T cell (or a B cell) that is unable to respond to its specific antigen. One way in which this may occur is when antigen is initially presented in the absence of costimulatory molecules; this can limit autoimmune reactions but may also limit antitumor reactions.

**Antigens** Material that can be recognized by the T and B lymphocytes of the adaptive immune system via their antigen receptors. The portion of the material that bound by the antigen receptors is the epitope (see also tumor-specific and tumor-associated antigens)

**Antigen processing and presentation** Antigen processing and presentation are divided into three major categories. In the first, exogenous antigens in the extracellular milieu such as cellular debris and opsonised microbes are taken up by antigen presenting cells (APCs), then degraded within acidic endosomes to generate short peptides, certain of which bind to MHC class II molecules and reach the cell surface to be recognized by CD4 T cells. In the second major route, endogenous antigens (i.e., normal, viral, or aberrant proteins synthesized within the cell) are degraded by the proteasome within the cytosol then transported into the endoplasmic reticulum wherein peptide binding to MHC class I molecules can occur, followed by transport to the cell surface for recognition by CD8 T cells. A third category of antigen presentation called cross-presentation is important in tumor immunology and immunotherapy. Cross-presentation is the pathway in which exogenous antigen is taken up by professional APCs, then processed (degraded into short peptides) and presented at the cell surface bound to MHC class I molecules. The most important cell responsible for cross-presentation is the DC. Cross-presentation is particularly important when malignant transformation occurs in parenchymal cells, rather than in professional APCs. For CD8 T cells to be alerted to such threats requires the intervention of an adjacent professional APC such as a DC, which can acquire material derived from the transformed cell (e.g., from dying cells or cellular debris) and cross-present this exogenous antigen to activate naïve CD8 T cells. Tumor vaccines used in immunotherapy need to exploit the cross-presentation pathway in order to activate tumor-specific CD8 T cells.
Antigen Presenting Cells (APCs)  Cells capable of presenting peptide antigens bound to MHC molecules to T cells. The so-called professional APCs (DCs, macrophages, B cells) also express costimulatory molecules and are capable of activating naïve T cells. The most potent professional APCs are the DCs which (unlike the other professional APCs) have no other major biological function.

Autoimmunity  A T- or B-cell mediated response directed against antigens of the individuals own body.

B cells or B-lymphocytes  Lymphocytes of the adaptive immune system that develop in the bone marrow, which express clonally distributed antigen receptors, and which are stimulated by antigen in secondary lymphoid organs to differentiate into plasma cells that secrete antibodies.

Costimulatory molecules and signals  For activation of naïve T cells, they must receive a first signal from MHC-peptide antigen, and a second costimulatory signal delivered by costimulatory molecules on the APC. CD80 and CD86 are major costimulatory molecules on APC, which bind to CD28 on T cells, which then transduces a costimulatory signal to the cell.

Cytotoxic T lymphocytes (CTLs)  Fully activated CD8 T cells able to kill target cells expressing their cognate MHC-peptide antigen. A major cytotoxic mechanism (shared by NK cells) is the polarized release of the contents of lytic granules stored within the effector cell directly onto a target cell (e.g., a tumor cell). The principle cytotoxic molecules are perforin, granzymes, and granulysin, and they function by inducing apoptosis in the target cell. Other cytotoxic mechanisms can include cell surface molecules such as Fas ligand, and cytokines such as tumor necrosis factor.

Dendritic Cells (DCs)  The most efficient professional APCs, of bone marrow origin, which have a branched, dendritic morphology. They fulfill different functions according to their differentiation state. In nonlymphoid tissues, DCs are efficient at phagocytosing and processing antigens and are termed immature. Upon activation via receptors such as TLRs, DCs become mature and migrate to secondary lymphoid tissue, they express high levels of costimulatory and MHC molecules, and they efficiently activate naïve T cells.

Epitope  The part of an antigen that is bound by an antibody molecule (a B-cell epitope), or that can bind to an MHC molecule and stimulate T cells (a T-cell epitope).

HLA transgenic mice  Transgenic mice that express a human histocompatibility molecule. These models allow in vivo studies of mouse T-cell immune responses specific for antigens defined in humans of the same HLA-type.

Immunological Synapse  The immunological synapse is the stable interface between a T cell and target cell presenting cognate MHC peptide. It forms through cell–cell interaction of adhesion and signaling molecules. Polarized release of cytokines or cytotoxic molecules into the space formed at the synapse can ensure antigen specificity of T-cell effector function even when mediated by antigen non-specific molecules.


**Innate Immunity** Host immune defenses that react rapidly to infection or danger by means of germline-encoded pattern or pathogen recognition receptors. In contrast to adaptive immune responses, innate immune responses do not become more efficient upon repeat exposure to the original stimulus.

**Lymphocytes** A class of mononuclear leukocytes capable of migrating in blood, lymph, lymphoid, and nonlymphoid tissues according to their state of activation or differentiation. The small lymphocytes of the blood encompass the B and T cells of the adaptive immune system, which bear clonally distributed antigen receptors. Mature lymphocytes are termed naïve before they are stimulated by antigen. Large granular lymphocytes are the NK cells of the innate immune system.

**Lymphoid Organs** Primary lymphoid organs are the organized tissues where lymphocytes are formed, i.e., the bone marrow (for B cells) and the thymus (for T cells). The secondary lymphoid organs are the main site of encounter between APC and naïve T and B lymphocytes, and subsequent lymphocyte activation. The principal secondary lymphoid tissues are the spleen, lymph nodes (LNs), and the mucosa-associated lymphoid tissues (such as the tonsils and Peyer’s patches).

**Major Histocompatibility Complex (MHC)** A cluster of genes encoding MHC molecules, a family of polymorphic cell surface glycoproteins called HLA molecules in humans, which are responsible for presenting peptide antigens to T cells. MHC class I molecules present peptides to CD8 T cells and are constitutively expressed on most cells of the body (but notably, are absent or at low levels on astrocytes, oligodendrocytes, and neurons). MHC class II molecules are mainly expressed on professional APCs and present peptide antigens to CD4 T cells.

**Macrophages and microglial cells** Macrophages are a family of large mononuclear phagocytes that can exist in many forms in different tissues and pathologies. They derive from blood monocytes which are in turn derived from the bone marrow. They can function as APCs (although they do not migrate to lymphoid tissue like DCs), they can exert effector functions against pathogens and tumors, but they can also promote tumor invasion and angiogenesis. Macrophages associated with the CNS can be distinguished according to the compartment in which they are found. Macrophages in the perivascular space, the leptomeninges, and the choroid plexus are phenotypically very similar to other tissue macrophages. Macrophages of the brain parenchyma on the other hand express only low levels of most classical macrophage markers under non-inflammatory conditions and have a ramified morphology. These cells are referred to as microglial cells, and upon activation they can differentiate to acquire macrophage phenotype and function and may even express the DC marker CD11c under some conditions.

**Natural Killer (NK) Cells** These cells are large, granular, cytotoxic lymphocytes, but unlike the T and B lymphocytes, they mediate innate immune responses. Their most important functions are cytotoxicity and IFN-γ.
secretion, which are regulated by the balance of signals transduced through activating and inhibitory receptors expressed at the NK cell surface.

**Pathogen/Pattern Recognition Receptors** These receptors are germline encoded and detect conserved patterns present on pathogens, as well as material from stressed or dying cells. Cells of the innate immune system always express some of these receptors, but they are present on other cell types as well. They include the toll-like receptors (TLRs).

**Serological Identification of Antigens by Expression Cloning (SEREX)** A technique by which patient antibodies from serum can be used to screen tumor cell proteins for those which elicit immune responses. A cDNA expression library is initially made of a tumor. This library is subsequently probed in an unbiased fashion with autologous patient serum to search for tumor proteins that elicit host immune responses.

**Syngeneic** The cells, tissues, and histocompatibility molecules derived from a genetically identical individual (cf. syngeneic, allogeneic), such as an identical twin, or fully inbred strains of laboratory animals.

**T Cells or T lymphocytes** Lymphocytes of the adaptive immune system that mature in the thymus from bone marrow-derived progenitors, which express clonally distributed antigen receptors, and which are stimulated by APC in secondary lymphoid organs to express different effector functions. The two major populations of T cells are based on the expression of CD4 or CD8 cell surface glycoproteins. CD4 T cells recognize peptide antigen associated with MHC class II molecules and are subdivided into subsets based largely on cytokine secretion profiles for the T-helper cells: $T_{h1}$ (IFN-$\gamma$), $T_{h2}$ (IL-4), and $T_{h17}$ (IL-17). For $T_{reg}$, the definition is based on a range of phenotypic markers (including Foxp3) and function (suppression of other immune cells). CD8 T cells recognize peptides bound to MHC class I molecules and generally have cytotoxic potential (see CTLs) but can also secrete cytokines (especially IFN-$\gamma$).

**T-Cell Receptor for antigen (TCR)** A highly variable receptor expressed exclusively by T cells, in a clonally distributed manner. It is not germline encoded but is generated by somatic rearrangement of gene segments. The ligand is a short peptide epitope bound to an MHC molecule expressed at the surface of another cell.

**Tolerance** Immunological tolerance refers to the unresponsiveness of T and B cells to a particular antigen. Central tolerance is established in the bone marrow for B cells and in the thymus for T cells, wherein cell highly reactive with self-antigens (autoreactive cells) can be eliminated. Residual populations of autoreactive cells that escape deletion are restrained by different mechanisms of peripheral tolerance. Tumor immunotherapy often aims to exploit these cells that may react to tumor expressed TAAs and may thus need to attempt to “break” tolerance.

**Tumor-associated antigens (TAAs).** These antigens are expressed by malignant cells but also by normal cells. They may still be useful targets for immunotherapy because tumor cells may express the TAA at a higher level than
normal tissue, or because normal cells express the TAA only at a certain stage of development, or in specific sites that may be shielded from immune attack (e.g., the so-called cancer-testis antigens). These antigens may be common to many patients, facilitating defined targeting and immune monitoring. However, since TAAs are self-antigens, it may be difficult to induce effective immune responses because of partial or complete immunological tolerance, and if this is overcome, there is a risk of inducing autoimmune pathology.

**Tumor-specific antigens (TSAs)** These antigens are only expressed by malignant cells (e.g., following mutations). They present advantages for immunotherapy because the patient should have no central tolerance to these antigens, and there is no risk of immune effector mechanisms damaging normal tissues because they do not express the antigen. However, many of these antigens are unique to individual patients, meaning that defined targeting and immune monitoring would need to be personalized.

**References**


Chapter 49
Glioma Invasion: Mechanisms and Therapeutic Challenges

Mariano S. Viapiano and Sean E. Lawler

Abstract A hallmark of gliomas is the ability of individual tumor cells to infiltrate the neural tissue and extend beyond the visible borders of the tumor. Current treatments fail to remove these invasive cells, which almost invariably lead to tumor dissemination and therapy failure in the long term. The composition and properties of the extracellular matrix (ECM) in the adult central nervous system are notoriously inhibitory to cell motility and axonal extension. However, glioma cells are uniquely able to remodel this microenvironment by degradation of the neural ECM and production of a novel matrix that contains neural-specific and mesenchymal components. Structural signals from the ECM and soluble factors from the surrounding non-neoplastic cells regulate the molecular and cellular mechanisms of invasion, which include matrix remodeling, cytoskeletal reorganization, and phenotype transition from highly proliferative to migratory. Specific strategies against invading glioma cells are in their infancy due to the paucity of appropriate targets and the difficulty of predicting the effects of targeting this highly plastic cell population in vivo. Identification of the key molecular mechanisms necessary for cell invasion and the major switches that regulate the inter-conversion of migratory and proliferative phenotypes will provide a wealth of novel targets to direct therapies against brain tumor progression and improve long-term patient survival.
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49.1 Introduction

Malignant gliomas are the most common primary tumors of the central nervous system (CNS). A hallmark of these neoplasms is the ability of individual glioma cells to detach from the tumor mass and invade the neural tissue (Louis, 2006). This diffuse infiltration occurs with little distortion of the neural architecture and does not seem to trigger inflammatory or other immune responses, placing the migrating cells beyond the limits of current clinical detection (Claes et al., 2007). In addition, significant evidence has shown that migrating glioma cells divide more slowly than the cells at the core of the tumor (Demuth and Berens, 2004; Giese et al., 1996) and are consequently more resistant to cytotoxic therapies. Therefore, these cells remain in the CNS even after aggressive resection and treatment of the residual tumor, becoming a major factor for local recurrence and tumor dissemination throughout the CNS (Berens and Giese, 1999; Giese and Westphal, 2001).

Current therapeutic strategies after surgical resection, or directly applied to inoperable tumors, target proliferating cells through a combination of cytotoxic and anti-angiogenic drugs (Anderson et al., 2008; Salgaller and Liau, 2006). Few attempts have been made to specifically target the migratory malignant cells located far from the tumor center, as an additional strategy to prevent recurrence and improve long-term management of the disease. This approach is of major relevance because cell infiltration is a cause of rapid disease progression after initial response and therefore a major limitation against lasting success of current therapies (Lamszus et al., 2003). Understanding the cellular and molecular mechanisms underlying glioma invasion is thus a priority for developing effective therapeutic strategies against the spread and recurrence of these tumors (Claes et al., 2007; Louis, 2006). In this chapter we will focus on the composition and remodeling of the microenvironment that surrounds the motile glioma cells, briefly review the major signals and mechanisms involved in glioma cell invasion, and discuss potential anti-invasive strategies.

49.2 Overview of Glioma Cell Invasion in the CNS

In solid carcinomas, increased malignancy is characterized by the ‘epithelial-to-mesenchymal’ transition of the tumor cells (Guarino et al., 2007), a set of genotypic and phenotypic changes that enables individual cells to detach from
the primary tumor, disrupt the basal lamina of the epithelial tissue, invade the surrounding stroma, and eventually reach lymph and blood vessels that will allow dissemination of the tumor to other organs (Stetler-Stevenson et al., 1993). The dispersion of individual tumor cells from the primary lesion requires a number of sequential steps that include detachment from the tumor core, receptor-mediated adhesion to the immediate extracellular matrix (ECM), local degradation of the ECM to allow cell passage, and active motility mechanisms that drive the cells away from the tumor and/or toward attractants (Bellail et al., 2004; Giese and Westphal, 1996; Nakada et al., 2007). The dispersion of glioma cells within the CNS has been studied within this paradigm and in many ways reflects it. Accordingly, most assays to study glioma cell motility and invasion follow models of invasion and metastasis from other cancers (see Table 49.1 for the most common assays currently in use). However, there are important differences between the local dispersion of gliomas and the stromal infiltration and metastasis observed in non-neural carcinomas.

Compared to peripheral tissues, central nervous tissue is highly refractory to tumor infiltration and tumors that metastasize to the CNS almost never invade it but rather push the neural tissue aside, even when those tumors may aggressively infiltrate their tissues of origin (Subramanian et al., 2002). Conversely, glioma cells invade the brain parenchyma well, despite the presence of an inhibitory ECM and the absence of most basal-lamina elements and supporting stromal cells (Giese et al., 2003). At the same time, glioma cells do not intravasate into blood vessels (Bernstein and Woodard, 1995) nor metastasize to close peripheral tissues. Moreover, when implanted peripherally, gliomas grow as compact, encapsulated masses (Bolteus et al., 2001; Pilkington, 1997). The ability of gliomas to colonize neural tissue as an ‘intra-parenchymal metastasis’ (Bernstein, 1996) together with their metastatic failure outside the CNS indicates a high degree of specialization of these tumors to the neural environment and suggests that glioma cells may have unique mechanisms of invasion adapted for the particular composition and structure of the CNS (Bellail et al., 2004). Experimental models should therefore strive to reproduce the distinguishing properties of glioma cells, and their differences with other tumors should be kept in mind when analyzing glioma invasion in conditions that do not mimic the neural microenvironment (Claes et al., 2007) (see Table 49.1).

Histological evidence demonstrates that glioma cells follow typical dispersion routes and have preferential tropisms independently of the original localization of the tumor (Giese and Westphal, 1996; Giese, 2003) (Fig. 49.1). Most commonly, glioma cells disperse along white matter tracts, leading in many cases to the invasion of the tumor into the opposite hemisphere in the brain (‘butterfly lesions’ across the corpus callosum, see Fig. 49.1A). Glioma cells also migrate along the basal lamina of brain blood vessels or spread in the space between the glia limitans and the pia mater, forming perivascular and subpial foci of proliferation. Finally, glioma cells can also move through the network of unmyelinated cell processes that form the grey matter neuropil and proliferate...
<table>
<thead>
<tr>
<th>Assay</th>
<th>Timescale</th>
<th>Good to analyze</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ADH</strong></td>
<td>Minutes to hour long</td>
<td>Adhesive properties of the cells</td>
<td>Fast, simple, easy to reproduce and quantify.</td>
<td>Static assay does not inform about cell motility.</td>
</tr>
<tr>
<td><strong>Motility</strong></td>
<td>Overnight to 2 days</td>
<td>Overall population motility</td>
<td>Relatively fast, simple.</td>
<td>Gap-width is difficult to quantify. Not all cells form dense monolayers for this assay. Other: (1),(2)</td>
</tr>
<tr>
<td>Radial migration assay: Cells are plated on the center of a pre-coated surface and migrate radially.</td>
<td>Overnight to a few days.</td>
<td>Random dispersion from a focal point</td>
<td>Simple, easy to reproduce.</td>
<td>Other: (1), (2), (3). Proper image analysis is required (see Stein et al., 2007).</td>
</tr>
<tr>
<td>Boyden chamber assay: Cells move through a porous membrane toward chemo- or haptoattractants</td>
<td>Few hours to overnight</td>
<td>Motility under directional stimuli</td>
<td>Relatively fast, easy to reproduce and quantify. Can be used to test repellent molecules.</td>
<td>Pores are larger than intercellular spaces in the CNS. Cells that remain on the upper surface may skew quantification if not thoroughly removed. Other: (1)</td>
</tr>
<tr>
<td>Scaffold-based migration: Cells plated on polymer scaffolds and allowed to move in 2D/3D</td>
<td>Usually 24–36 hours.</td>
<td>Topographic influences on motility</td>
<td>Scaffolds can be precisely engineered and functionalized with neural-specific biomolecules.</td>
<td>Nanofiber composition and engineering varies among laboratories. Time-lapse confocal cell tracking and complex image analysis required.</td>
</tr>
<tr>
<td><strong>Invasion</strong></td>
<td>Several days</td>
<td>Random invasion through a matrix</td>
<td>3D version of the Radial migration assay. Cell morphologies approximate those observed in intracranial tumors</td>
<td>Changes in medium composition or hypoxia in the gel may develop over time. Degradation of basal-lamina matrix is uncommon to gliomas in the brain. Other: (2),(3),(4)</td>
</tr>
</tbody>
</table>
Table 49.1 (continued)

<table>
<thead>
<tr>
<th>Assay</th>
<th>Timescale</th>
<th>Good to analyze</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Matrigel invasion assay:</strong></td>
<td>Usually</td>
<td>Directed invasion through a matrix.</td>
<td>A more complex version of the Boyden Chamber assay. Allows quantitative evaluation of pro-invasive factors, e.g., matrix proteases.</td>
<td>Degradation of basal-lamina matrix is uncommon to gliomas in the brain. Other: (2),(4).</td>
</tr>
<tr>
<td>Cells seeded onto a matrix inside a Boyden Chamber and stimulated to migrate toward an attractant</td>
<td>2–4 days</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Slice invasion assay:</strong></td>
<td>3 days to a week</td>
<td>Invasion through a realistic matrix</td>
<td>Substrate accurately mimics the neural architecture. Cell morphologies similar to those observed in intracranial tumors.</td>
<td>Long and time-consuming. Dying neural cells in the slice may affect glioma cells. Migrating cells may not show preferential attraction to white matter. Other: (2)</td>
</tr>
<tr>
<td>Cell aggregates seeded on top of live brain slices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>In vivo</strong></td>
<td>Several weeks</td>
<td>True invasion in vivo</td>
<td>Tumor growth and invasion under influence of neural, vascular, and immune factors. It is the most reliable assay to verify anti-tumoral strategies.</td>
<td>All subcutaneous gliomas and many intracranial xenografts do not show invasion. Brain invasion in syngeneic models is difficult to quantify and requires morphometric analysis.</td>
</tr>
</tbody>
</table>

**Common disadvantages in several models:** (1) Motility on a hard surface may not be representative of natural movement. (ADH: Adhesion) (2) Long-term assays must consider cell proliferation/viability as additional variables. (3) Radius and area of dispersion can be biased by outlier cells and image analysis algorithms. (4) Matrix proteins used in these assays are usually absent in the CNS.
around individual neurons. Detailed illustrations of these routes of dispersion can be found in reviews by Claes et al. (2007) and Louis (2006).

The patterns of periaxonal, perivascular, and perineuronal accumulations, or satellitosis, known as secondary structures of Scherer, are typical of clinical specimens and can be replicated experimentally (Guillamo et al., 2001), suggesting that glioma cells may have a stereotyped set of substrate-dependent migratory behaviors. The routes of migration likely follow both appropriate biochemical cues as well as favorable anatomical structures that provide pathways of least resistance to cell dispersion (Giese, 2003).

Regardless of the biochemical or structural influences on the migrating cells, this invasive behavior is common to the overwhelming majority of gliomas. It has been suggested that this reflects the acquisition of motility, a ‘mesenchymal’ property (Wolf et al., 2003), early after transformation (Louis, 2006). Alternatively, given the mounting evidence (see Chapter 44) suggesting that gliomas
may arise from transformed neural stem cells (Barami, 2007; Gilbertson and Rich, 2007), the migratory phenotype could be a reflection of the motile nature of the committed neural progenitors that derive from those stem cells (Claes et al., 2007). Evidence from experimental models indicates that glioma cells move through the neural architecture in a manner that largely resembles the migration of neural progenitors and that is quite different from glioma cell motility in vitro (Beadle et al., 2008). The possibility that glioma-initiating cells derive from adult neural stem cells has raised interesting questions about the possibility of predicting pathways of invasion radiating from neural stem cell-rich zones. For example, recent results have shown that the depth of the tumor in the brain and its association with the subventricular zone may correlate with invasive and multifocal properties of glioblastomas (Lim et al., 2007).

### 49.3 Glioma Cell Microenvironment: Extracellular Matrix

Both grey and white matter in the adult neural parenchyma form an inhibitory environment for cellular motility and axonal extension (Busch and Silver, 2007). To disseminate in this tissue, migrating glioma cells must interact with a variety of substrates with different topography and molecular composition, such as the amorphous ECM of the grey matter neuropil, the surface of white matter fibers, and the basal lamina of the neural vasculature and the subpial surface (Giese, 2003). The ability of glioma cells to interact with a wide variety of substrates suggests the existence of multiple migratory mechanisms that overcome the inhibitory elements and respond to ‘motogenic’ signals to promote cell dispersion (Bellail et al., 2004).

#### 49.3.1 Neural ECM

The major barrier opposing glioma cell movement through intercellular spaces is the ubiquitous and distinct neural ECM that comprises as much as 20% of the adult brain and spinal cord volume (Novak and Kaye, 2000). This matrix lacks the typical proteins found in the fibrillar ECM of other tissues, such as collagens, fibronectin and type-I laminin (Novak and Kaye, 2000), and is instead composed of the polysaccharide hyaluronic acid (HA), with associated glycoproteins and proteoglycans. The major structural constituents of this matrix, which in most cases are also expressed in gliomas, are listed in Table 49.2 and illustrated in Fig. 49.2. Of these, HA and its HA-binding proteins are the key molecules that form the neural ECM scaffold (Yamaguchi, 2000); other illustrations of these ECM components can be found in reviews by Viapiano and Matthews (2006) and Galtrey and Fawcett (2007).

HA is a very large (~500–1000 kDa) hygroscopic glycosaminoglycan that can retain large amounts of water, thus creating hydrated spaces used by cells to
<table>
<thead>
<tr>
<th>Molecules (Mw)</th>
<th>Properties</th>
<th>Neural tissue</th>
<th>Gliomas</th>
<th>Functions</th>
<th>Expression</th>
<th>Functions</th>
<th>Expression</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyaluronic acid (HA) (&gt;10^6 Da)</td>
<td>Occupies large hydrated spaces and forms a compressible mesh at high concentrations.</td>
<td>▲ in early development</td>
<td>Compression resistance.</td>
<td>▲ (~fourfold higher than normal adult CNS)</td>
<td>Cell proliferation and migration; HA fragments induce synthesis of ECM molecules and MMPs</td>
<td>Delpech (1993), Laurent (1996) and Novak (2000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lecticans (150–600 kDa)</td>
<td>Bind HA and cell-surface receptors. Many isoforms produced by alternative splicing, proteolysis, and differential glycosylation</td>
<td>Variable profiles for each lectican. ▲ neurocan during development. ▲ brevican and versican in adult CNS. Total levels of CSPGs are higher in adult than developing CNS</td>
<td>Restrict cell migration and axonal extension in adult CNS. May guide axonal extension and neuroblast migration in the developing CNS</td>
<td>Variable profiles. Versican and brevican are highly expressed in gliomas</td>
<td>Cell proliferation and resistance to apoptosis (versican); enhanced adhesion and migration (brevican); binding to fibronectin; EGFR activation</td>
<td>Crespo (2007), Novak (2000), Viapiano (2006) and Yamaguchi (2000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggrecan Neurocan Versican Brevican</td>
<td>Link proteins</td>
<td>▼ during early development.</td>
<td>Formation of perineuronal nets; might modulate synaptic plasticity.</td>
<td>▼ in glioma tissue</td>
<td>Unknown</td>
<td>Oohashi (2005)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Link proteins (HAPLN1 to 4) (50–55 kDa)</td>
<td>Link HA to the lecticans; condense the adult ECM</td>
<td>▲ HAPLN2 and HAPLN4 in adult CNS</td>
<td>▲ HAPLN4 in GSCs (MSV, unpublished)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPTP-β/ζ Phosphacan (250–450 kDa)</td>
<td>Membrane-bound K/CSPG; does not bind HA.</td>
<td>▲ in early development.</td>
<td>Matrix remodeling, neurite outgrowth and</td>
<td>▲ RPTP-β/ζ in gliomas grade II–III</td>
<td>Pleiotropin signaling to stimulate cell</td>
<td>Margolis (1996), Rauch</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 49.2 (continued)

<table>
<thead>
<tr>
<th>Molecules (Mw)</th>
<th>Properties</th>
<th>Neural tissue</th>
<th>Gliomas</th>
<th>Functions</th>
<th>Expression&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Functions</th>
<th>Expression&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Functions</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phosphacan (soluble form of RPTP-β/ζ. Major ligand: pleiotropin)</td>
<td>↓ in the adult (restricted to neurons)</td>
<td>synaptic plasticity (both positive and negative effects reported)</td>
<td>↓ Phosphacan in gliomas grade IV</td>
<td>migration and proliferation</td>
<td>(2004) and Ulbricht (2003)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tenascins (Tn) (180–250 kDa)</td>
<td>Multimeric proteins; bind to the lecticans, RPTP-β/ζ, and to several cell-surface receptors</td>
<td>Proliferation and migration of neural precursors from the SVZ; axonal guidance; adult ECM condensation</td>
<td>↑↑ Tenascin-C (expressed in the tumor vasculature)</td>
<td>Tn-C combined with PDGF/LPA signaling triggers cell migration. Tenascins also increase glioma cell proliferation</td>
<td>Garwood (2001), Joester (2001), Lange (2008) and Rauch (2004)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tn-C / Tn-R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tn-X / Tn-Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPARC family (40–50 kDa)</td>
<td>Small glycoproteins; bind to growth factors and basal lamina ECM proteins</td>
<td>May be involved in neurite extension and synapse formation</td>
<td>SPARC member of the family is highly expressed by glioma cells</td>
<td>HSP27 activation; MMP upregulation; cell migration on basal lamina matrix</td>
<td>Au (2007), Brekken (2000) and Vincent (2008)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>This table includes secreted matrix molecules known to have a structural role in the neural ECM and to be also expressed in the glioma matrix. Therefore, we have omitted the cleaved extracellular domains of membrane-bound proteins (heparan sulfate proteoglycans, NG2, and myelin-associated inhibitors), small soluble factors, and cell/axon guidance factors that are not structurally associated to the ECM (semaphorins, Wnts, slits).

<sup>b</sup>(↑), high expression; (↓) low expression.

<sup>c</sup>Expression levels compared to normal adult CNS.

GSCs: Glioma stem cells; HAPLN: hyaluronan and proteoglycan link protein; HSP27: heat shock protein-27; K/CSPG: proteoglycan with keratan and chondroitin sulfate; MMP: matrix metalloprotease; PDGF/LPA: platelet-derived growth factor and lysophosphatidic acid; RPTP-β/ζ: receptor-type protein tyrosine-phosphatase β/ζ; SPARC: secreted protein acidic and rich in cystein.
proliferate and migrate during development (Laurent et al., 1996). HA associates with secreted and membrane-bound HA-binding proteins, which act as organizers of the matrix scaffold around neural cells (Yamaguchi, 2000). Accumulation of these HA-binding proteins in the adult CNS reduces the interstitial spaces and renders the neural ECM largely insoluble, forming a restrictive environment for axonal navigation and cell motility (Rauch, 2004; Viapiano and Matthews, 2006).

The major group of HA-binding proteins in the adult CNS is formed by the secreted chondroitin sulfate proteoglycans (CSPGs) of the lectican family: aggrecan, versican, neurocan, and brevican (Yamaguchi, 2000). These large,
heavily glycosylated proteins exhibit a remarkable heterogeneity of isoforms, expression patterns and molecular partners, but in general predominate in the adult CNS and connect the matrix scaffold to receptors on the surface of neurons and glial cells (Viapiano and Matthews, 2006; Yamaguchi, 2000). The lecticans have been recognized as a major group of inhibitory molecules for axonal extension, cellular adhesion, and motility (Rhodes and Fawcett, 2004), a property attributed in part to a chemorepellent effect of the side chains of chondroitin sulfate (Crespo et al., 2007). Surprisingly, some members of this family are highly expressed in gliomas and promote glioma cell migration (see below) (Viapiano and Matthews, 2006).

The composition of the neural ECM is very similar in the grey and white matter, with some differences in the local expression of ECM molecules in subsets of neurons and grey matter neuropil (e.g., aggrecan, neurocan) or around myelinated axons (e.g., versican and the tenascins). In the white matter, the inhibitory effect of the secreted CSPGs on cell and neurite motility is potentiated by the effect of ECM-associated molecules normally involved in neuronal and axonal repulsion (most notably the netrins and slits (Barallobre et al., 2005; Wong et al., 2002)), as well as the well-known myelin-associated inhibitors (Nogo, the myelin-associated glycoprotein MAG, and the myelin oligodendrocyte glycoprotein (Xie and Zheng, 2008)). The latter are not matrix-cellular proteins but membrane-bound ‘collapse signals’ that prevent extension of glioma cell processes and motility in vitro (Hensel et al., 1998; Liao et al., 2004), although at least one of these myelin inhibitors (MAG) exhibits ECM-associated, highly inhibitory soluble forms in vivo (Tang et al., 2001).

In addition to having strong inhibitory signals for cell migration and neurite extension, the scaffold of the neural ECM also presents structural constraints for cell motility. This scaffold is essentially a highly compressible mesh of HA and proteoglycan filaments that does not favor cell traction because it provides sparse, randomly organized anchorage points for the formation of intracellular stress fibers (Georges et al., 2006; Peyton et al., 2007). This structural limitation may be partially attenuated in the white matter due to the high density of parallel axons that may form guiding rails for motile cells. In vitro scaffolds composed of aligned fibers have been shown to provide topographic guidance to neural cells and neurites and promote cell adhesion and motility better than randomly oriented fibers (Yang et al., 2005) (also SEL and MSV, manuscript in preparation), independently of other cues in the surrounding environment.

49.3.2 Basal Lamina

In stark contrast with the HA- and proteoglycan-based matrix that fills the extracellular space around neurons and glial cells, the ECM that covers the abluminal surface of the brain–blood vessels and the subpial surface resembles the typical basal lamina that separates epithelial cells from their underlying
stroma in peripheral tissues. This matrix contains some of the proteoglycans and glycoproteins described in the neural ECM but is predominantly abundant in matricellular proteins that form networks of fibrillar aggregates, such as laminins, fibronectin, and vitronectin, and thus promote the adhesion of motile cells (Bellail et al., 2004; Gladson, 1999). The basal lamina ECM also contains several types of collagens, particularly collagen IV and VI, with lower amounts of the interstitial collagens I and III (Gladson, 1999; Paulus et al., 1988). This dense, organized matrix provides higher resistance to compression than the neural ECM and favors the formation of focal adhesions. Therefore, the basal lamina serves as a preferred substrate for integrin-mediated cell adhesion and motility along vascular and subpial surfaces (Goldbrunner et al., 1999). Interestingly, glioma cells accumulate along this basal lamina but do not degrade it in vivo (Paulus et al., 1988), although they can traverse the basal lamina of peripheral blood vessels when they are injected intravenously (Mandybur et al., 1984). The mechanisms that prevent degradation of the basal lamina of CNS blood vessels by glioma cells are unknown, and this phenomenon has been postulated as the underlying reason for lack of intravasation and extra-axial metastasis of these tumors (Bernstein and Woodward, 1995).

### 49.4 Extracellular Remodeling and Glioma Invasion

As described above, tumor cells attempting to disseminate in the CNS are challenged by a variety of molecular and structural inhibitory factors in the neural parenchyma that limit their adhesion and motility. Peripheral tumors facing these obstacles continue growing but individual cells rarely detach from the tumor mass and almost never infiltrate CNS structures. Conversely, glioma cells actively remodel the surrounding matrix to reach the anatomical structures along which they disseminate. This remodeling involves degradation of the pre-existing ECM, overproduction of neural ECM molecules, secretion of novel ECM molecules that are absent in the neural parenchyma, and expression of novel cell-surface receptors for ECM signals. These processes are likely potentiated by additional tissue remodeling produced by infiltrating immune cells and the proliferative endothelium of hyperplastic tumor blood vessels (Bellail et al., 2004; Gladson, 1999; Kaur et al., 2005). For the scope of this review we will focus only on the major molecular changes exerted by isolated glioma cells invading normal neural tissue.

### 49.4.1 ECM Degradation

Compared to adult normal neural tissue, glioma cells exhibit increased expression of lysosomal hyaluronidases and secreted proteases. These enzymes can degrade the pericellular matrix, opening spaces for cell motility and releasing protein and glycosaminoglycan fragments that act as mitogenic and motogenic...
signals (Junker et al., 2003; Rao, 2003). A wealth of evidence has demonstrated that several families of proteases actively contribute to matrix remodeling in gliomas, including the plasminogen activators, the members of the matrix metalloprotease (MMP) family, and the lysosomal/secreted cathepsins (Levicar et al., 2003; Rao, 2003). Recent investigations have expanded the set of glioma-active proteases to include the disintegrin-and-metalloproteases (ADAMs) and the ADAMs with thrombospondin motifs (ADAMTSs) (Nicholson et al., 2005; Rocks et al., 2008). The major members of these families that are expressed in gliomas, their functional relevance, and their relationship with glioma progression are summarized in Table 49.3.

Secreted metalloproteases, particularly members of the MMP family such as MMP-2 and MMP-9, have been clearly demonstrated to promote brain tumor growth and progression, as well as cell proliferation and invasion in vitro (Brat et al., 2004; Levicar et al., 2003; Rao, 2003). Accordingly, upregulation of those MMPs in gliomas correlates with tumor grade and lower survival rates (Levicar et al., 2003; Rao, 2003). Secreted MMPs and membrane-bound ADAMs have been involved in several functions that promote tumor progression, including matrix degradation, release of trophic factors, regulation of cell proliferation, stimulation of angiogenesis, and control of the immune response in the tumor (Egeblad and Werb, 2002; Rocks et al., 2008).

Pericellular matrix degradation by infiltrating glioma cells in vivo, however, may be far more restricted than what is thought from in vitro observations or results from metastatic tumors. For example, the predominant CSPGs in the CNS, versican and brevican, are degraded by MMPs in vitro (Nakamura et al., 2000); however, MMP-dependent proteolysis of these proteins in intracranial gliomas is a very minor event (Viapiano et al., 2008), suggesting that the scaffold of the neural ECM could be less affected by degradation than by production of novel matrix components, as described below. Similarly, despite of their high MMP expression, glioma cells do not disrupt the basal lamina of the brain blood vessels in vivo, even though these enzymes degrade basal lamina components during in vitro invasion assays (Bernstein and Woodard, 1995; Paulus et al., 1988).

It is thus possible that, in addition to regulated pericellular proteolysis, proteases in glioma may promote cell infiltration through a variety of non-degradative mechanisms. For example, ADAMTS enzymes cleave the neural lecticans preferentially at a single site, producing fragments that remain associated to the ECM scaffold and act as pro-migratory signals (Ang et al., 1999; Hu et al., 2008). In another example, MT1-MMP can induce EGFR transactivation independently of its catalytic activity (Langlois et al., 2007). Moreover, it has been shown that inhibition of metalloproteases may drive metastatic tumor cells to adopt an amoeboid phenotype and infiltrate by ‘squeezing’ through the intercellular spaces (Wolf et al., 2003). This causes tumor cells to acquire elongated morphologies that strongly resemble those usually seen in migratory glioma cells in the brain (Beadle et al., 2008), suggesting that these cells may naturally adapt to the surrounding neuropil rather than degrade their way through it.
<table>
<thead>
<tr>
<th>Protease family</th>
<th>Members studied in gliomas</th>
<th>Activity and substrates in the CNS</th>
<th>Functional relevance</th>
<th>Relationship with tumor progression</th>
<th>Endogenous inhibitors</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasminogen activators (PAs)</td>
<td>– Urokinase-type PA (expressed by glioma cells) – Tissue-type PA (expressed in the endothelium of glioma blood vessels)</td>
<td>Serine proteases. Convert plasminogen to activated plasin</td>
<td>Plasmin degrades pericellular matrix and activates MMPs. uPA also signals for integrin- and vitronectin-mediated cell adhesion through its receptor, uPA-R. tPA is presumed to play a role in tumor angiogenesis rather than invasion</td>
<td>High levels of uPA and uPAR correlate with a more invasive phenotype and poor prognosis. Inhibition of uPA/uPAR reduces invasiveness and promotes apoptosis</td>
<td>Plasminogen activator inhibitors (PAI): PAI-1 to PAI-3</td>
<td>Gondi (2003, 2007), Rao (2003) and Tsatas (2003)</td>
</tr>
<tr>
<td>Matrix Metalloproteases (MMPs) (28 members)</td>
<td>gelatinases (MMP2, MMP9),stromelysins (MMP3, MMP7, MMP10, MMP11), membrane-type MMPs (MT1-MMP)</td>
<td>Zinc-dependent endopeptidases. Degrade most proteins of the basal lamina and proteoglycans of the neural ECM</td>
<td>MMPs are secreted by glioma cells, endothelial cells and infiltrating immune cells; involved in perivascular invasion and tumor angiogenesis. Membrane-bound MT-MMPs implicated in white matter invasion.</td>
<td>MMP2, MMP9 and MT1-MMP strongly correlate with glioma progression. Inhibition of these MMPs sharply reduces invasion in vitro and tumor formation in vivo</td>
<td>Tissue inhibitors of metalloproteases (TIMP): TIMP-1 to TIMP-4</td>
<td>Binder (2002), Chintala (1999), Lakka (2005) and Nakada (2003)</td>
</tr>
<tr>
<td>Protease family</td>
<td>Members studied in gliomas</td>
<td>Activity and substrates in the CNS</td>
<td>Functional relevance</td>
<td>Relationship with tumor progression</td>
<td>Endogenous inhibitors</td>
<td>References</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------------------</td>
<td>-----------------------------------</td>
<td>----------------------</td>
<td>-------------------------------------</td>
<td>----------------------</td>
<td>------------</td>
</tr>
<tr>
<td>ADAMS (40 members)</td>
<td>ADAM8, ADAM17 (TACE), ADAM19</td>
<td>Similar to MMPs.</td>
<td>Membrane-bound proteases upregulated in brain tumors. Specific targets in CNS and functional relevance yet to be determined.</td>
<td>ADAMS upregulation correlates with glioma invasiveness</td>
<td>TIMPs</td>
<td>Held-Feindt (2006) and Rocks (2008)</td>
</tr>
<tr>
<td>ADAMTS (20 members)</td>
<td>Aggrecanases (ADAMTS-4 and ADAMTS-5)</td>
<td>Similar to MMPs. Degrade CSPGs of the neural ECM</td>
<td>Lectican cleavage releases N-terminal fragments that promote cell proliferation, adhesion, and migration</td>
<td>ADAMTS upregulation correlates with glioma invasiveness</td>
<td>TIMP-1 and -3</td>
<td>Held-Feindt (2006), Rocks (2008) and Viapiano (2008)</td>
</tr>
<tr>
<td>Cathepsins</td>
<td>Cathepsin B and D</td>
<td>Cystein proteases. Degrade collagens, fibronectin, laminin</td>
<td>Lysosomal degradation of ECM molecules. Cathepsins are also secreted and may remain active in the ECM. Cathepsin B indirectly activates MMPs via uPA/plasmin</td>
<td>Cathepsin upregulation correlates with tumor grade and more invasive profile. Inhibition reduces tumor growth, invasion, and angiogenesis</td>
<td>Cystatins (extracellular inhibitors)</td>
<td>Gondi (2006), Levicar (2002) and Rao (2003)</td>
</tr>
</tbody>
</table>
49.4.2 ECM Synthesis

Matrix remodeling depends not only on controlled pericellular ECM degradation but also on the formation of a new pericellular scaffold that contains novel ECM molecules produced by glioma cells. These structural molecules can be roughly grouped into three categories: molecules that are highly expressed during early neural development (HA, SPARC, phosphacan), molecules that predominate in the adult neural ECM (lecticans), and molecules that are not present in the normal neural ECM (basal lamina proteins).

Most gliomas contain high levels of HA comparable to those in the early developing brain (Delpech et al., 1993). The overproduction of HA and subsequent turnover by upregulated hyaluronidases in gliomas creates a regionally disorganized scaffold that becomes very soluble and permissive for cell proliferation, detachment, and movement (Novak et al., 1999). In addition, soluble HA acts as a pro-invasive signal by increasing the expression of metalloproteases and ECM proteins (MMP9 and SPARC, Kim et al., 2005a; Kim et al., 2005b); it may also promote apoptosis of immune cells (Yang et al., 2002) and could activate tyrosine kinase signaling as demonstrated in other carcinomas (Misra et al., 2006). Moreover, glioma cells express HA receptors that are absent or expressed at very low levels in the normal CNS, such as CD168/RHAMM and CD44, the latter being one of the hallmark cell-surface markers in high-grade gliomas (Akiyama et al., 2001; Baltuch et al., 1995; Kupner et al., 1992; Li et al., 1993; Ranuncolo et al., 2002). These receptors have a demonstrated role in promoting tumor cell proliferation and migration through several signaling pathways in a variety of malignancies (Hall and Turley, 1995; Knudson, 1998) (Fig. 49.3), and their blockade or downregulation in gliomas inhibits tumor proliferation and invasion in vitro and in vivo (Akiyama et al., 2001; Ward et al., 2003).

Glioma cells secrete SPARC and phosphacan, proteins that abound in the permissive matrix of the developing CNS, but that are highly reduced in the adult ECM. SPARC, which is overexpressed in many solid tumors (Brekken and Sage, 2000), interacts with basal lamina proteins and promotes the proliferation and migration of glioma cells in vitro, as well as tumor dispersion, but not mass growth, in vivo (Schultz et al., 2002). At the molecular level, it has been shown that SPARC can modulate integrin-linked kinase activity (Barker et al., 2005), upregulate MMP expression (McClung et al., 2007), and induce cytoskeletal changes through the chaperone HSP-27 (Golembieski et al., 2008). These activities result in the reorganization of cell morphology, matrix remodeling, and a net increase in cell motility.

The membrane-bound receptor-type protein tyrosine-phosphatase RPTP-β/ζ is highly upregulated in grades I–III gliomas and its soluble isoform, phosphacan, predominates in grade IV glioblastomas (Norman et al., 1998). This complex proteoglycan activates NF-kappaB-dependent transcription, promotes the association of glioma cells to the ECM and increases cell
migration (Lorente et al., 2005), although the underlying molecular mechanisms for these processes are mostly unknown. Recent evidence suggests that the major ligand of phosphacan/RPTP-β/ζ, the soluble factor pleiotropin, is also upregulated in gliomas and may be part of an autocrine loop that promotes glioma cell motility (Ulbricht et al., 2003). Accordingly, targeting strategies against RPTP-β/ζ disrupt glioma cell motility in vitro and tumor growth in vivo (Foehr et al., 2006; Ulbricht et al., 2006).

Somewhat surprisingly, gliomas also overexpress two CSPGs of the lectican family that are well characterized as inhibitory molecules against cell motility in the adult CNS: versican and brevican (Viapiano and Matthews, 2006). These CSPGs have a clear role in promoting tumor growth and dispersion in neural tissue (Viapiano and Matthews, 2006), although their mechanisms of action are poorly understood. Results from in vitro assays suggest that both versican and brevican bind to fibronectin, which is present in the glioma ECM but not the neural ECM (Hu et al., 2008; Wu et al., 2004). Moreover, both lecticans promote
fibronectin-dependent cell adhesion and may activate EGFR signaling (Hu et al., 2008; Wu et al., 2004), suggesting that they could act through pathways well characterized in brain tumor invasion.

In addition, recent evidence suggests that the role of these lecticans as motogenic signals in gliomas could also be consequence of the expression of isoforms that are minor or absent in the normal adult CNS (Viapiano and Matthews, 2006). It is possible that the functions of those isoforms may differ from the predominant role of the lecticans as inhibitors of cell motility and axonal extension (Rauch, 2004; Viapiano and Matthews, 2006). For example, versican has four known splice variants, $V_0-V_3$, of which $V_0/V_1$ predominates in the developing CNS while $V_2$ is the major adult isoform. Coincidentally, the isoforms $V_0/V_1$ are upregulated in glioma cells and have proliferative and anti-apoptotic functions, while $V_2$ versican is highly reduced in gliomas and does not protect glioma cells from apoptosis (Paulus et al., 1996; Rauch, 2004; Sheng et al., 2005). Similarly, brevican exhibits novel glycoforms in gliomas that are absent in normal adult human brain but appear during early neural development (Viapiano et al., 2005). Moreover, full-length brevican does not have effects on glioma cell adhesion or migration, but a fragment produced by ADAMTS-4/5 cleavage is sufficient to act as a signal for cell dispersion in vitro and in vivo (Hu et al., 2008; Viapiano et al., 2008). Consistent with this observation, cleavage of brevican is increased in gliomas compared to normal CNS (Viapiano et al., 2005).

Finally, in stark contrast with normal neural cells, glioma cells secrete a group of basal lamina components that are not expressed in the ECM of the neural parenchyma, such as type-I laminin, fibronectin, and variable amounts of collagens type I, III, IV, and VI (Gladson, 1999; Paulus et al., 1988). The expression of these proteins in culture has been attributed to the loss of distinctive glial features in cell lines and phenotype adaptation to culture conditions, a phenomenon called mesenchymal drift (Paulus et al., 1994). However, basal lamina proteins can be detected in culture conditions that attempt to avoid this drift, such as short-term primary cultures of gliomas and culture of glioma-derived neurospheres in serum-free conditions (Paulus et al., 1994; Tso et al., 2006) (also MSV and SEL, unpublished results). Similarly, these matrix proteins can be detected in glioblastoma cells in vivo (Gladson, 1999; Paulus et al., 1994; Tso et al., 2006). Taken together, these observations suggest that subsets of glioma cells naturally have the ability to secrete mesenchymal ECM molecules into the surrounding matrix in the brain. These molecules are key elements in the engagement of integrin receptors to promote cell adhesion and migration in all solid tumors and have a demonstrated role in glioma invasion (D’Abaco and Kaye, 2007; Giese and Westphal, 1996). In addition, type-VI collagen and fibronectin can interact directly with HA (Kielty et al., 1992; Yamada et al., 1980), which could affect the structure of the HA-based matrix that surrounds infiltrating glioma cells, thus favoring cell migration.

In sum, glioma cells are able to detach from the original surrounding matrix and produce a novel ECM that contains a variety of neural-specific proteins absent in other tissues (e.g., phosphacan, brevican) as well as mesenchymal
proteins absent from the brain parenchyma (fibronectin, collagens) (Bellail et al., 2004). Thus, this ECM differs from the original neural matrix and at the same time is distinct from the matrix secreted by peripheral tumors that metastasize to the CNS. The glioma-specific ECM may be a unique source of haptotactic cues and soluble signals that regulate and direct the migration of glioma cells and could thus underlie the distinct ability of these tumors to invade and disperse within the nervous tissue.

49.5 Soluble Signals and Transduction Mechanisms in Glioma Invasion

In addition to the haptotactic and mechanical effects of the ECM on tumor invasion, glioma cells have a complex paracrine interplay with neurons, glial, endothelial, and immune cells in the microenvironment of the tumor (Hoelzinger et al., 2007; Oliveira et al., 2005). These non-neoplastic cells secrete soluble factors and provide substrate molecules that may promote glioma proliferation, enhance cell adhesion/motility, and regulate the overall process of invasion (Giese and Westphal, 1996; Hoelzinger et al., 2007). There is a multitude of potential signals and transduction mechanisms implicated or proposed to be involved in glioma invasion (Nakada et al., 2007)(see Chapters 37–40); here we will consider only the major soluble factors that have been shown to consistently influence glioma cell migration and the key signaling pathways that respond to those factors by promoting cytoskeletal reorganization or transcription of pro-migratory genes.

49.5.1 Chemoattractants

The best characterized chemoattractants in gliomas are the ligands of the ErbB receptors (EGF, HB-EGF, TGF-α, heregulin, etc.), the scatter factor/hepaticocyte growth factor (SF/HGF), transforming growth factor beta (TGF-β), and more recently the stromal-cell-derived factor (SDF)-1 (Mueller et al., 2003). Most of these factors are produced by the neural and endothelial cells surrounding the tumor (paracrine stimulation) or the glioma cells themselves (autocrine/paracrine loop) (Hoelzinger et al., 2007; Mueller et al., 2003). The major signaling pathways that respond to these factors and activate a pro-migratory phenotype are summarized in Fig. 49.3. Other soluble molecules shown to be involved in regulating glioma cell migration on ECM substrates include additional growth factors (basic fibroblast growth factor, platelet-derived growth factor, and nerve growth factor), cytokines (IL12), molecules involved in neuronal guidance, and some bioactive lipids (lysophosphatidic acid and sphingosine-1-phosphate) (Hoelzinger et al., 2007; Lange et al., 2008; Young and Van Brocklyn, 2007).
EGF and related factors are prototypical pro-migratory signals for glioma cells in vitro (Pedersen et al., 1994). They act by activation of the receptor tyrosine kinases (RTKs) of the ErbB family, of which the EGF receptor (EGFR/ErbB1) is the most commonly amplified gene in malignant gliomas (Ohgaki and Kleihues, 2007). Interestingly, amplification of this receptor could have a direct relation to the process of invasion in high-grade gliomas; FISH analysis has shown a gradient of EGFR amplification in glioblastoma samples, with the highest amplification levels found in the cells at the invasive border of the tumor (Okada et al., 2003). Activation of a different RTK, c-Met, initiates the effect of another pro-migratory signal, the soluble factor SF/HGF (Moriyama et al., 1999). This receptor is also upregulated in gliomas, and more importantly, localizes predominantly to the invasive pseudopodiae of motile glioma cells (Abounader and Laterra, 2005; Beckner et al., 2005).

The key role of RTK signaling on glioma cell proliferation in vitro and tumor growth in vivo has been well established and makes these receptors one of the major current therapeutic targets (Furnari et al., 2007; Nakada et al., 2007) (see also Chapters 20 and 39). Accordingly, pharmacological inhibition of EGFR and c-Met, as well as antibody-mediated receptor blocking, has been shown to powerfully inhibit both cell proliferation and migration in vitro, as well as tumor invasion in animal models (Abounader and Laterra, 2005; Furnari et al., 2007). The molecular mechanisms by which RTKs promote glioma cell motility are complex and involve multiple parallel and redundant pathways, indicated in Fig. 49.3. RTK signaling results, among other effects, in the upregulation of matrix metalloproteases, synthesis of ECM proteins, and cytoskeletal reorganization initiated by activation of actin-binding proteins (Lal et al., 2002; Van Meter et al., 2004).

The growth factors TGF-β and SDF-1 act through their cognate receptors, the serine/threonine-kinase TGF-β receptors I/II, and the G-protein-coupled receptor CXCR4, respectively. These factors have been implicated in a variety of trophic effects for glioma progression, including stimulation of cell proliferation, angiogenesis, resistance to apoptosis, and cell motility (Leivonen and Kahari, 2007; Savarin-Vuilllat and Ransohoff, 2007; Wick et al., 2006). Although these factors can be produced by glioma cells, another major source is found in the microglial cells that invade the tumor mass in the brain, which has led to the hypothesis that microglia may actually promote glioma cell invasion by paracrine stimulation (Wesolowska et al., 2008). The signaling pathways initiated by these growth factors in gliomas are not fully determined, but in other cancer models they have been shown to exhibit significant cross talk with RTK-mediated signaling (Bhola and Grandis, 2008; Uchiyama-Tanaka et al., 2002), resulting in MAPK activation, upregulation of extracellular MMPs and ECM proteins, and enhanced cell adhesion and motility (Leivonen and Kahari, 2007; Savarin-Vuilllat and Ransohoff, 2007). Accordingly, inhibition of TGF-β receptors and CXCR4 reduces glioma cell invasion in vitro and tumor growth in vivo (Ehtesham et al., 2006; Uhl et al., 2004) (see Chapter 34 for CXCR4 targeting). Interestingly, the expression patterns of SDF-1 in brain
tissue show good correlation with the dispersion pathways favored by glioma cells in vivo (Zagzag et al., 2008). Consistent with this observation, the receptor CXCR4 is highly expressed at the leading edge of the tumors (Ehtesham et al., 2006; Zagzag et al., 2008).

### 49.5.2 Chemorepellents

Most growth factors and cytokines that induce glioma cell motility have been identified as attractants of the cells in vitro. However, glioma cells could also respond to repellent factors that would stimulate dispersion outward from the tumor core. The existence of tumor-produced chemorepellents has been postulated from the observation of cell-avoidance patterns during migration in vitro (Mueller et al., 2003; Werbowetski et al., 2004).

Members of the Slit and semaphorin families are potential candidates for a role as chemorepellents in gliomas. The members of the Slit family act in the normal CNS as axon guidance molecules during development and promote the migration of neural progenitors away from the subventricular zone in the adult brain (Wong et al., 2002). Recent results have demonstrated that Slit-2 can effectively repel glioma and medulloblastoma cells in vitro through its receptor Robo-1 (Mertsch et al., 2008; Werbowetski-Ogilvie et al., 2006). However, the role of this protein as a repellent from the tumor core in vivo is uncertain, because the Slit2 gene has been found frequently inactivated epigenetically in gliomas (Dal lol et al., 2003).

The soluble class-III semaphorins constitute another group of well-known chemorepellents for extending axons and neural progenitors, and, in addition, have been implicated in tumor progression and angiogenesis (Neufeld and Kessler, 2008). Glioma cells express the soluble semaphorins sema-3A and -3C as well as their cognate receptors, neuropilins and plexins, and can retain sema-3A on the cell surface (Rieger et al., 2003). However, sema-3A does not seem to affect glioma cell morphology or motility in vitro (Rieger et al., 2003), making it an unlikely repellent from the tumor core.

It has been proposed that the gradually increasing hypoxic status of the growing tumor could act as a major repellent condition through exhaustion of metabolic substrates and local decrease of pH (Werbowetski et al., 2004). Indeed, glioma cells under hypoxia migrate at a faster rate in vitro, which has been postulated as a possible explanation for the formation of hypercellular zones (pseudopalisades) around necrotic foci (Brat et al., 2004) (see Chapter 22). Reduced available oxygen is known to cause the stabilization and transcriptional activation of the hypoxia-inducible factor HIF-1α, a master transcriptional regulator with a well-established role in promoting glioma angiogenesis and invasion (Kaur et al., 2005; Tan et al., 2005).

HIF-1α is upregulated in the invasive borders of the tumor and its activity is increased by integrin- and RTK-initiated signaling (Zagzag et al., 2003),
suggesting that this transcription factor may act as a downstream regulator of the pathways that promote glioma cell motility. Furthermore, HIF-1-dependent transcription results in the upregulation of MMPs and the membrane receptors c-Met and CXCR4 (Brat et al., 2004; Eckerich et al., 2007; Zagzag et al., 2006), likely resulting in positive feedback mechanisms that mobilize glioma cells in response to both hypoxia-induced and growth factor-induced signaling. This complex signaling produces local tissue remodeling that favors the formation of new blood vessels (Kaur et al., 2005) and at the same time promotes glioma cell dispersion (Brat et al., 2004; Zagzag et al., 2006).

The use of RNA interference against HIF-1α reduces hypoxia-induced migration and invasion of several glioma cell lines in vitro (Fujiwara et al., 2007). However, direct targeting of HIF-1α has shown some contradictory results in different glioma models. For example, immortalized astrocytes where HIF-1α has been deleted by recombination form small tumors when injected subcutaneously in nude mice (Blouw et al., 2003); however, the same cells show enhanced growth and invasion when implanted in the well-vascularized brain parenchyma. These results suggest that the HIF-1-dependent response of these tumors is strongly dependent on their microenvironment (Blouw et al., 2003). Further work is thus needed to define conditions where HIF-1α could be an effective target of strategies against migratory tumor cells.

49.6 Targeting Strategies Against Glioma Cell Invasion

The current standard of care for malignant gliomas after surgery is based on the combination of irradiation and novel alkylating agents (temozolomide) to promote apoptosis in the residual tumor. Novel stand-alone and adjuvant approaches under clinical investigation are being directed against specific molecular targets in the tumor cells or blood vessels, to prevent cell proliferation, angiogenesis, and local re-growth. These approaches have been extensively reviewed elsewhere in this book and include, among others, small-molecule inhibitors against RTK signaling (EGFR, c-Met), signal transduction pathways (PKC, RAS, mTOR), integrin-mediated adhesion, and matrix degrading enzymes (MMPs), as well as antibody-based therapies against major molecular targets in the tumor cells (EGFR and EGFRvIII) and blood vessels (VEGF, VEGF receptors) (Salgaller and Liau, 2006; Stupp et al., 2007). The points of contact between these anti-tumoral strategies and the mechanisms underlying the migratory phenotype of glioma cells are summarized in Fig. 49.4.

Several of these strategies could have a direct impact on glioma cell dispersion, such as protease inhibitors and integrin blockers that could inhibit late steps in the process of cell adhesion and migration. However, current therapies essentially target the local re-growth of residual tumor and their effects on the slowly proliferating, far-reaching migratory cells are at present difficult to
gauge. Indeed, because migratory glioma cells have reduced expression of proliferative and pro-apoptotic genes (Mariani et al., 2001) they could be expected to resist most cytotoxic insults better than the residual proliferating cells (Lefranc et al., 2005) (see Chapter 28). In addition, there is evidence that both radiation (Zhai et al., 2006) and angiostatic treatments (Lamszus et al., 2003) can stimulate glioma cell migration. Thus, there is a risk that current cytotoxic treatments not only may spare actively dispersing tumor cells but could also exert a selective pressure toward an enhanced migratory phenotype that would cause tumor recurrence in the long term (Lamszus et al., 2003).

![Fig. 49.4 Targeting strategies against invasive glioma cells. The figure summarizes the microenvironmental factors that stimulate migration, the cellular processes that underlie the migratory phenotype (white boxes), and the autocrine/paracrine feedback during glioma cell dispersion (dashed lines). Glioma cell migration could be disrupted at several levels, including blocking of extracellular signals, inhibition of motogenic signal transduction, and interruption of cell adhesion and matrix remodeling. The figure indicates pharmacological strategies currently used against glioma cells and the steps where they could disrupt pro-migratory processes.](image-url)
Therefore, there is a clear need for understanding the effect of current therapies on migrating glioma cells and designing novel therapeutic approaches with an explicitly formulated anti-invasive adjuvant component (Claes et al., 2007).

A first obstacle for the design of an effective anti-invasive approach resides in the ‘invisibility’ of infiltrating tumor cells to current detection methods and the anatomical difficulty of reaching them in the neural parenchyma, where they lie behind a functional blood–brain barrier (see Chapter 33) and too far from the tumor core to be affected by drugs delivered locally into the post-resection cavity (Bolteus et al., 2001). These difficulties argue for the need of better delivery systems, such as the currently employed convection enhanced delivery (Ferguson et al., 2007), as well as improved ECM dispersion of the anti-invasive agents, in the hope of reaching the tumor cells located farthest from the original lesion.

The second, and likely largest, difficulty for an anti-invasive strategy is the identification of effective pro-migratory targets. Glioma invasion is, at the molecular level, a highly redundant process that responds to multiple signals and depends on diverse, overlapping, signaling pathways. This molecular redundancy has made it difficult to envision and implement targeting strategies relying on individual ECM components, cell-surface receptors, or signaling molecules (Giese, 2003; Giese and Westphal, 1996). For example, inhibition of the catalytic activity of MMPs, which effectively reduces glioma cell invasion in animal models, has shown no efficacy in clinical trials (Salgaller and Liau, 2006), underscoring the limitations of current glioma models to identify or predict alternative mechanisms of glioma dispersion (Beadle et al., 2008; Wolf et al., 2003).

It is worth noting that extracellular targets, however, have proved useful to enhance the specificity and efficacy of adjuvant therapies (see Chapters 34–36). This has been observed, for example, in the modest but significant effect of radio-immunotherapy directed against the ECM protein tenasin-C that is highly upregulated in gliomas (Goetz et al., 2003). In addition, pericellular and cell-surface molecules represent the most accessible targets in the tumor cells and a significant proportion of these potential targets in gliomas are restricted to the CNS (tenascin-R, phosphacan, Margolis et al., 1996) or are tumor-specific (certain brevicain isoforms, Viapiano et al., 2005), which could facilitate directed therapies with reduced non-specific and systemic responses (Viapiano and Matthews, 2006).

To avoid the potentially limited efficacy of targeting individual signals and receptors, a significant bulk of research on pro-invasive molecular targets is currently focused on downstream transduction pathways that integrate extracellular signals and intracellular mechanisms and may contain molecular ‘bottlenecks’ appropriate for intervention (Giese, 2003; Giese and Westphal, 1996). The non-receptor tyrosine kinases of the Src family and the small GTPases of the Rho family have been highlighted as major examples of such molecular integrators. These molecules are key cross-signaling factors in pathways initiated by a variety of extracellular signals and mediated by RTKs,
integrins, CD44, and G-protein-coupled receptors (Fig. 49.3). Src kinases and the RhoA/ROCK pathway are key transduction mechanisms of glioma cell motility (Angers-Loustau et al., 2004; Goldberg and Kloog, 2006) and are required for the convergence of multiple signals on cytoskeletal reorganization and upregulation of pro-invasive proteins. The RhoA/ROCK pathway has been shown as a major target for radiosensitization and adjuvant therapy in solid cancers (Rattan et al., 2006), which makes it worthy of attention for future anti-invasive approaches in gliomas. On the other hand, recent evidence has shown that the kinase Lyn constitutes more than 90% of the total Src kinase activity in glioblastomas (Stettner et al., 2005), making this single enzyme a potential major target of anti-Src strategies.

Another interesting integrative target is the enzyme glycogen synthase kinase-3 (isozymes GSK-3\(\alpha\) and \(\beta\)), which can be regulated by both Rho and Src members in glioma cells (Kleber et al., 2008; Skuli et al., 2006). This multi-tasking enzyme is capable of interacting directly with more than 50 different substrates (Jope et al., 2007) and is a key point of convergence of many pathways that regulate expression of pro-invasive genes, cellular structure, apoptosis, and motility (Jope et al., 2007; Meijer et al., 2004). Indeed, specific inhibition of GSK-3 can potently and specifically block glioma cell migration without causing other significant changes in the cell phenotype (Nowicki et al., 2008). Many small-molecule inhibitors, including, for example, lithium salts that are used in current psychiatric practice, are already available against this enzyme (Meijer et al., 2004).

Interestingly, strategies that were designed to prevent neo-vascularization, such as VEGF targeting and integrin competition, may also impact the migratory ability of glioma cells. Anti-VEGF antibodies inhibit the association of this growth factor not only to VEGF receptors in endothelial cells but also to receptors in glioma cells, which are thought to regulate cell migration (Herald-Mende et al., 1999). In a similar manner, soluble RGD-based peptides that compete with integrin binding are well known to affect glioma cell adhesion and motility in vitro (D’Abaco and Kaye, 2007). Accordingly, the integrin competitor peptide cilengitide is currently being tested as adjuvant therapy of chemoradiotherapy for gliomas, with positive preliminary results (Stupp et al., 2007).

A last major concern for the design of anti-invasive strategies is the difficulty of predicting the effects of anti-migratory compounds on the residual population(s) of tumor cells in vivo. Evidence from cultured glioblastoma cells suggests that proliferation and migration are highly plastic processes under control of poorly understood molecular switches that respond to microenvironmental signals (Gao et al., 2005). Indeed, actively migrating glioma cells cultured within brain slices may revert to a phenotype of local proliferation if they become stalled on blood vessel branches (Farin et al., 2006), which has been suggested as a mechanism for the formation of the distant perivascular tumor foci observed in clinical specimens. Thus, sub-lethal doses of anti-invasive drugs unable to cause apoptosis in motile cells could instead have the risk of promoting the growth of secondary tumors (Giese and Westphal, 1996).
Therefore, in addition to their inherent genetic instability, the ability of glioma cells to convert phenotype (proliferative \(\leq\) migratory) under micro-environmental influences (Giese et al., 2003) could significantly contribute to the appearance of resistant populations against therapies that act through a single type of selection pressure. Interestingly, seminal work by Goldie and Coldman (1979) suggested the use of rapidly alternating cytotoxic treatments to avoid single-pressure bias and deal more effectively with resistant clones during adjuvant chemotherapy. It is tempting to speculate whether a similar strategy, alternating anti-proliferative and anti-migratory compounds acting through highly different mechanisms, could prove efficient against invasive glioma cells. Future research on the characterization of the major switches that regulate the conversion of migratory and proliferative phenotypes in vivo (Gao et al., 2005) will be critical to better understand the influence of the microenvironment on residual tumor cells, and the evolution and weak points of these cell populations.

In sum, the cellular mechanisms that make glioma cells invade efficiently and selectively within central nervous tissue, as well as the specific molecular mediators underlying these mechanisms, are still largely unexplored. Novel in vitro and in vivo models are required to reproduce more accurately the multiple influences that stimulate glioma cell migration in the CNS and to identify the molecules that control this process. This information must be combined with the wealth of data from molecular profiling of patients and seminal bioinformatic analysis (Phillips et al., 2006) (see Chapters 23–24), to identify glioma-specific, pro-invasive targets amenable to pharmacological intervention. Together with current cytostatic and angiostatic strategies, inclusion of a ‘motostatic’ strategy is likely to maximize the efficacy of adjuvant therapies and improve progression-free survival and long-term management of these devastating tumors.
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