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Reasoning about Teaching and Learning

Beverly Park Woolf

Computer Science Department,
University of Massachusetts, Amherst, MA, USA
Bev@cs.umass.edu

Abstract. Artificial Intelligence (AI) technology has been extended for use in tutoring systems to dynamically customize material for individual students. These techniques model and reason about the student, the domain and teaching strategies, and communicate with the student in real time. Evaluation results show increased learning, reduced costs, and improved grades.

We will demonstrate intelligent and distributed technology that makes education available anytime and anyplace. At the grade school level, a mathematics tutor positively influences students’ confidence and image of their mathematics ability. Machine learning was used to model student performance and to derive a teaching policy to meet a desired educational goal. At the college level, an inquiry tutor moves students towards more active and problem-based learning. We will also discuss other tutors that introduce new pedagogy and address inequities in the classroom.

1 Artificial Intelligence in Education

The field of Artificial Intelligence in Education (AIED) is relatively new, being less than thirty years. Broadly defined, AIED addresses issues of knowledge and learning and is not limited solely to production of functional intelligent tutors. Issues and questions addressed by this field include:

- What is the nature of knowledge? How is knowledge represented?
- How can an individual student be helped to learn?
- What styles of teaching interactions are effective and when?
- What misconceptions do learners have?

The field has developed answers to some of these questions, and artificial intelligence (AI) techniques have enabled intelligent tutors to adapt both content and navigation of material to a student’s learning needs. The goal of AI in Education is not to reproduce existing classroom teaching methods. In fact, in some cases the goal is to remove the traditional education mold altogether. As working and learning become increasingly the same activity, the demand for lifelong learning creates a demand for education that will exceed the capability of traditional institutions and methods. This creates an opportunity for new intermediaries and learning agents that are not part of the traditional, formal education system. Such opportunities are likely to be supported by computer technology.
Ample evidence exists that intelligent tutors produce a substantial improvement in learning and productivity in industry and the military. Formal evaluations show that intelligent tutors produce the same improvements as one-on-one human tutoring, which increases performance to around the 98 percentile in a standard classroom [1]. These tutors effectively reduce by one-third to one-half the time required for learning [2], increase effectiveness by 30% as compared to traditional instruction [3, 2, 4], and networked versions reduce the need for training support personnel by about 70% and operating costs by about 92%.

The term “intelligent tutor” designates technology-based instruction that contains one or more of the following features: generativity, student modeling, expert modeling, mixed initiative, interactive learning, instructional modeling and self-improving. The key feature is generativity – the system’s ability to generate customized problems, hints or help – as opposed to the presentation of prepared “canned” instruction. Generativity relies on models of the subject matter, the student and tutoring, which enable the tutor to generate customized instruction as needed by an individual student. Advanced instructional features, such as mixed-initiative (a tutor that both initiates interactions and responds usefully to student actions) and self-improving (a tutor that evaluates and improves its performance as a result of experience), set tutors apart from earlier computer-aided instructional systems. No agreement exists on which features are absolutely necessary and it is more accurate to think of teaching systems as lying along a continuum that runs from simple frame-oriented systems to very sophisticated intelligent tutoring. The most sophisticated systems include, to varying degrees, the features listed above.

For example, the Arithmetic Tutor described below was generative since all math problems, hints and help were generated on the fly based on student learning needs (Figs. 1-3). The tutor modeled expert knowledge of arithmetic as a topic network, with nodes such as “subtract fractions” or “multiply whole numbers” which were resolved into child nodes such as “find least common denominator” and “subtract numerators,” Fig. 4. The tutor...
modeled student knowledge, recording each sub-task learned or needed based on student action and the tutor was self-improving in that it used machine-learning techniques to predict a student’s ability to correctly solve a problem.

2 Customizing Help by Gender and Cognitive Development

The first example tutor, AnimalWatch, used AI techniques to adapt its tutoring of basic arithmetic and fractions, Figs. 1-3. It helped students learn fractions and whole numbers at a 4th-6th grade level. The tutor used student characteristics including gender and cognitive development, and an overlay student model which made inferences about the student’s knowledge as he/she solved problems. The tutor adjusted its problem selection to provide appropriate problems and hints. For example, students unable to handle abstract thinking (according to a Piagetian pre-evaluation) benefited from concrete representations and concrete objects to manipulate instead of formal approaches, equations, or symbols and textual explanations, Figs. 5-6. Students moved through the curriculum only if their performance for each topic was acceptable. Thus problems generated by the tutor were an indication of the student’s mathematics proficiency and the tutor’s efficiency as described below.

Results indicated that girls were more sensitive to the amounts of help than to the level of abstraction (e.g., the use of concrete objects to manipulate, Fig. 7, vs. equations and procedures, Fig. 6) and performed better in problems when the help was highly interactive. Boys, affected by the level of abstraction, were more prone to ignore help and to improve more when help had low levels of interactivity.

AnimalWatch tutored arithmetic using word problems about endangered species, thus integrating mathematics, narrative and biology. Math problems were designed to motivate students to use mathematics in the context of practical problem solving, embedded in an engaging narrative, Figs. 1 and 2. Students “worked” with scientists as they explored environmental issues around saving endangered animals. AnimalWatch maintained a student model and made inferences about the student’s knowledge as s/he solved problems. It increased the difficulty of the problems depending on the student’s progress and provided mathematics instruction for each student based on a dynamically updated probabilistic student model. Problems were dynamically generated based on inferences about the student’s knowledge, progressing from simple one-digit whole-number addition problems to complex problems that involve fractions with different denominators.
The student’s cognitive level was determined via an on-line pretest [5] based on Piaget’s theory of development and a series of questions on topics such as combinatorics, proportions, conservation of volume and other elements that determine student ability to reason abstractly.

Several evaluation studies with 10 and 11-year-old students totaling 313 children indicate that AnimalWatch provided effective individualized math instruction and had a positive impact on students’ own mathematics self concept and belief in the value of learning mathematics [6, 7]. When a student encountered a difficult problem, AnimalWatch provided hints classified along two dimensions, symbolism and interactivity. The first hints provided little information, but if the student kept entering wrong answers, AnimalWatch provided hints that ultimately guided the student through the whole problem-solving process.

**Expert Model.** The expert model was arranged as a topic network where nodes represented skills to be taught, Fig. 4. The links between nodes frequently represented a prerequisite relationship. For instance, the ability to add is a prerequisite to learning how to multiply. *Topics* were major components of the curriculum, e.g., “add fractions” or “divide wholes”, while *skills* referred to any curriculum elements (including topics), e.g., “recognize numeration” or “recognize denominator.” *Sub-skills* were steps within a topic that the student performs in order to accomplish a task. For example, the topic “adding fractions” had the subskills of finding a least common denominator (LCM), converting the fractions to an equivalent form with a new numerator, adding the numerators, simplifying the result, and making the result proper.

**Table 1.** Three sample add-fraction problems and the subskills required for each.

<table>
<thead>
<tr>
<th>Subskill</th>
<th>Problem 1</th>
<th>Problem 2</th>
<th>Problem 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Find LCM</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Equivalent fractions</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Add numerators</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Make proper</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Note that a topic such as “add wholes” was both a prerequisite and a subskill for “add fractions.” For a given problem, not all these subskills were required. Table 1 shows the subskills required for some sample add-fraction problems.

Fig. 2 is an example of a simple problem for addition of whole numbers and Fig. 3 an example of a topic generated from the “pre-fractions” area of the curriculum. Generating the topic customized to learning needs was one way the tutor adapted the curriculum to the learning needs of the student. Students moved through the curriculum only if their performance for each topic was acceptable.

**Student Model.** The student model continually updated an estimate of each student's ability and understanding of the mathematics domain and generated problems of appropriate difficulty. Students were given hints with little information first and richer explanations later if the former were not effective. The student model adjusted the difficulty of each problem and constructed each hint dynamically based on presumed student learning needs. For example, addition of fraction problems vary widely in their degree of difficulty, Table 1. The more subskills required, the harder the problem. Similarly, larger numbers also increased the tutor's rating of the problem's difficulty: it is harder to find the least common multiple of 13 and 21 than it is to find the least common multiple of 3 and 6.

Subskills referred to steps necessary to solve a problem. For example $\frac{1}{3} + \frac{1}{3}$ involves fewer subskills than $\frac{2}{3} + \frac{5}{8}$ which also requires finding a common multiple, making the result proper, etc. Problem difficulty was calculated via a heuristic that took into account the subskills used and the difficulty in applying these subskills.

AnimalWatch adjusted problems based on individual learning needs, as suggested in the student model and selected a hint tem-
plate, perhaps describing procedural rules, Fig. 6 or requiring manipulation of small rods on the screen, Fig. 7. The machine learner (described in Section 3) recorded the effectiveness of each hint and the results of using specific problems in a database used to generate problems and hints for subsequent students. Figs. 5 and 6 demonstrate hints that provide varying amounts of information. The hint in Fig. 5, bottom left, is brief and text based, while the hint in Fig. 6 is symbolic and the hint in Fig. 7 is interactive, requiring manipulation of rods. If the student continued to make mistakes, more and more specific hints were provided until the question was answered correctly.

The student model noted how long the student took to generate a response, both after the initial problem presentation and (in the event of an incorrect response), the delay in responding after a hint was presented. The student's level of cognitive development [5], according to Piaget's theory of intellectual development [8], correlated with the student's math performance and was used to further customize the tutor's teaching [9].

When the student was presented with an opportunity to provide an answer, the system took a “snap shot” of her current state, consisting of information from four main areas:

**Student:** The student's level of proficiency and level of cognitive development  
**Topic:** How hard the current topic is and the type of operand/operators  
**Problem:** How complex is the current problem  
**Context:** Describes the student's current efforts at answering this question, and hints he has seen.

Empirical evaluation, Section 4, showed that student reaction to each class of hint was dependent on gender and cognitive development.

### 3 Machine Learning Techniques to Improve Problem Choice

A machine learning component, named ADVISOR, studied the records of previous users and predicted how much time the current student might require to solve a problem by using a “two-phase” learning algorithm, Fig. 8. Machine learning automatically computed an optimal teaching policy, such as reducing the amount of mistakes made or time spent on each problem. The architecture included two learning agents: one responsible for modeling how a student interacted with tutor (the popula-
tion student model, PSM) and the other responsible for constructing a teaching policy (the pedagogical agent, PA). The population student model was trained to understand student behavior by observing hundreds of students using the tutor and was capable of predicting an individual student's reaction to teaching actions, such as presentation of specific problem type.

The PSM took the current state, proposed teaching action and then acted as a simulation of the future actions of the current student. It predicted the probable response of the current student in terms of time taken and correctness of solution. This information updated the state description which, along with another proposed action, was fed back into the PSM for the next iteration of the simulation. This process continued until the PSM predicted that the student would give a correct response.

The PSM and PA worked together to enable the tutor to learn a good teaching policy directly from observing previous students using the tutor. The architecture was evaluated by comparing it to a “classical” tutor that taught via heuristics without the aid of machine learning agent, Section 4. The metrics used to assess student performance included subjective measures, (e.g., mathematics self-confidence and enjoyment) as well as objective measures (e.g., mathematics performance).

The learning component modeled student behavior at a coarse level of granularity. Rather than focusing on whether the student knew a particular piece of knowledge, the learning agent determined how likely the student was to answer a question correctly and how much time was needed to generate this correct response. The learning mechanisms predicted whether the student's response would be correct or incorrect and how long the student would take to respond. This model was contextualized on the current state of the world or the problem being solved.

State Information Recorded. To make predictions, data about an entire population of users was gathered. Logs gathered from prior deployments of AnimalWatch were used as training data for the PSM. Over 10,000 data points and 48 predictor variables were used. These logs provided the training instances for a supervised learning agent. Approximately 120 students used the tutor (a medium sized study) for a brief period of time, only 3 hours. The goal of the induction techniques was to construct two prediction functions: one for the amount of time a student required to respond and the second for the probability that the response was correct. Rather than making predictions about an “average student,” the model made predictions about “an average stu-
dent with a proficiency of X who has made Y mistakes so far on the problem.” The PMS was a student model since it differentially predicted student performance.

The PSM recorded information from a variety of sources, including information about the student, the current problem being worked on, feedback presented to the student and context or the student’s current efforts at solving the problem. Information about the student included data about the student's abilities, such as the tutor's knowledge about both the student's proficiency in this particular area and the student's overall capabilities. Student data also included proficiency on current topic, scores on individual cognitive development test items, and gender. Current problem information included were: number of \textit{subskills} tested, type of problem (operator and operand types), and problem difficulty.

**Feedback Information.** When AnimalWatch selected a hint, it based its decision on a set of hint features that provided information along several hint dimensions. These features described hints at a pedagogical level and were generalized among all hints in the system, i.e. the PSM learned about the impact of “highly interactive” hints, not specifically about “hint #12.” The pedagogical features of each hint included:

- interactivity
- procedural information contained in the hint
- information about the result conveyed by the hint (e.g. “try again” versus telling the student to “divide 125 by 5”)
- information about the context
- data about the context of the problem representing information about the student's current effort while solving the problem.

There were two regression models. The first had 48 input features and determined the probability the student's next response would be correct. The second had the same 48 features as input, and also used the first model's output (i.e. whether the response was correct or incorrect). The second model was responsible for predicting the amount of time the student would take until his next response. Note that the model did not try to predict the student's longer term performance on the current problem, only his/her immediate action.

**4 Evaluations of the Machine Learner**

AnimalWatch was evaluated in classrooms numerous times, with different versions of the tutor, deployed in both rural and urban schools, and evaluated with and without the machine learning component. Students were randomly assigned to one of two conditions: the experimental condition used the ADVISOR and machine learning to direct its reasoning; the control condition used the classic AnimalWatch tutor. The only difference between the two conditions was that in the experimental group artificial intelligence methods were used to make the selection of topics, problems, and feedback. The AnimalWatch story-line, word problems, etc. were identical in both groups.
Fig. 9. PSM's accuracy for predicting response time. The PSM's predictions correlated at 0.63 ($R^2=0.40$) with actual student performance.

Table 2. Summary of student performance by topic area. The experimental group used ADVISOR, the machine learner tutor; the control group used the heuristic tutor. Percentage refers to the proportion of problems seen and time refers to the time needed to solve a problem.

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage</td>
<td>73.6%</td>
<td>60%</td>
</tr>
<tr>
<td>Time</td>
<td>43.4 sec</td>
<td>28.1 sec</td>
</tr>
<tr>
<td>Prefraction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage</td>
<td>19.3%</td>
<td>27.3%</td>
</tr>
<tr>
<td>Time</td>
<td>22.7 sec</td>
<td>21.7 sec</td>
</tr>
<tr>
<td>Fraction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage</td>
<td>7.2%</td>
<td>12.7%</td>
</tr>
<tr>
<td>Time</td>
<td>44.5 sec</td>
<td>38.5 sec</td>
</tr>
</tbody>
</table>

ADVISOR was given the goal of minimizing the amount of time students spent per problem. Evidence of ADVISOR's ability to adapt instruction can be seen in Table 2. The percentage field refers to the proportion of problems of a specified type students in each condition saw. For example, in the control condition 7.2% of the problems solved were fraction problems. The time field refers to the mean time needed to solve a problem. Students using ADVISOR averaged 27.7 seconds to solve a problem, while students using the classic version of AnimalWatch averaged 39.7 seconds. This difference was significant at $P<0.001$. Just as important, the difference was meaningful: reducing average times by 30% is a large reduction. Thus, the agent made noticeable progress in its goal of reducing the amount of time students spent per problem.

Equivalent students did perform differently when using ADVISOR as compared with those using the classic version, without the learning component. Again, this was evidence that the architecture can adapt, not that it caused 30% more “learning” to occur.

Students in the experimental group solved whole ($P<0.001$) and fraction problems ($P<0.02$) significantly faster than students in the control group. Students in the experimental group finished the whole number and prefraction topics relatively quickly, so worked more on fraction problems.

Fig. 9 shows the PSM's accuracy for predicting how long students required to generate a response. In this graph, both the predicted and actual response times are meas-
ured in milliseconds, and then the $\log_{10}$ is taken\(^1\). The PSM's predictions correlated at 0.63 ($R^2=0.40$) with actual performance.

5 Empirical Evaluation of AnimalWatch

AnimalWatch, with or without the learning component, was effective at teaching arithmetic. Additionally, it enabled researchers to evaluate the behavior of students with respect to solving math problems based on gender and cognitive development. The behavior of girls and boys of same cognitive development was quite opposite in terms of their response to hints. In general, the best help types for one gender were the worst for the other gender. The tutor pushed students forward, going from simple whole number addition problems to others that involved fractions with different denominators, based in part on the tutor’s ability to correct student mistakes through help provided. The tutor recorded the effectiveness of hints and the results of using specific problems. The number of mistakes a student made on problems of a similar type continued to reduce, showing that they learned the topic.

Fig. 10 illustrates the number of errors (Y axis) measured against the problems of a given type (X axis). The problem types are listed on the right of Fig. 10. Clearly students learned each topic, as errors were reduced from greater than 2 to less than 1. For more difficult topics, e.g. hard division, the learning curve was slower and involved making more errors.

---

\(^1\) Since the granularity of record keeping was at the second level, this explains the horizontal level of seconds “bands” at the bottom of the graph. The bottom band is one second, the next is two seconds, etc (1 second = 1,000 milliseconds, $\log_{10}1000=3$).
Formal help was significantly worse than other kinds of help for low cognitive development boys. Also, formal help was significantly worse for low than for high cognitive development boys. Formal help produced significantly worse mistake change rates for boys of low cognitive development than for girls of the same cognitive development. Low cognitive development girls improved significantly less with reduced help than girls of high cognitive development with reduced help. Also, girls of high cognitive development improved most with reduced help.

While girls’ math value and self-confidence was affected positively by the existence of intense help, boys’ math value was harmed. Some boys may have felt bothered by structured help, especially when we consider they spent 25% less time at each hint than girls. Too much help when they didn’t need it slowed them down, probably they went through all the help while they could have figured it out by themselves.

High cognitive development boys behaved opposite to high cognitive development girls: girls profited from different amounts of help depending on the topic, while boys profited from intense help all over. Gender differences were apparent in the time that students spent on hints (independent samples t-test, p<0.05). On average, girls stayed 25% more time than boys within hints. Overall, girls mastered similar amount of topics compared with boys. Boys ignored help more (specially high cognitive development boys) and appeared to be more selective about the help provided to them.

6 Implementing Difficult Pedagogy: Inquiry Learning

The previous tutor supported a teaching strategy used in most classrooms; present a problem to a student and then support him/her to solve the problem by providing hints as needed. One advantage to AnimalWatch is that, unlike a human teacher with 30 students, the tutor was able to individualize problems and hints for each student. The next tutor we discuss implements a tutoring strategy that is extremely difficult to implement in any classroom.

The inquiry tutor helps students ask their own questions and refine them so they can be answered through gathering data in a laboratory or library situation. During inquiry, students are presented with a case, situation and goals. They are guided to observe and synthesize their observations. Inquiry teaching is very expensive in terms of time and resources. It requires that a teacher track, analyze and then comment on each
student’s selection of data and creation of hypotheses and inferences. Since student groups might pursue dissimilar questions and require distinct data, supporting inquiry in the traditional classroom is very difficult.

Rashi\(^2\), the inquiry tutor, helps students generate hypotheses and select data. It encourages students to support or refute hypotheses with sufficient evidence. Coaches advise students about illogical statements and inconsistent reasoning and help them organize and qualify their knowledge. The tutor understands (to some extent) the reasoning behind students’ hypotheses. Prototype inquiry tutors exist in human biology, forestry, civil engineering and geology [10, 11].

In the human biology inquiry tutor, a patient presents with symptoms, Fig. 11, including fatigue, weight loss, anxiety, and sweaty palms. Students try to diagnose the cause of these symptoms by extracting pertinent information and trying to recognize the difference between pure observation and inference. The patient’s complaints form an initial set of data from which the student begins the diagnostic process.

Students brainstorm and list predictions or subgoals that might resolve some aspect of the problem. They type in causes for the observed phenomena and later predict data that will either support or weaken the hypotheses. An

\(^2\) Rashi was a biblical scholar who introduced inquiry methods in the eleventh century. He wrote extensive commentaries, produced queries, explanations, interpretations and discussions of each phrase and verse of the bible. Rashi’s written commentary on the bible made it more comprehensible for everyday scholars. Today, these and other commentaries, assembled in the Talmud, have been extended to nearly 40 volumes and continue as a source of biblical law [12].
initial hypothesis might be vague: “She sounds like she might have an anxiety disorder.” Hypotheses of this sort require further refinement.

Rashi provides several data collection tools to enable students to confirm or refute their hypothesis and resolve open questions. For example, students might interview the patient about symptoms, Fig. 12, perform an examination, Fig. 13, and request medical history or lab tests. Data helps students to eliminate or support hypothesis and assess evidence that bears on their hypothesis independent of a teacher’s input.

The Inquiry Notebook supports student data collection and helps record open questions and hypotheses, Fig. 14. Data reveals flaws in hypotheses, students revise hypotheses and change their opinions of how strongly data supports or refutes hypotheses. Once the student is oriented to the goal of the case and uses data gathering tools, she records meaningful units of data or propositions, keeping track of where propositions come from (i.e., citing the sources) and indicating relationships between propositions by linking them with supports/refutes links. Finally, these chains of relationships terminate in hypothesis.

Students ask the electronic Coach for an assessment of their work and their argument supporting or eliminating a hypothesis. The Coach analyzes the student’s Inquiry Notebook and history of activities and gives feedback about how best to proceed. A Bayesian Belief Network (BBN), the basis of the Coach’s performance, comments about the syntactic structure of the student’s argument (Does the student understand the difference between data and hypotheses?) and its semantic content (Are inferences and conclusions supported by data and medical knowledge?).

As each student moves through the inquiry cycle, the tutor follows her reasoning by matching it with an expert’s assessment of the medical case. As an example, consider a student who interviewed the patient, recorded important symptoms, “performed” a medical exam and identified salient symptoms and lab results. The student isolated data that supported, refuted, or had no bearing on a given hypothesis. The student read medical source documents and studied the patient’s signs and symptoms. The tutor tracked student activities and issued prompts through the expert system if the student failed to explore some range of information. Rashi responded to the student with carefully crafted questions, never revealing directly the solution to the case.
Finally, students type in their reports, including all the selected data, inferences and hypotheses. These are sent electronically to the human teacher for evaluation. In some cases, a sequential review of all observations, hypotheses, data, and explanations is presented graphically, and can be edited and re-ordered to look for patterns. At some point each student makes a final submission which involves designating one hypothesis as the “best.” Then they turn in the Inquiry Notebook complete with all the competing hypotheses and their arguments for eliminating them. Rashi is being evaluated in both small colleges and large universities.

7 Summary

Artificial intelligence provides an opportunity to explore teaching methods that might be difficult to produce in traditional classrooms or that require excessive teacher time and resources. This paper suggested using intelligent tutors to generate individualized problems and hints and also to build support for inquiry learning. AI offers a way to test teaching methods by bringing a specific strategy (such as problem solving or inquiry learning) into a classroom and regulating its components, e.g., problem/hint selection, student performance and the interaction of performance with gender or cognitive development. The learning strategies are assessed by tracking student behavior as a function of student characteristics, e.g., background and cognitive development.

In sum, AI technology, along with cognitive science and web-technology, are the large poles in the tent, or the key components in a coming revolution in education. They help push the frontier of intelligent tutors toward new pedagogy and address inequities in the classroom. These systems use a model of the student to customize feedback and engage students. They explore the effectiveness of help for students of different genders and cognitive developments, and in one case, concluded that girls were more sensitive to the amounts of help while boys were affected by the level of abstraction.

AI technology also facilitates development of an inquiry system that tracks, analyzes and then comments on a student's selection of data and creation of hypotheses and inferences. We expect to identify the strategies students use to generate hypotheses and explore data. Intelligent tutor technology is almost at the point where we could say that the computer system is teaching a student to think!
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Abstract. ADDS (Approach to Document-based Development of Software) is an approach to the development of applications based on a document-oriented paradigm. According to this paradigm, applications are described by means of documents that are marked up using descriptive domain-specific markup languages. Afterwards, applications are produced processing these marked up documents. Formulation of domain-specific markup languages in ADDS is a dynamic and eminently pragmatic activity since these languages evolve in accordance with the authoring needs of the main actors that participate in the development process (i.e. domain experts and developers). OADDS (Operation-alization in ADDS) is a processing model that promotes the construction of modular language processors and their incremental evolution. Thus, OADDS is specifically designed to cope with the evolutionary nature of the domain-specific markup languages encouraged by ADDS. ADDS and OADDS have successfully been applied to the development of applications in knowledge-intensive domains (i.e. transport networks and educational hypermedias). This paper also describes the advantages (incremental development and maintenance improvement) that this approach supposes for the development of knowledge-based systems.

1 Introduction

The development of applications in general, and of Knowledge-based Systems (KBSs) in particular, can be considered as a linguistic activity arising from the collaboration between the clients that have a problem to be solved, the domain experts with the knowledge required to solve that problem, the developers building the application, and the final users. Indeed, looking for ways to facilitate the communication between all the actors in this process is essential in order to guarantee a successful development. This is particularly true in the development of KBSs, where communication between clients, knowledge engineers and developers has always been considered to be critical.

This paper describes our approach for application development, which we called document-oriented paradigm, and its specialization in the development of KBSs.

* The Spanish Committee of Science and Technology (TIC2000-0737-C03-01, TIC2001-1462 and TIC2002-04067-C03-02) has supported this work.
According to this paradigm, the building of an application begins by describing the application using one or more documents, marking up these documents using a domain-specific markup language, and finally, producing the application using a suitable processor for this language. Thus, the development of a KBS using this paradigm implies the provision of a document written in a natural language subset. This document contains the knowledge that is going to be managed by the system. Then, tags and attributes are pragmatically added to this document in accordance with a previously defined markup language. These tags and attributes make the data and knowledge structures relevant to the inference engine explicit. Finally, the inference engine for the KBS is conceived as a processor driven by the markup.

The ADDS approach (Approach to Document-based Development of Software) is an implementation of the document-oriented paradigm where the document types and the languages used to markup them evolve incrementally according to the needs of domain experts and developers. OADDS (Operationalization in ADDS) is a processing model for ADDS documents that introduces mechanisms used in the production of modular processors to adapt to the evolutionary nature of languages in ADDS.

The rest of this paper is structured as follows. Section 2 describes the development of KBSs according to the document-oriented paradigm. Section 3 describes ADDS, the approach that implements this paradigm. Section 4 describes OADDS, the operationalization model of ADDS. Section 5 describes some related work. Finally, section 6 presents the conclusions and gives some ideas for future work.

2 The Development of KBSs
Using the Document-Oriented Paradigm

Documents play an important role in human communication. Therefore, the adoption of a document-oriented paradigm for the development of applications must be seen as a plausible alternative that could alleviate the communication problems arising among the different actors engaged in the software development process.

The development and maintenance of KBSs is particularly sensible to these communication problems. Indeed, the knowledge acquisition problem is a critical aspect of this type of system. The model-based approaches that arose during the nineties (see [16] for a survey) conceive the solution to this problem as the explicit formulation of a knowledge model capable of identifying and structuring the different types of knowledge required to solve a problem, together with the roles played by these types of knowledge in the reasoning process. Nevertheless, these approaches usually distinguish between the model and its subsequent implementation. This means that for the participants either an initially complete model is provided (and this is not realistic even for little toy domains), or they must cope with the maintenance problems derived from the translation of model changes into the implementation. This scenario is similar to that arising in the domain of educational applications [5].

The document-oriented paradigm gives a pragmatic solution to the maintenance problem in the construction of model-based KBSs. Indeed, according to this paradigm:
- The model leads to different domain-specific languages for describing the different types of knowledge. Actually, these languages are suitable subsets of the natural language similar to those used by the domain experts (see Fig.1a). This similarity facilitates the experts’ elicitation of knowledge as documents in natural language.

- Then, using descriptive domain-specific markup languages the structure of this knowledge is made explicit. Thus, documents marked using these languages are prepared for their automatic processing (see Fig.1b). This initial markup can be performed by the developers. But because of the simplicity and legibility of the descriptive markup, domain experts can understand these documents, and they can directly modify the knowledge described in them (the contents of such documents), and with the help or supervision of the developers, they could even extend the language by adding new tags (either directly or using a specific edition tool).

- The developers, in turn, can include additional operational contents oriented to make the final processing of the knowledge possible. Examples of this situation are problem—solving methods written in some suitable formal language or knowledge transformations given as document transformations.

- Finally, the implementation of the KBS is obtained building a suitable processor for the markup language used in the pragmatic markup of the document.

With the document-oriented paradigm, the implementation-model duality disappears, collapsing into documents where the knowledge provided by the experts and other additional knowledge mix together. Tags, attributes and structure are added by the developers and domain experts to make document processing possible. In addition, the use of descriptive markup facilitates the incremental evolution of the languages and documents. These domain-specific markup languages are not static, unmovable entities, but they can evolve according to changes in the needs of experts and/or developers, or when new markup needs are discovered as a consequence of model evolution.

Fig. 2 sketches the structure of a KBS according to the document-oriented paradigm. Such a structure is a generalization of the one arising in the arena of electronic document processing based on descriptive markup technologies [6].
The next sections analyze how to adapt the pragmatic nature of the document-oriented paradigm, either in the formulation of markup languages, or in the construction of the processors for such languages.

ADDS [13] is an implementation of the document-oriented paradigm that is mainly driven by the authoring needs of the people involved in the process of documenting the applications (domain experts and developers). Fig. 3 sketches the different products, participants and activities involved in ADDS. The next subsections detail each of these aspects.

3.1 Participants

ADDS distinguishes two types of participants in the application development:
- **Domain experts.** They are responsible for the provision and maintenance of the application contents. In the KBS domain, they are the experts that provide the different types of knowledge that will finally be included in the system.
- **Developers.** They are responsible for building the final application. In the KBS domain, the range of developers includes, from knowledge engineers that design the knowledge models, to programmers developing the inference engine and other software needed to produce the executable application.

According to the document-oriented paradigm, the interaction between these participants is mediated by the final document to be produced (application document). For instance, during the initial stages of the development, developers interact with domain experts to decide the type and the form of the contents to be included in the application documentation. In addition, developers mark up these contents and assist the domain experts during the maintenance of the marked up document.

### 3.2 Products

According to ADDS, application construction involves the following types of products:

- The **contents** integrated in the application document.
- The **application document** produced by marking up such contents with tags and attributes.
- The **description of the specific markup language** used for the markup process of such contents.
- The final **application** produced by processing the application document.

### 3.3 Activities

ADDS identifies the following activities in the application production:

- **Initial application conception.** In this activity, the domain experts, assisted by the developers, conceive and produce an initial description of the application to be built. In the KBS construction, the developers help the experts to informally define the set of documents required to describe all the knowledge needed by the system.
- **Markup.** In this activity, the developers decide how to mark up the application contents documents to obtain the application document. As a result, an explicit description of the markup language (given by an schema or DTD) is produced, together with the application document marked up with this language. Note that because the iterative nature of ADDS, the markup language can evolve to accommodate newly identified markup needs.
- **Application construction.** In this activity, the developers produce the application from the application document. During this activity, developers can add new operational contents to the document and mark up such contents. Finally, they produce the application following the OADDS model introduced in the next section.
- **Maintenance.** In this activity, the experts, assisted by the developers, perform suitable modifications on the marked contents. These modifications are driven by the evaluation of the application produced at previous stages. The domain experts
can even master the markup language, thus being able to use this language to add new markup. This situation is promoted by the use of descriptive markup, focused on content structure, and providing domain significant tag names and attributes. In addition, during this activity the need for introducing new contents may arise (in the case of a KBS, to introduce new knowledge as a consequence of an evolution in the model). Therefore, this will mean an evolution in the markup language used. This evolution will be done by developers and approved by domain experts.

4 The OADDS Operationalization Model

OADDS is the operationalization model used in ADDS to produce applications from marked documents. OADDS is based on the classical techniques of construction of language processors based on syntax-directed translation [1]. Thus, OADDS conceives operationalization as the processing of the application document with an appropriate language processor, that is, a processor specifically built for the markup language used to mark up the application document. But, because of the evolutionary nature of the markup languages used in ADDS, OADDS establishes mechanisms to obtain modular processors from components. These components can be extended and combined according to the markup language evolution. Despite being independent from specific implementation technologies, OADDS is naturally implemented as an object-oriented framework. Finally, the document-oriented paradigm itself can be applied in the construction of OADDS processors. So, it is possible to describe processors as a collection of marked documents. The contents of these documents will be the code associated with the basic semantic actions required during the processing of the application documents, while the markup will establish how to combine these actions to produce the final processor (in this point of view, OADDS extends and combines similar approaches used in languages such as YACC and XSL [19]). Thus, the complete documentation of an application could include not only the document describing it, but also the documentation of the processor used to process the application document.

Fig. 4 sketches the different products and activities involved in OADDS. All these activities are carried out by the developers (their presence is omitted). The following subsections detail each one of the aspects depicted in Fig. 4.

![Fig. 4. Products and activities in OADDS.](image-url)
4.1 Products

In addition to the application document and the description of the language used to mark up this document, OADDS introduces the processor of this language, together with a repository of operational components that facilitates the modular construction and the evolution of this processor.

![Diagram of information flow in OADDS processors]

Fig. 5. Outline of the information flow in OADDS processors.

Fig. 5 sketches the information flow (that can be implemented in a modular way using the appropriated operational components) inside the OADDS processors. The key object of such processing is the attributed tree. Each node of this tree is associated with a set of attributes, each one having a value. The processing starts building the tree representing the application document. The construction of this tree can be carried out using any of the usual parsing frameworks for structured documents [3]. Next, the processing proceeds with the iteration of the attributed tree over a tree operationalization stage, followed by a tree evaluation stage. During the tree operationalization step, each node in the tree is decorated with (i) a controller, which is a procedure determining the evaluation order for the neighbours of the node, and (ii) an initializer, an advancer and a finalizer, which are the procedures organizing the local processing of this node. During the evaluation stage, the procedures decorating the tree are applied in the right order. Basically, this stage consists of a tree traversal commanded by the controllers. In this traversal, the processing procedures are applied in the right order. The modularity of the model is obtained thanks to the possibility for extending these procedures. The extensions will be devoted to propagating new attribute values in the tree, and to interrupting the evaluation when errors or other abnormal conditions are discovered. These adaptation and extension capabilities are essential in order to simplify the development and maintenance of complex systems, such as KBSs.

4.2 Activities

OADDS introduces the following two activities into the application development:

- *Provision of the processor*. In this activity the processor used to execute the application documented by the application document is provided. Usually such a pro-
cessor has been previously constructed for a similar application, so it will be re-used on the new application document. In case the new application document uses new markup structures, the old processor will be adequately extended by adding new operational components for dealing with the new structures and with the extensions of existing ones. Only at the initial stages of the development of a new type of applications will the implementation of a new processor from scratch be mandatory, and, even in this case, the provision of operational components that can be reused in the construction of new processors will pay off in the long run.

- **Application construction.** The application arises as the result of processing the application document with its processor.

5 Related Work

Descriptive markup languages were introduced as a convenience for the processing of electronic documents [6]. HyTime [9], an SGML [6] extension devised to deal with the design and construction of hypermedia applications, demonstrated that in some domains, these kinds of languages could be used for describing applications in terms of documents that, in turn, could be processed for building the final application. Moreover, proposals like DSSSL [8] proved that this document-oriented paradigm could be used not only for the applications, but also for describing the processors used to produce the applications. XML [19] and its related technologies have generalized the use of descriptive markup languages as a standard way for information interchange between applications and for many other uses. Indeed, there are several proposals for applying markup languages to the KBSs domain (see [2]). Note that most of these approaches conceive markup languages as static entities. ADDS takes a more pragmatic position because markup languages are considered as dynamic objects that evolve when the contents or the markup needs of these contents change. OADDS gives an operational solution to this dynamic nature of the languages, encouraging the construction of modular processors from components that can be extended and adapted according to markup language evolution.

ADDS shares many features with the approach to software development based on Domain-Specific Languages (DSLs [17]). The main difference is that, while these kinds of languages are, in essence, specific purpose programming languages, ADDS follows a document-oriented paradigm, more suitable for content intensive applications, such as KBSs, where there is a clear distinction between contents and the languages used to structure such contents.

Modular language processor construction has been popularized by the functional programming community, where the main approach is based on monads and monads transformers [7], although proposals in the object-oriented paradigm (based on the use of mixins [4]), and in the attribute grammar approach to the construction of language processors can also be found [18]. OADDS semantic modularity mechanisms are inspired by these proposals, and also resemble the extension mechanisms of methods in CLOS [15]. Indeed, the extensions of initializers, advancers and finalizers are similar to the definition of before, around and after methods in CLOS. In this sense controllers are analogous to primary methods.

ADDS generalizes the methods for the construction of educational applications for foreign language text compression presented in [5]. ADDS also generalizes the ap-
approach for the generation of hypermedia prototypes from XML documents describing the hypermedia contents and navigation presented in [10]. Work in [12][13][14] shows the evolution of ADDS. Initially, in [12][14] this approach was called DTC (structured Documents, document Transformations and software Components). The use of this approach for the construction of applications in the transport networks domain (more precisely, subway networks) is described in [12]. Work in [11] explores its use in the educational hypermedia domain.

6 Conclusions and Future Work

This paper outlines the development of KBSs using a document-oriented paradigm. According to this paradigm, knowledge is initially described using documents formulated in the same language used by the domain experts: a subset of the natural language. Afterwards, domain-specific descriptive markup languages are used to make the structure of the knowledge described in these documents explicit. This makes its automatic processing possible. The ADDS approach, together with the OADDS operationalization model, provides for an implementation of this paradigm. The pragmatic nature of ADDS supposes the evolutionary nature of these markup languages, as a response to the dynamic process of determining all the knowledge needed by KBSs. The modularity and extensibility of the inference engines promoted by OADDS simplifies the maintenance and the updating of the final application. Moreover, it also simplifies the development of application families, because, once all the basic components are made available, it is very simple to produce new related applications.

As future work it seems interesting to perform a more systematic study about the markup process applied to knowledge documentation and the cooperation between domain experts and developers in this process. Also, a study of the viability of knowledge acquisition tools based on ADDS / OADDS is needed. These tools will facilitate the edition and the markup processes of knowledge documents.
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Abstract. As a result of the use of OLAP technology in new fields of knowledge and the merge of data from different sources, it has become necessary for models to support this technology. In this paper, we propose a new multidimensional model that can manage imprecision both in dimensions and facts. Consequently, the multidimensional structure is able to model data imprecision resulting from the integration of data from different sources or even information from experts, which it does by means of fuzzy logic.

1 Introduction

Ever since the appearance of the OLAP technology ([5]), there have been various proposals to support its special needs, and in particular, two different approaches have been documented. The first of these extends the relational model to support the structures and operations which are typical of OLAP, and the first proposal of such a type can be found in [9]. Since then, there have been other proposals (e.g. [10]), and most of the present relational systems include extensions to represent datacubes and operate on them. The second approach is to develop new models using a multidimensional view of the data. Many authors have proposed models in this way ([1, 3, 4, 12]).

In the early 70s, the need for flexible models and query languages to manage the ill-defined nature of information in DSS was identified ([8]). Nowadays, the application of the OLAP technology to other knowledge fields (e.g. medical data) and the use of semi-structured sources (e.g. XML) and non-structured sources (e.g. plain text) has made these requirements on the models even more important. The systems now need to manage imprecision in the data, and more flexible structures are needed to represent the analysis domain. New models have appeared to manage incomplete datacubes ([7]), imprecision in the facts ([11]), and the definition of facts using different levels in the dimensions ([13]). In addition, these models continue to use rigid hierarchies and this makes it extremely difficult for certain domains to be modelled. Consequently, this could result in the loss of information when we need to merge data from different sources with incompatibilities in their schemata.
In this paper, we propose a new multidimensional model which is able to handle imprecision in hierarchies and facts by using fuzzy logic. The use of fuzzy hierarchies enables the structures of the dimensions to be defined to the final user more intuitively, thereby allowing a more intuitive use of the system. Furthermore, this allows information to be merged from different sources with incompatibilities in their structures, or even information given by experts to be used in order to improve the multidimensional schema. In the next section, we shall introduce classical multidimensional models as an introduction to presenting our approach. Then, in the third section we shall include an example of the structure proposed to show how to apply the operations on the multidimensional structure. The final section presents the main conclusions and future work.

2 Multidimensional Model

In this section, we shall present our proposed multidimensional model. Firstly, we shall introduce what we have called the classical models (these being the first documented models). Secondly, we shall define the multidimensional structure for managing imprecision. We shall then include the basic operations on the multidimensional models (roll-up, drill-down, dice, slice and pivot), and show how these are applied on the fuzzy structure.

2.1 Classical Multidimensional Models

In classical multidimensional models, we can distinguish two different types of data: on one hand, we have the facts being analysed, and on the other, the dimensions are the context for the facts. Hierarchies may be defined in the dimensions. The different levels of the dimensions allow us to access the facts at different levels of granularity. In order to do so, classical aggregation operators are needed (maximum, minimum, average, etc).

The defined hierarchies use many-to-one relations, so one element in a level can only be grouped by a single value of each upper level in the hierarchy. This makes the final structure of a datacube rigid and well defined in the sense that given two values of the same level in a dimension, the set of facts relating to these values have empty intersection.

The normal operations (roll-up, drill-down, dice, slice and pivot) are defined on this structure.

2.2 Multidimensional Structure

Definition 1. A dimension is a tuple \( d=(l, \leq_d, l_\perp, l \uparrow) \) where \( l=\{l_i, i=1,\ldots,n\} \) such that each \( l_i \) is a set of values and \( l_i \cap l_j = \emptyset \) if \( i \neq j \), and \( \leq_d \) is a partial order relation between the elements of \( l \). \( l_\perp \) and \( l \uparrow \) are two elements in \( l \) such that \( \forall l_i \in l \) \( l_\perp \leq_d l_i \), and \( l_i \leq_d l \uparrow \).
Fig. 1. Example of an age hierarchy.

Each element \( l_i \) is called a level. In order to identify level \( l \) of dimension \( d \), we shall use \( d.l \). The two special levels \( l_\perp \) and \( l_T \) shall be called the base level and top level, respectively. The partial order relation in a dimension gives the hierarchical relation between the levels.

In Figure 1, you can see a definition of an age hierarchy. The definition of the dimension as we have presented it would be \( \text{Age} = (\{\text{Age}, \text{Group}, \text{legal age}, \text{All}\}, \leq_{\text{Age}} \text{Age}, \text{All}) \), and the relation \( \text{Age} \leq_{\text{Age}} \text{Age}, \text{Group} \leq_{\text{Age}} \text{Group}, \text{Legal age} \leq_{\text{Age}} \text{Legal age}, \text{All} \leq_{\text{Age}} \text{All}, \text{Age} \leq_{\text{Age}} \text{Group}, \text{Age} \leq_{\text{Age}} \text{Legal age}, \text{Age} \leq_{\text{Age}} \text{All}, \text{Group} \leq_{\text{Age}} \text{All} \) and \( \text{Legal age} \leq_{\text{Age}} \text{All} \).

**Definition 2.** For each dimension \( d \), the domain is \( \text{dom}(d) = \bigcup l_i \).

In the above example, the domain of the dimension \( \text{Age} \) is \( \text{dom}(\text{Age}) = \{1, \ldots, 100, \text{Young}, \text{Adult}, \text{Old}, \text{Yes}, \text{No}, \text{All}\} \).

**Definition 3.** For each \( l_i \), the set

\[
H_i = \{ l_j / l_j \neq l_i \wedge l_j \leq_d l_i \wedge \exists l_k \leq_d l_i \leq l_j \}
\]

and we call this the set of children of level \( l_i \).

Using the same example of the dimension on the ages, the set of children of the level \( \text{All} \) is \( H_{\text{All}} = \{\text{Group}, \text{Legal age}\} \). In all the dimensions we define, for the base level, this set will be always the empty set, as you can see from the definition.

**Definition 4.** For each \( l_i \), the set

\[
P_i = \{ l_j / l_j \neq l_i \wedge l_j \leq_d l_i \wedge \exists l_k \leq_d l_i \leq l_j \}
\]

and we call this the set of parents of level \( l_i \).

On the hierarchy we have defined, the set of parents of level \( \text{Age} \) is \( P_{\text{Age}} = \{\text{Legal age}, \text{Group}\} \). In the case of the top level of a dimension, this set will always be the empty set.

**Definition 5.** For each pair of levels \( l_i \) and \( l_j \) such that \( l_j \in H_i \), we have the relation \( \mu_y : l_i \times l_j \rightarrow [0,1] \), and we call this the kinship relation.

The degree of inclusion of the elements of a level in the elements of their parent levels can be defined using this relation. If we only use the values 0 and 1 and one element is only included with degree 1 for a single element of its parent levels, this relation represents a crisp hierarchy. Following the example, the relation between the levels Legal age and Age is of this type. The parent relation in this situation is
If we relax these conditions and allow values to be used in the interval \([0,1]\) without any other limitation, we have a fuzzy hierarchical relation. This allows several hierarchical relations to be represented more intuitively. An example can be seen in Figure 2 where we present the group of ages according to linguistic labels. Furthermore, this fuzzy relation allows hierarchies to be defined in which there is imprecision in the relationship between elements in different levels. In this situation, the value in the interval shows the degree of confidence in the relation.

**Fig. 2.** Kinship relation between levels *Group* and *Age*.

**Definition 6.** For each pair of levels \(l_i \neq l_j\) of the dimension \(d\) such that \(l_j \leq_d l_i \wedge l_j \neq l_i\), the relation \(\eta: l_i \times l_j \rightarrow [0,1]\) is defined as

\[
\eta_{ij}(a,b) = \begin{cases} 
\mu_{ij}(a,b) & \text{if } l_j \in H_i \\
\bigoplus \bigoplus \mu_{ij}(a,c) \otimes \eta_{ij}(c,b) & \text{in other case},
\end{cases}
\]  

(4)

where \(\bigoplus\) and \(\bigotimes\) are a t-conorm and a t-norm, respectively, or operators from the families MOM or MAM defined by Yager ([15]), which include the t-conorms and t-norms, respectively. This relation is called the extended kinship relation.

This relation gives us information about the degree of relation between two values in different levels in the same dimension. In order to obtain this value, it considers all the possible paths between the elements in the hierarchy. Each one is calculated by aggregating the kinship relation between elements in two consecutive levels using a t-norm. The final value is then the aggregation of the result of each path using a t-conorm. By way of example, we will show how to calculate the value of \(\eta_{\text{All, Age}}(\text{All,25})\). In this situation, we have two different paths. Let us look at each:

- **All – Legal age – Age.** In Figure 3.a, you can see the two ways to get to 25 from *All* passing the level *legal age*. The result of this path is \((1 \bigotimes 1) \bigoplus (1 \bigotimes 0)\).

- **All – Group – Age.** This situation is very similar to the previous one. In Figure 3.b, you can see the three different paths going through the level *Group*. The result of this path is \((1 \bigotimes 0.7) \bigoplus (1 \bigotimes 0.3) \bigoplus (1 \bigotimes 0)\).

We must now aggregate these two values using a t-conorm in order to obtain the result. If we use the maximum as the t-conorm and the minimum as the t-norm, the result is \(((1 \bigotimes 1) \bigoplus (1 \bigotimes 0)) \bigotimes ((1 \bigotimes 0.7) \bigotimes (1 \bigotimes 0.3) \bigotimes (1 \bigotimes 0)) = (1 \bigotimes 0) \bigotimes (0.7 \bigotimes 0.3 \bigotimes 0) = 1 \bigotimes 0.7 = 1\), so the value of \(\eta_{\text{All, Age}}(\text{All,25})\) is 1, which means that the age 25 is grouped by *All* in the level *All* with grade 1.
Fig. 3. Example of the calculation of the extended kinship relation. a) path All – Legal age – Age b) path All – Group – Age.

**Definition 7.** We say that any pair \((h, \alpha)\) is a fact when \(h\) is an \(m\)-tuple on the attributes domain we want to analyze, and \(\alpha \in [0,1]\).

The management of uncertainty in the facts is carried out using a degree of certainty with each one. This degree of certainty allows us to use values in analysis that might be interesting to the decisor but which imply imprecision. The value \(\alpha\) of each pair controls the influence of the fact in the analysis.

**Definition 8.** An object of type `history` is the recursive structure

\[
H = \left\{ \begin{array}{l}
\emptyset \\
(A, l_b, F, G, H')
\end{array} \right.,
\]

where \(\emptyset\) is the recursivity clause, \(F\) is the fact set, \(l_b\) is a set of levels \((l_{1b}, \ldots, l_{nb})\), \(A\) is an application from \(l_b\) to \(F\), \(G\) is an aggregation operator, and \(H'\) is a structure of type `history`.

The role of this structure will be clear after the operations have been defined in the next section.

**Definition 9.** A datacube is a tuple \(C=(D, l_b, F, A, H)\) such that \(D=(d_1, \ldots, d_n)\) is a set of dimensions, \(l_b=(l_{1b}, \ldots, l_{nb})\) is a set of levels such that \(l_{ib}\) belongs to \(d_i\), \(F = RU\emptyset\) where \(R\) is the set of facts and \(\emptyset\) is a special symbol, \(H\) is an object of type `history`, and \(A\) is an application defined as \(A : l_{1b} \times \ldots \times l_{nb} \to F\), giving the relation between the dimensions and the facts defined.

If for \(\bar{a} = (a_1, \ldots, a_n)\), \(A(\bar{a}) = \emptyset\), this means that no fact is defined for this combination of values.

**Definition 10.** We say that a datacube is basic if \(l_b = (l_{1b}, \ldots, l_{nb})\) and \(H = \emptyset\).

Having defined the structure, we shall now show how to translate a multidimensional schema into our model. An example of a multidimensional model is shown in Figure 4. In this schema, we want to analyze the sales in a company. The broken lines represent the fuzzy relation between the levels, i.e. the relations take values in the entire interval \([0,1]\). It is possible to see how three dimensions are considered: `Time`, `Product` and `Customer`. This schema translated into our model corresponds to \(C_{sales}=(\{customer, product, time\}, \{(price, amount)\}U\emptyset, A, \emptyset)\). In order to complete the definition, we need the dimension structures: `Customer = \{(Age, Legal Age,`
A Flexible Approach to the Multidimensional Model: The Fuzzy Datacube

Group, All], ≤_{Customer} Age, All), Product = ([Product, Category, Provider, Quality, All], ≤_{Product} Product, All), Time = ([Date, Month, Holiday, All], ≤_{Time} Date, All) and the application \( A \) that gives the relation between the dimensions and the facts: \( A: \text{Age} \times \text{Product} \times \text{Date} \rightarrow \{(\text{price, amount})\} \cup \emptyset \).

2.3 Operations

Once we have defined the multidimensional structure, we need the basic operations to work with it. In this section, we shall define the operations to change the level in the hierarchies (roll-up and drill-down) as well as the selection (dice), projection (slice) and pivot. First, two preliminary concepts are needed.

Definition 11. An aggregation operator is a function \( G(B) \) where \( B = \{(h, \alpha)/(h, \alpha) \in F\} \) and the result is a tuple \((h', \alpha')\).

The parameter of an aggregation operator can be seen as a fuzzy bag ([6]) since it concerns a collection of elements (the facts) which can be repeated, with each having a value in the [0,1] interval (the \( \alpha \) defined in the tuples).

Definition 12. For each value \( a \) in a level \( l_i \), we have the set

\[
F_a = \begin{cases} 
\bigcup_{l \neq l_b} F_b & \text{if } l \neq l_b \\
\{h/h \in H \land \exists a_1, ..., a_n A(a_1, ..., a_n) = h\} & \text{if } l = l_b
\end{cases}
\]

(6)

This set includes all the facts that are in any way related to value \( a \), and this is all we need to introduce the operations and to apply them on the fuzzy multidimensional structure proposed.

Fig. 4. Example of multidimensional schema.

Definition 13. The result of applying roll-up on dimension \( d_i \), level \( l_i \) \((l_i \neq l)\), using the aggregation operator \( G \) on a datacube \( C=(D, l_b, F, A, H) \) is another datacube \( C'=(D, l'_b, F', A', H') \) where \( l'_b=(l_{1b}, ..., l_{rb}, ..., l_{mb}) \), \( A'(a_1, ..., a_n, a_{n+1}) = G((b, \alpha) \otimes \eta(x_1, ..., x_n)) \) \((b, \alpha) \in F_a \land A(a_1, ..., a_n, a_{n+1}) = (b, \alpha)\) \), \( F' \) is the range of \( A' \), and \( H'=(A, l'_b, F, G, H) \).
Definition 14. The result of applying drill-down on a datacube $C=(D,l,b,F,A,H)$ having $H=(A',l',F',H')$ is another datacube $C'=(D,l',b,F',A',H')$.

After the definition of the drill-down operation, we can see the role of the structure history inside our proposal. This recursive structure enables us to return at any time to the previous state before the roll-up was applied. Consequently, loss of information is prevented as you progress up the hierarchy.

Definition 15. The result of applying dice with the condition $\beta$ on level $l_r$ of dimension $d_i$ in a datacube $C=(D,l,b,F,A,H)$ is another datacube $C'=(D',l',b,F',A',\Omega)$ where $D'={d_1',d_2',...,d_p'}$ where $d_i'\subseteq_{d_i} l_{i}'b$, having $l'={l_i'^b \subseteq_{d_i} l_{i}'}$ and

$$d_i' = \begin{cases} \{v/v \in d_i \land \exists x \in l_i \beta(x) \land \eta_{\beta}(x,v) > 0\} & \text{if } l_i' = l_i, \\ \{v/v \in d_i \land \exists x \in l_i \beta(x) \land \eta_{\beta}(x,v) > 0\} & \text{if } l_i' \subseteq_{d_i} l_i, \end{cases}$$

$A'(a_1,...,a_{l-1},a_{l+1},...,a_n) = (h,\alpha \otimes \mu_{\beta})/a_i \in d_i' \land \ldots a_n \in d_n' \land A(a_1,...,a_n) = (h,\alpha)$ where $\mu_{\beta} = \bigoplus_{c \in \mathcal{L}_L} \eta_{\beta}(c,a_i)$, and $F'$ is the range of $A'$.

Definition 16. The result of applying slice on dimension $d_i$ using the aggregation operator $G$ in a datacube $C=(D,l,b,F,A,H)$ is another datacube $C'=(D',l'_b,F',A',\Omega)$ where $D'={d_1',d_2',...,d_p'}$, $l_i'=(l_{ib}',l_{i-1b}',l_{i+1b}',...,l_{nb}')$, $A'(a_1,...,a_{l-1},a_{l+1},...,a_n) = G(\xi,x,a_1,...,a_{l-1},x,a_{l+1},...,a_n) = (h,a)$, and $F'$ is the range of $A'$.

Definition 17. The result of applying pivot on dimensions $d_i$ and $d_j$ in a datacube $C=(D,l,b,F,A,H)$ is another datacube $C'=(D',l'_b,F',A',\Omega)$ where $D'={d_1',d_2',...,d_p'}$, $l_i'=(l_{ib}',l_{i-1b}',l_{i+1b}',...,l_{nb}')$, and $A'(a_1,\ldots,a_{l-1},a_{l+1},\ldots,a_n) = A(a_1,\ldots,a_{l-1},a_1,\ldots,a_{l+1},a_{l-1},\ldots,a_n)$. Although we now have the operations to work with the structure proposed, this structure can represent objects that are not suitable for the operations defined above. We must therefore say when a datacube is valid to work with it.

Definition 18. A datacube is valid if it is basic or has been obtained by applying a finite number of operations on a basic datacube.

2.4 User View

We have presented a structure that manages imprecision by means of fuzzy logic. We need to use aggregation operators on fuzzy bags in order to apply some of the operations presented. Most of the methods previously documented give a fuzzy set as a result. As this situation can make the result difficult to understand and use in a decision process, we propose a two-layer model: one of the layers is the structure presented in the previous section; and the other is defined on this, and its main objective is to hide the complexity of the model and provide the user with a more understandable result. In order to do so, we propose the use of a fuzzy summary operator that gives a more intuitive result but which keeps as much information as possible. Using this type of operator, we shall define the user view.
Definition 19. Given a summary operator $M$, we define the user view of a datacube $C=(D, l_p, F, A, H)$ using $M$ as the structure $C_M=(D, l_p, F_M, A_M)$ where $A_M(a_1, ..., a_n) = M(a_1, ..., a_n)$ and $F_M$ is the range of $A_M$.

We can define as many user views of a datacube as the number of summary operators used. Therefore, each user can have their own user view with the most intuitive view of data according to their preferences by using a datacube. As an example of this type of operator, we can use the one proposed in [2]. This operator proposes the use of the fuzzy number that best fits, in the sense of fuzziness, the fuzzy set or fuzzy bag.

3 Example

Once we have defined the fuzzy structure and the operations on it, we shall present an example of a simple multidimensional schema in order to show the application of operations on it. This example will be modelled using the classical multidimensional or crisp model to show the differences between both approaches. We will use the schema in Figure 4.

In the fuzzy case, the dimension Customer is the fuzzy hierarchy on ages which we have used previously. The remaining elements in both the fuzzy and the crisp case are shown in Figure 5, with the exception of the partial order relations which are clear in the schema. Here we see the first differences between both approaches when we model the levels group and holiday. In the crisp case, these concepts are modelled using intervals on the ages and dates, respectively. In our approach, we use linguistic labels. The facts used in the example and their relation with the values in the dimension are shown in Table 1. If the user wants to know “the average amount of sales at Christmas for the different age groups and the quality of the provider”, the sequence of operations to apply is:

![Fig. 5. Dimension structures for the multidimensional schema.](image-url)
1. dice on the dimension time, in the level holiday with the condition \((x) = \text{“x is Christmas”}\).
2. roll-up in the dimension time and level holiday, dimension product and level quality and dimension customer and level group, using the aggregation operator average on the amount.

In order to apply the roll-up operation, we need the average aggregation operator. Although we can use the classical operator in the crisp case, in the fuzzy model we need an operator that works with fuzzy bags. In the example, we have used the operators proposed by Rundensteiner ([14]) for a fuzzy relational model. The adaptation of these operators to our approach is simple: if \(R\) is an aggregation operator defined by Rundensteiner, the operator \(GR\) for our approach is defined as \(GR(h) = (R(h), 1)\).

We need another operator to show the results in the fuzzy case. We have used the linguistic summary ([2]) as the summary operator. The results in both approaches are shown in the Tables 2-4. When analyzing the results, we need to bear in mind the differences between both approaches. Therefore, when the user gets the result in the crisp case, for example for the group young, the results correspond to the query “the average amount of sales in the interval [22-dic,6-jan] by the customer with ages in the interval [0,25] and the quality of the provider”. In the fuzzy case, the user gets a result which is closer to his/her concept of Christmas and youth.

If we want to refine the results in order to obtain “the maximum average amounts sold by age groups”, we need to apply slice on the dimensions Products and Time, using the maximum aggregation operator. The result is shown in Table 5.

The results obtained in each case are different. This occurs because the values involved in each calculation and their importance are different in both approaches. In the crisp case, all the values inside the intervals have the same weight in the aggregation process. In the fuzzy model, on the other hand, the values at the edges of the concepts do not have the same importance as the values in the kernel in the final result. We can also see the role of the user view in the fuzzy model. The multidimensional structure proposed is based on fuzzy logic and the results shown to the user are fuzzy sets which are difficult to understand. The user view helps to interpret the results, showing the information obtained in a more expressive and understandable way to the user (using a fuzzy number and the associated linguistic expression in each case).

### Table 1. Data in the datacube example.

<table>
<thead>
<tr>
<th>Fact No.</th>
<th>product</th>
<th>Date</th>
<th>Age</th>
<th>Price</th>
<th>Amount</th>
<th>α</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>milk</td>
<td>23-dec</td>
<td>19</td>
<td>10</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>meat</td>
<td>7-jan</td>
<td>40</td>
<td>18</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>bread</td>
<td>10-jan</td>
<td>45</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>juice</td>
<td>28-dec</td>
<td>75</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>cheese</td>
<td>3-jan</td>
<td>20</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>milk</td>
<td>10-jan</td>
<td>20</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>bread</td>
<td>25-dec</td>
<td>22</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>bread</td>
<td>1-jan</td>
<td>55</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>juice</td>
<td>28-dec</td>
<td>23</td>
<td>4</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>bread</td>
<td>6-jan</td>
<td>75</td>
<td>6</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>milk</td>
<td>23-dec</td>
<td>78</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>meat</td>
<td>29-dec</td>
<td>40</td>
<td>18</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
4 Conclusions

In this paper, we have presented a new multidimensional model. The main contribution of this new model is that it is able to operate on data with imprecise facts and hierarchies. Classical models impose a rigid structure that makes it difficult for information from different sources to be merged if there are incompatibilities in the schemata. Our model can handle these problems by means of fuzzy logic which allows our proposal to carry out the integration, relaxing the schemata in order to obtain a new one that covers the others and attempting to preserve as much information as possible. In addition, our model can manage information given by experts which is often imprecise. This data can be used to improve the multidimensional schema so that it may be used by the final user in the decision process. Another advantage is that it can model situations to users more naturally so that they can access the information more intuitively.

Table 2. Result of applying dice on the dimension Time, on the level Holiday with the condition $\beta(x) = "x$ is Christmas" over C. In the fuzzy case, the value shown is the new $\alpha$ of the fact. In the crisp case, X means that this fact satisfies the condition.

<table>
<thead>
<tr>
<th>Fact</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy</td>
<td>1</td>
<td>0.9</td>
<td>0.6</td>
<td>1</td>
<td>1</td>
<td>0.6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Crisp</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Result of applying roll-up in the dimension Time on the level Holidays, dimension Product and level Quality and dimension Customer and level Group in the datacube C’ in the fuzzy case. Time dimension is not shown due to the fact that there is only one value.

<table>
<thead>
<tr>
<th>Customer</th>
<th>Good</th>
<th>Medium</th>
<th>Bad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adult</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Old</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Result of applying roll-up in the dimension Time on the level Holiday, dimension Product and level Quality and dimension Customer and level Group in the datacube C’ in the crisp case.

<table>
<thead>
<tr>
<th>Customer (Age group)</th>
<th>Good</th>
<th>Medium</th>
<th>Bad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td>3</td>
<td>2</td>
<td>1.5</td>
</tr>
<tr>
<td>Adult</td>
<td>2</td>
<td>3.5</td>
<td>4</td>
</tr>
<tr>
<td>Old</td>
<td>3</td>
<td>2.5</td>
<td>3.7</td>
</tr>
</tbody>
</table>
Table 5. Result of applying slice on the dimensions Product and Time in the datacube C’’.

<table>
<thead>
<tr>
<th>Customer</th>
<th>Fuzzy</th>
<th>Crisp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td>C'''</td>
<td>Crisp</td>
</tr>
<tr>
<td></td>
<td>(1/2, 0.6/1.5, 0.2/2.4, 0.6/3, 0.3/2.88, 0.4/3.67, 0.2/3.33),1</td>
<td>(2,2,0.5,1.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“around 2”</td>
</tr>
<tr>
<td>Adult</td>
<td>C'''</td>
<td>Crisp</td>
</tr>
<tr>
<td></td>
<td>(1/3.5, 0.8/4, 0.6/3.8, 0.6/3.33, 0.3/3.44, 0.5/3.67),1</td>
<td>(3,5,3.5,0.17,0.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“around 3.5”</td>
</tr>
<tr>
<td>Old</td>
<td>C'''</td>
<td>Crisp</td>
</tr>
<tr>
<td></td>
<td>(1/4, 0.6/3, 0.5/3.75, 0.3/4.2, 0.2/3.71, 0.3/3.22),1</td>
<td>(4,4,0.99,0.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“around 4”</td>
</tr>
</tbody>
</table>

In order to complete the model, we need to study the properties of the operations on the structure. Another line is to develop a graphical means of representing the results of the operations so that the information obtained may be read more intuitively. To finish the decision process, we need to study the integration process so as to obtain a formal way to merge data from different sources, including experts’ knowledge.
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Abstract. Nowadays there is a great effort underway to improve the World Wide Web. A better content organisation, allowing automatic processing, leading to the Semantic Web is one of the main goals. In the light of bringing this technology closer to the Software Engineering community we propose an architecture allowing an easier development for ontology-based applications. Thus, we first present a methodology for ontology creation and automatic code generation using the widely adopted CASE UML tools. And based on a study of the art of the different RDF storage and querying systems, we couple this methodology with the Sesame system for providing a framework able to deal with large knowledge bases.

1 Introduction

The huge amount of information available in the World Wide Web has led researchers to work towards improving its organisation, by providing machine-understandable data. “The Semantic Web is an extension of the current web in which information is given well-defined meaning, better enabling computers and people to work in cooperation.”[1]. It is obvious that the Semantic Web will offer new possibilities for the web but as Mark Frauenfelder suggests “There is a big question as to whether people will think the benefits are worth the extra effort of adding metadata to their content in the first place. One reason the Web became so wildly successful, after all, was its sublime ease of creation.”[2].

This paper presents some of the results obtained in the ongoing EU project OBE-LIX (IST-2001-33144) during the creation of an ontology-based online events design application [3],[4]. We propose a framework for the development of Semantic Web applications development so as to bring this technology closer to the Software Engineering community. Bearing that purpose in mind, the proposed framework focuses on the ease of creation and use. The same way web designers don't have to be aware of HTTP protocol's details (and very often even of HTML details), it would be interesting to obtain the same level of independency from the implementation details surrounding the Semantic Web which are much more complex. Obtaining such facilities for creating Semantic Web applications is difficult due to its inherent complexity, but we should however try to fill the gap between AI community and the Software Engineering community, by providing an easy and suitable framework. Moreover, software agents will need to interact with other systems, usually based on different
ontologies, supported by different architectures and adequately supporting the interaction with humans. Semantic Web applications are complex systems, thus, maintaining and/or improving them is a hard task. Software Engineering has proven that in such cases, and in general for every system, a clear, well defined and powerful methodology is a must. Such methodologies facilitate the creation and minimize the problems raised when improving and modifying a system.

In this paper, we first present the use of the Unified Modelling Language (UML) [5] for knowledge representation, along with a procedure for generating from a UML class diagram a specialised RDF schema [6],[7] and a set of Java classes corresponding to the classes in the model. Afterwards we compare the different RDF storage and querying systems, and justify the selection of Sesame for ensuring persistence for large RDF knowledge bases [8]. Next, we present and explain Sesame. In section five, we propose an architecture for developing ontology-based applications, using UML for knowledge representation and relying on Sesame for data persistence. Finally, we conclude and present some directions for future research.

2 UML for Knowledge Representation and Exchange

The Unified Modeling Language (UML) is a standard language from the Object Management Group (OMG) [9] with an associated graphical notation for object-oriented analysis and design. It is widely adopted in industry, and several CASE tools are already available to facilitate software engineers’ work. The benefits of using UML for ontology development have been extensively argued in [10], [11], [12] and [13]. Some of these benefits are: (i) UML is a standard language; (ii) UML is a graphical notation based on many years of experience in software analysis and design, which is currently supported by widely-adopted CASE tools that are more accessible to software practitioners than current ontology tools; (iii) agent-based systems will need to interact with legacy enterprise systems, which often have UML models; (iv) knowledge expressed using UML is directly accessible for human comprehension and for machine processing; (v) thanks to the modular nature of object-oriented modelling, the knowledge in a UML model can be changed without affecting other features.

In [11] and [13] Stephen Cranfield proposes an implementation for object-oriented knowledge representation, using UML for defining ontologies and domain knowledge in the Semantic Web. Fig. 1 shows a pictorial description of this proposal. The proposed methodology is as follows. First, a domain expert designs the ontology graphically with one of the available CASE tools supporting UML (e.g. Rational Rose, Poseidon, ArgoUML, etc). The ontology is then saved in the standard format XML Model Interchange (XMI) [14]. Using a pair of XSLT stylesheets the XMI representation of the ontology is transformed into a set of Java classes and interfaces corresponding to the concepts present in the ontology, and into an RDF schema. The Java classes allow an application to represent knowledge about the domain as in-memory data structures. The RDF schema, defines the concepts that an application can reference when serializing the knowledge in RDF/XML. For performing the marshalling and unmarshalling of objects to and from RDF/XML documents, a marshalling package is also provided. This feature is provided via two classes: MarshalHelper and UnmarshalHelper. These delegate to the generated Java classes decisions about the names and types for each field, and are then called back to perform the un/marshalling from/to RDF, using the Stanford RDF API [15].
It is important to note that the generated RDF schema does not contain all the information from the designed UML model. Its purpose is to define resources corresponding to all the classes, interfaces, attributes and associations in the ontology in order to allow serialisation of in-memory objects in the standard language RDF. Thus, for accessing all the ontology information one of the available Java APIs for XMI can be used: [16] and [17].

The system does also allow modelling incomplete knowledge. Therefore, the generated Java classes include extra boolean fields for each attribute that record whether the value is known or not. Also, when marshalling incomplete information, a non-standard RDF property, `notClosedFor`, is used and associates a property with a resource, meaning that the information is incomplete.

Obtaining an instance from the RDF/XML representation involves parsing the whole file, which is not a problem for small knowledge bases. However, when dealing with large knowledge bases, there are more efficient approaches: RDF storage and querying systems.

### 3 Comparison of the RDF Storage and Querying Systems

To adapt Cranefield's approach to large knowledge bases, we have studied the different RDF storage and querying facilities available. The state of the art of the different systems is based on [18], with updated information.
Table 1 presents an analysis of the different storage systems currently available. The main criteria that were kept in mind for determining the RDF storage and querying system that suits better to our needs are:

- **Storage**: The method/architecture used for ensuring the data persistence.
- **Platform**: List of all the different platforms supported. It includes the Operating Systems but also the need for any other components like a Perl interpreter or a Java Virtual Machine.
- **API**: The possible ways for interacting with the system. It includes protocols and APIs provided for different programming languages.
- **Querying**: The languages the system allows to be used for querying a data repository.
- **Inferencing**: The capability of the system to infer new knowledge, that is to generate new statements based on the existing knowledge. For the majority of the systems only class subsumption is provided. However, some systems allow more powerful inferencing by providing mechanisms for defining user rules.
- **Extras**: Whether the system has other functional elements associated or prepared for interacting with it.

From the analysis and comparison performed, and shown in , Sesame was chosen for the following reasons:

Sesame allows inferencing over RDF(s) thanks to its query language RQL [19], [20]. Moreover, the system can be deployed in any platform with a Java Virtual Machine. It provides several ways for interacting with it such as RMI, SOAP or HTTP. It has been installed on top of many DBMS like Oracle, MySQL or PostgreSQL and has a generic implementation for SQL92 compliant DBMS. In addition to all these characteristics, support for DAML+OIL [21] has been added, improving its capabilities but also showing Sesame's modularity and the possibility to adapt the system to new languages. Finally, the new versionning and access control features implemented, turn Sesame into a suitable system for developing and maintaining knowledge bases providing the same control level as CVS does for programmers.

It is worth noting that, although KAON [22] and Cerebra [23] are good candidates for their interesting features, Sesame is superior to KAON for its support for DAML+OIL. Concerning Cerebra the fact it is not Open Source was determinant.

## 4 Sesame

Sesame is a system for efficient storage and expressive querying of large quantities of metadata in RDF and RDF Schema. It was initially developed by Administrator Nederland b.v. as part of the European IST project On-To-Knowledge [24] and is currently been extended and improved by Administrator Nederland b.v., the “Sesame community” and NLNet [25].

“Sesame’s design and implementation are independent from any specific storage device. Thus, Sesame can be deployed on top of a variety of storage devices, such as relational databases, triple stores, or object-oriented databases, without having to change the query engine or other functional modules” [8]. This independence is granted by the Storage And Inference Layer (SAIL) (see Fig. 2). SAIL is an Applica-
Table 1. RDF storage and querying systems comparison.

<table>
<thead>
<tr>
<th>System</th>
<th>Querying</th>
<th>Platform</th>
<th>API</th>
<th>Storage</th>
<th>Inference</th>
<th>Extras</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICS-RDFSuite</td>
<td>RQL</td>
<td>Solaris - Linux</td>
<td>Java - C++ - SQL</td>
<td>O-RDBMS</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Sesame</td>
<td>RQL, RDQL</td>
<td>Any (JVM)</td>
<td>Java - HTTP RMI - SOAP</td>
<td>O-RDBMS</td>
<td>Yes</td>
<td>OMM, BOR</td>
</tr>
<tr>
<td>Inkling</td>
<td>SquishQL</td>
<td>Any (JVM)</td>
<td>Java</td>
<td>Memory - JDB</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>RDFDB</td>
<td>SquishQL</td>
<td>Solaris - Linux - FreeBSD</td>
<td>C - Perl</td>
<td>SleepyCat</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>RDFSTORE</td>
<td>SquishQL</td>
<td>Any (Perl)</td>
<td>Perl</td>
<td>Memory - BerkeleyDB</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>EOR</td>
<td>Triple-matching</td>
<td>Any (JVM)</td>
<td>Java - HTTP SQL</td>
<td>SQL DB</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Redland</td>
<td>Triple-matching</td>
<td>Solaris - Linux - MacOS X FreeBSD - OSF/1</td>
<td>C - Java - Perl Python - Tel</td>
<td>Memory - SleepyCat BerkeleyDB</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Jena</td>
<td>RDQL</td>
<td>Any (JVM)</td>
<td>Java</td>
<td>Memory - BerkeleyDB</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>RDF Gateway</td>
<td>RDQL</td>
<td>Windows NT/2000</td>
<td>ADO - JDBC</td>
<td>RDBMS</td>
<td>Yes (+ user-defined)</td>
<td></td>
</tr>
<tr>
<td>TRIPLE</td>
<td>TRIPLE</td>
<td>Any (JVM)</td>
<td>Java</td>
<td>Memory</td>
<td>Yes (+ user-defined)</td>
<td>RACER</td>
</tr>
<tr>
<td>KAON</td>
<td>F-Logic</td>
<td>Any (JVM)</td>
<td>Java</td>
<td>Memory - RDBMS</td>
<td>Yes (+ user-defined)</td>
<td>KAON TOOL SUITE</td>
</tr>
<tr>
<td>CEREBRA</td>
<td>DL-based</td>
<td>Any (JVM)</td>
<td>Java - SOAP</td>
<td>Distributed data (CORBA)</td>
<td>Yes (+ user-defined)</td>
<td>Cerebra Suite</td>
</tr>
</tbody>
</table>
tion Programming Interface (API) that offers specific methods for accessing RDF information. It defines a basic interface for storing, retrieving and deleting RDF and RDFS from repositories while it abstracts from the particular storage mechanism. It was designed to support low end hardware like PDAs and to be extendable to other RDF-based languages. Several implementations of SAIL are distributed with Sesame like SQL92SAIL, which is a generic implementation for SQL92 compliant DBMS, SyncSAIL for supporting concurrent reads as well as implementations for specific DBMS like MySQL, OracleDB and PostgreSQL.

![Sesame’s architecture](image)

Fig. 2. Sesame’s architecture. Taken from [8].

Sesame implements the Resource Query Language (RQL) a declarative language for querying both RDF descriptions and RDF schemas, as well as RDQL [26] which is derived from SquishQL [27]. These functions are provided by the Query Module which performs the queries on a repository. Any query is first parsed to build a tree model representation, which is afterwards optimised. The majority of the query is evaluated in this module, the access to the repository is handled by SAIL. It is important to note that Sesame implements a slightly modified version of the RQL language proposed in [20]. Sesame’s version of RQL includes support for domain and range restrictions as well as multiple domain and range restrictions, but it does not feature support for datatyping.

For the metadata administration, another module is provided, the Admin Module. Its purpose is to manage the insertion and deletion of RDF and RDF Schema information into/from a repository.
The extraction of any information from a Sesame repository is handled by the Export Module. This module allows to selectively export the schema, the data or both from a repository, facilitating the integration and interaction with other RDF tools.

Concerning the interaction with external applications Sesame currently offers three methods: HTTP, SOAP and RMI. Each protocol has its associated handler, which translates and redirects any query received into an intermediate module: the Request Router. This intermediate module abstracts Sesame's core from any protocol specificity leaving the possibility to add a new handler without having to modify the rest of the system.

For making the results of the On-To-Knowledge project easier for integration in real-world applications an “administrative” software infrastructure was created: The Ontology Middleware (OMM). “The central issue is to make the methodology and modules available to the society in a shape that allows easier development, management, maintenance, and use of middle-size and big knowledge bases”[28]. In particular the OMM supports versionning, access control and meta-information for knowledge bases forming the Knowledge Control System (KCS). In addition to the administrative modules, BOR extends the reasoning capabilities of Sesame by providing support for DAML+OIL. This new reasoning module implements the SAIL API, thus it can perfectly interact with the rest of the modules of Sesame.

5 Architecture Proposal

We have seen previously that in Stephen Cranefield’s approach a marshalling package is used for marshalling and unmarshalling object-oriented information between in-memory data structures and RDF serialisations of that information. This solution is not efficient enough for managing large RDF files. Thus, the available RDF storage and querying tools have been studied, and Sesame was choosen based on its characteristics.

In order to support large knowledge bases (more than five thousand triples), Fig. 3 shows an adaptation of Stephen Cranefield's approach by replacing the marshalling elements by calls to the Sesame API. Any serialisation or deserialisation of knowledge is performed over an RDF repository in Sesame. The generation of ontology-based applications remains, from the developer point of view, unchanged and transparent. The process still involves editing the ontology in a CASE environment supporting UML and XMI. Afterwards Java classes and the RDF Schema file are generated and their usage, during the creation of an ontology-based application, remains unmodified. However, the architecture gains greatly in versatility and power due to the new mechanisms that grant the persistence and access of the knowledge base provided by Sesame. The RDF/RDF Schema is stored in a Sesame repository. Thus, applications interact with Sesame for retrieving and/or storing knowledge and at the same time they have all the Sesame's features available like, for example, the querying language RQL.

There is however an important difference concerning the generation of the Java classes. The proposed architecture maintains the XSLT for generating the RDF schema file, whereas the generation of the Java classes is not performed using XSLT. We are developing a Java Code Generator that benefits from Sesame's features by accessing the ontology stored in a Sesame repository where the associated RDF
schema has been stored. Thanks to the SAIL API Sesame offers, our program can browse the whole ontology in a more comfortable way. Thus, the difficulties associated to the use of a stylesheet processor are avoided. Moreover, the code generation gains in modularity, and ease of maintenance, so that future improvements can be easily added.

We are also investigating another important aspect, which is the possibility of adapting the whole system to a more powerful language like DAML+OIL. Several projects are already using UML and DAML+OIL together. The UML Based Ontology Tool-set (UBOT) project [29] is working on an UML to DAML mapping [30]. In this project UML is also used as a front-end for visualizing and editing DAML ontologies. Also, the Components for Ontology Driven Information Push (CODIP) project [31] is using UML to build and map DAML ontologies. This project is creating the DAML-UML Enhanced Tool (DUET) which provides a UML visualization and authoring environment for DAML. Core DAML concepts are being mapped into UML through a UML profile for DAML. DUET is currently available as a plug-in for Rational Rose [32] and ArgoUML [33]. The results of both projects could be applied to the proposed architecture for obtaining a “DAML+OIL version”.

![Architecture proposal diagram]

Finally, in addition of the persistence related benefits, Sesame comes with a Web interface, that can be installed on a web server like Tomcat. This is a step forward for publishing the ontologies along with the instances in the World Wide Web, so that external applications like agents, can also retrieve the information and process it.

6 Conclusions and Future Research

In the previous sections we have described an architecture for creating ontology-based applications in a more suitable way for Software Engineers than the currently available tools like OilED, Ontoedit or Protégé. This architecture integrates the UML to RDF mapping based on the approach presented in [11] and [13], with Sesame as the RDF storage and querying system. This integration is also improved by the addition of our Java Code Generator which makes use of the best of the two integrated ap-
proaches. The result is a framework for developing ontology-based applications in an easy and scalable way, with an automatic code generation to facilitate the use of object diagrams as internal knowledge representation structures. However, the majority of the ontology-based applications that have been developed, have shown that an ontology expressed in RDF or DAML+OIL is not enough for obtaining all the needed functionality. They still need the capability to define rules and constraints, so as to provide more powerful inferencing over the knowledge base. Unfortunately there is no standard language for defining rules. This has been solved by different developers with ad hoc methods: choosing the most appropriate and convenient inferencing engine or directly with hard-wired code. In our case, there is no mechanism provided for defining inferencing rules, thus it would be desirable to cover also that aspect. UML's definition includes the Object Constraint Language (OCL), however it lacks a formal definition. Currently the precise UML group [34] is addressing this issue.

With a formal specification, the code generation could also integrate automatic rules generation based on the OCL rules definition. This kind of code generation has already been undertaken by Frank Finger in [35]. Further research is needed in that respect.

Finally, we are also investigating dynamic code generation over evolving ontologies so as to provide a better adaptability to the dynamism of the Web.

References

A Method to Adaptively Propagate the Set of Samples Used by Particle Filters

Alvaro Soto
Pontificia Universidad Catolica de Chile
asoto@ing.puc.cl

Abstract. In recent years, particle filters have emerged as a useful tool that enables the application of Bayesian reasoning to problems requiring dynamic state estimation. The efficiency and accuracy of these type of filters are highly dependent on an appropriate propagation of the particles in time. In this paper we present a new method to improve the propagation step of the regular particle filter. Using results from the theory of importance sampling, our method adaptively propagates the set of samples without adding a significant computational load to the normal operation of the filter. Compared to existing techniques, our approach introduces two important enhancements: 1) An adaptive method to improve the propagation function, 2) A mechanism to identify when the use of adaptation is beneficial. We show the advantages of our method by applying the resulting filter to the visual tracking of targets in a real video sequence.

1 Introduction

The particle filter is a highly general tool used to perform dynamic state estimation via Bayesian inference. Over the last years, this tool has been successfully applied in diverse engineering fields to solve a variety of problems. The key idea is to represent a posterior distribution by samples (particles) that are constantly re-allocated after each new estimation of the state.

The re-allocation or propagation of the samples in time plays a key role in the efficiency and accuracy of the particle filter. As a Monte Carlo (MC) technique the effectiveness of the filter depends on allocating the samples in key areas of the hypotheses space. The traditional implementation of the particle filter uses a combination of the current estimation of the posterior and the dynamics of the process to allocate the samples to the next iteration. Therefore the efficiency of the filter is highly dependent on how this combination or dynamic prior can resemble the new posterior distribution.

The main limitation of using the dynamic prior as the importance function is that it does not consider the most recent observations. This can be highly inefficient in cases where the current observations do not support relevant areas under the prior, or in Bayesian terms, when there is a disagreement between the prior distribution and the likelihood function.

Previous works [4] [7] presented methods to improve the propagation step of the particle filter by incorporating in the predictions the most recent evidence available. In this paper we exploit the same idea, but our method provides two important and complementary advantages: 1) There is an generic and mathematically founded mechanism
to improve the propagation function, 2) There is a mechanism to decide when it is worth to improve the propagation function. To our current knowledge, this last point has not been addressed before.

2 Background

2.1 Particle Filter

The main goal of a particle filter is to keep track of a posterior distribution. In the dynamic case, the posterior distribution can be expressed through Bayes’ rule by:

\[
P(x_t | y_t) = \beta P(y_t | x_t) P(x_t | y_{t-1})
\]

(1)

where \( \beta \) is a normalization factor; \( x_t \) represents the state of the system at time \( t \); and \( y_t \) represents all the information collected until time \( t \). Equation (1) assumes that \( x_t \) totally explains the current observation \( y_t \).

The particle filter estimates the posterior in Equation (1) by a discrete distribution given by a set of weighted samples. The estimation is achieved in three main steps: sampling, weighting, and re-sampling. The sampling step assumes that the dynamics of the system follows a first order Markov process. Then the dynamic prior in Equation (1) can be expressed by:

\[
P(x_t | y_{t-1}) = \sum_{i=1}^{N} P(x_t | x^i_{t-1}) P(x^i_{t-1} | y_{t-1})
\]

(2)

Equation (2) provides a recursive implementation of the filter, which is one of the key points that explains its efficiency. Equation (2) allows the filter to use the last estimation \( P(x_{t-1} | y_{t-1}) \) to select the particles for the next iteration. These particles are then propagated by the dynamics of the process \( P(x_t | x^i_{t-1}) \) to complete the sampling step. Next, in the weighting step, the resulting particles are weighted by a likelihood term. Finally, a re-sampling step is usually applied to avoid the degeneracy of the particle set [2].

Recently, independent works by Doucet [1] and Liu et al. [3] present an interesting alternative view of the filter in terms of the statistical principle of importance sampling [6]. Importance sampling provides an efficient way to obtain samples from a density \( p(x) \), that we call the true distribution, in cases where the function can be evaluated, but it is not convenient or possible to sample directly from it. The basic idea is to use a proposal distribution \( q(x) \) (also called importance function) to obtain the samples, and then weigh each sample \( x_i \) by a compensatory term given by \( p(x_i) / q(x_i) \). It is possible to show [6] that under mild assumptions the set of weighted-samples can be used to represent \( p(x) \).

In terms of importance sampling, it is possible to view the sampling and weighting steps of the particle filter as the basic steps of an importance sampling process. In this case, given that the true posterior \( p(x_t | y_t) \) is not known, the samples are drawn from an importance function that corresponds to the dynamic prior \( P(x_t | y_{t-1}) \). Using this
importance function, the compensatory terms are exactly the un-normalized weights used in the weighting step of the particle filter.

The interpretation of the particle filter in terms of importance sampling provides a more general setting. In particular the theory of importance sampling suggests that one can use alternative proposal distributions that can achieve a better allocation of the samples. Unfortunately, the use of an arbitrary importance function can significantly increase the computational load in the calculation of the weights. To see this clearly, consider the use of an arbitrary importance function \( g(x_t/x_{t-1}, y_t) \). Using an MC approximation of the dynamic prior \( p(x_t/y_{t-1}) \), the un-normalized weight \( w^t_j \) corresponding to the sample \( x^t_j \) is given by:

\[
 w^t_j = \frac{p(y_t/x^t_j) \sum_{k=1}^{M} p(x^t_j/x^t_{t-1})}{g(x^t_j/x_{t-1}, y_{t-1})} \tag{3}
\]

where each \( x^t_{t-1} \) is a fair sample from \( p(x_{t-1}/y_{t-1}) \). In this case, as opposed to the standard particle filter, the estimation of each weight requires the evaluation of the dynamic prior. This increases the computational complexity of the resulting filter to \( O(M \cdot N) \), where \( M \) is the number of samples used for the MC approximation of the dynamic prior and \( N \) is the number of particles. Giving that \( M \) and \( N \) are generally very large, the use of an arbitrary importance function takes away the computational efficiency of the particle filter, which is one of its main strengths. In this paper we show a new method to build a suitable importance function that takes into account old estimates of the state and current observations. One of the advantages of this new approach is that the complexity of the resulting filter is still \( O(N) \).

### 2.2 Previous Work

In the literature about particle filters and importance sampling, it is possible to find several techniques that help to allocate the samples in areas of high likelihood under the target distribution. The most basic technique is rejection sampling [6]. The idea of rejection sampling is to accept only the samples with an importance weight above a suitable value. The drawback is efficiency: there is a high rejection rate in cases where the proposal density does not match closely the target distribution.

In [8], West presents a method to adaptively build a suitable importance function using a kernel-based approximation (mixture approximation). The basic idea is to apply consecutive refinements to the mixture representation until it resembles the posterior with a desired accuracy. This approach is simple and general, but the computational complexity is \( O(R \cdot M \cdot N) \); where \( R \) is the number of refinements, \( M \) the number of components in the mixture, and \( N \) the number of particles.

Pitt and Shephard propose the auxiliary particle filter [4]. They argue that the computational complexity of the particle filter can be reduced by performing the sampling step in a higher dimension. To achieve this, they augment the state representation with an auxiliary variable \( k \) that corresponds to the index in the sum to calculate the dynamic prior in Equation (3). To sample from the resulting joint density, Pitt and Shephard use a generic importance function that produces a sampling scheme that is \( O(N) \). The gain
in efficiency comes from using an importance function that is proportional to the probability that a particle \( x_{t-1}^k \) evolves to a particle \( x_t^j \) with a high probability under the likelihood function. The disadvantage of the method is the additional complexity of finding such a convenient importance function. Pitt and Sheppard give just some general intuitions about the form of a possible function, and in this paper we improve on this point by presenting a new method to find a suitable importance function.

In the context of mobile robot localization, Thrun et al. [7] notice that in cases where the likelihood function consists of a high peak, meaning a low level of noise in the observations, the particle filter suffers a degradation of performance. This suggests that the particle filter performs worse with accurate sensors. The explanation for this counter-intuitive observation comes from the fact that for a peaked likelihood a slightly inaccurate prior can produce a significative mismatch between these distributions. To solve this problem they propose using a mixture proposal distribution consisting of the prior and the likelihood function as an importance function. The problem of this approach is the need to sample directly from the likelihood function, which in many applications is not feasible or prohibitive.

3 Our Approach: Adaptive Propagation of the Samples

The regular implementation of the particle filter uses the dynamic prior as the importance function. Although this simplifies the calculation of the importance weights, allowing a computational complexity of \( O(N) \), it has the limitation of allocating the samples without considering the most recent observation \( y_t \). This section shows a new algorithm that improves this situation by incorporating the current observation in the generation of the samples, and also keeping the computational complexity of \( O(N) \).

Consider the following expression for the dynamic prior:

\[
p(x_t/y_{t-1}) = \int p(x_t/x_{t-1}) p(x_{t-1}/y_{t-1}) dx_{t-1}. \tag{4}
\]

Using the particle filter and MC integration, this integral can be approximated by:

\[
p(x_t/y_{t-1}) \approx \sum_{k=1}^{n} \beta_k p(x_t/x_{t-1}^k) \tag{5}
\]

where the set of weighted samples \( \{x_{t-1}^k, \beta_k\}_{k=1}^n \) corresponds to the approximation of the posterior given by the particle filter at time \( t - 1 \). Using this approximation, it is possible to generate samples from the dynamic prior by sampling from a set of densities \( p(x_t/x_{t-1}^k) \) with mixture coefficients \( \beta_k \).

The previous sampling scheme is analogous to the re-sampling and sampling steps of the regular particle filter. Under this scheme the selection of each propagation density depends on the mixture coefficients \( \beta_k \)'s, which do not incorporate the most recent observation \( y_t \). From an MC perspective, it is possible to achieve a more efficient allocation of the samples by including \( y_t \) in the generation of the coefficients. The intuition is that the incorporation of \( y_t \) increases the number of samples drawn from mixture
components $p(x_t/x_{t-1}^k)$ associated with areas of high probability under the likelihood function.

Under the importance sampling approach, it is possible to generate a new set of coefficients $\beta_k^*$ by sampling from the desired importance function $p(x_{t-1}/y_t)$ and then adding appropriate weighting factors. In this way, the set of samples $x_t^i$ from the dynamic prior $p(x_t/y_{t-1})$ is generated by sampling from the mixture,

$$\sum_{k=1}^{n} \beta_k^* p(x_t/x_{t-1}^k)$$

and then adding to each particle $x_t^i$ a correcting weight given by,

$$w_t^i = \frac{p(x_{t-1}^i/y_t)}{p(x_{t-1}^i/y_{t-1})}, \text{ with } x_t^i \sim p(x_t/x_{t-1}^k)$$

The resulting set of weighted samples $\{x_t^i, w_t^i\}_{i=1}^n$ still comes from the dynamic prior, so the computational complexity of the resulting filter is still $O(N)$. The extra complexity of this operation comes from the need to evaluate and to draw samples from the importance function $p(x_{t-1}^i/y_t)$. Fortunately, the calculation of this function can be obtained directly from the operation of the regular particle filter. To see this clearly, consider the following:

$$p(x_t, x_{t-1}/y_t) \propto p(y_t/x_t, x_{t-1}, y_{t-1}) p(x_t, x_{t-1}/y_{t-1})$$

$$\propto p(y_t/x_t) p(x_t/x_{t-1}, y_{t-1}) p(x_{t-1}/y_{t-1})$$

$$\propto p(y_t/x_t) p(x_t/x_{t-1}) p(x_{t-1}/y_{t-1})$$

Equation (8) shows that, indeed, the regular steps of the particle filter generate an approximation of the joint density $p(x_t, x_{t-1}/y_t)$. After re-sampling from $p(x_{t-1}/y_{t-1})$, propagating these samples with $p(x_t/x_{t-1})$, and calculating the weights $p(y_t/x_t)$, the set of resulting sample pairs $(x_t^i, x_{t-1}^i)$ with correcting weights $p(y_t|x_t^i)$ forms a valid set of samples from the joint density $p(x_t, x_{t-1}/y_t)$. Considering that $p(x_{t-1}/y_t)$ is just a marginal of this joint distribution, the set of weighted-samples $x_{t-1}^i$ are valid samples from it.

The previous description suggests that an adaptive version of the particle filter that uses $y_t$ in the allocation of the samples can be constructed with a $O(2N)$ algorithm. First, $N$ particles are used to generate the importance function $p(x_{t-1}/y_t)$. Then, starting from this importance function, another $N$ particles are used to generate the desired posterior $p(x_t/y_t)$. Figure 1 uses a 2-D tracking example to illustrate the main steps involved in this adaptive version of the particle filter. In this example, each hypothesis about the position of a target is given by a bounding box defined by height, width, and the coordinates of its center.

Figure 1a) shows the initial set of weighted hypotheses used to estimate a hypothetical posterior distribution at time $t - 1$. This hypothetical posterior consists of three main clusters of bounding boxes, which are labeled with identification numbers to facilitate their reference within the text. For each of the rectangular hypotheses, its gray level intensity is proportional to its probability, and its thickness is proportional to the number of times that the hypothesis is repeated in the sample set.
Fig. 1. Schematic view of the different steps involved in the modified version of the particle filter that includes an updated version of the dynamic prior using the current observation $y_t$. For each rectangular hypothesis, its gray level intensity is proportional to its probability, and its thickness is proportional to the number of times that the hypothesis is repeated in the sample set. The algorithm is equivalent to the application of two iterations of the particle filter. The first iteration is shown in Figures a)-d). It provides an estimate of $p(x_{t-1} / y_{t-1})$, which corresponds to an updated version of the prior $p(x_{t-1} / y_{t-1})$ including the last observation $y_t$. Next, Figures e)-h) show the second iteration of the filter. This corresponds to a modified version of the regular particle filter using the updated version of the prior to run the re-sampling step that determines the allocation of the samples to estimate $p(x_t / y_t)$.

In the upper part, Figures 1a)-d) sketch the first three steps of the algorithm. These correspond to the regular steps of the particle filter. First, the transition between Figures 1a) and b) shows the re-sampling step. Because the particles in cluster 1 have higher probability, they are re-sampled many times. In contrast, only a few of the particles in clusters 2 and 3 survive the re-sampling.

The transition between Figures 1b) and c) shows the sampling step. The example assumes a stationary and isotropic motion model, such as a Gaussian model of zero mean and low variance. Using this type of motion model, the resulting predictive function or dynamic prior $p(x_t / y_{t-1})$ is characterized by a massive exploration of the state space around cluster 1.

The transition between Figures 1c) and d) shows the weighting step. To illustrate the relevance of the algorithm proposed here, the example assumes a mismatch between the dynamic prior and the likelihood function. In this way, while the prior mainly supports
the exploration of the area around cluster 1, the likelihood function gives a higher support to the particles in cluster 2. Figure 1d) shows the resulting representation of the posterior at time \( t \). The representation is highly inefficient: while many unlikely particles are allocated around cluster 1, just a few highly likely particles are allocated in the critical area around cluster 2.

Figures 1e)-h) sketch the novel steps of the algorithm. These are similar to the regular steps of a particle filter with the important modification that the original prior at time \( t-1 \) is enhanced including information about the most recent observation \( y_t \). Using the estimate of the joint conditional density \( p(x_t, x_{t-1} / y_t) \) built by the regular steps of the particle filter, the algorithm discards the samples \( x_t^i \), leaving an estimate of \( p(x_{t-1} / y_t) \). This density is the starting point to the next step of the algorithm denoted as importance re-sampling.

The transition between Figures 1e) and f) shows the importance re-sampling step. This step provides the reallocation of the particles towards areas associated to high probability under the likelihood function. Using importance sampling, the new samples from \( p(x_{t-1} / y_{t-1}) \) are drawn from the estimate of \( p(x_{t-1} / y_t) \). Each new sample \( x_{t-1}^j \) is weighted by the correction term \( p(x_{t-1}^j / y_{t-1}) / p(y_t / x_t^i) \). The notation \( x_{t-1}^{i,j} \) denotes that the new particle \( x_{t-1}^j \) is a re-sampled version of a particle \( x_{t-1}^i \) from the set \( \{ x_{t-1}^i, w_t^i \}_{i=1}^n \) used to estimate \( p(x_{t-1} / y_t) \).

In contrast to the representation of the prior shown in Figure 1b), the new representation shown in Figure 1f) has shifted the allocation of the samples toward cluster 2. It is important to note that, although these representations allocate the samples in a different way, they represent the same pdf. The difference lays in the way that they exploit the duality between number of samples and weights to represent a density function.

The transitions between Figures 1f) and g) and between Figures 1g) and h) show the final two steps of the algorithm. These are equivalent to the sampling and weighting steps of the regular particle filter, but carrying the weights obtained in the importance re-sampling step. Figure 1h) shows the final estimate of the posterior at time \( t \). In contrast to the representation of the posterior given by the regular particle filter (Figure 1d)), the reallocation of the samples toward cluster 2 increases the efficiency of the representation. This is observed by the even distribution of the gray level intensities of the importance weights.

In the previous algorithm, the overlapping with the first three steps of the regular particle filter provides a convenient way to perform an online evaluation of the benefits of updating the dynamic prior with the last observation. Even though in cases of a poor match between the dynamic prior and the posterior distribution the updating of the dynamic prior can be beneficial, in cases where these distributions agree, the extra processing of updating the dynamic prior does not offer a real advantage, and should thus be avoided. To our current knowledge, this issue has not been addressed before.

The basic idea is to run the regular particle filter, evaluating at the same time the efficiency in the allocation of the samples. If the efficiency is low, the algorithm uses the estimate of \( p(x_{t-1} / y_t) \) given by the regular particle filter as the importance function to update the dynamic prior. The intuition behind this idea is to quantify at each iteration of the particle filter the trade-off between continuing to draw samples from a known but potentially inefficient importance function versus incurring the cost of building a
new importance function that provides a better allocation of the samples. The important observation is that, once the regular particle filter reaches an adequate estimate, it can be used to estimate both the posterior distribution \(p(x_t / y_t)\) and the updated importance function \(p(x_{t-1} / y_t)\), which is the key to avoid adding a significant computational load.

Considering that the efficiency of the sample allocation depends on how well the dynamic prior resembles the posterior distribution, an estimation of the distance between these two distributions is a suitable index to quantify the effectiveness of the propagation step. We found [5] a convenient way to estimate the Kullback-Leibler divergence (KL-divergence) between these distributions, and in general between a target distribution \(p(x)\) and an importance function \(q(x)\):

\[
KL(p(x), q(x)) \approx \log(N) - H(\hat{w}_i).
\]  

(9)

Equation (9) has an intuitive interpretation. It states that for a large number of particles, the KL-divergence between the dynamic prior and the posterior distributions measures how distant the entropy of the distribution of the weights, \(H(\hat{w}_i)\), is from being uniform.

4 Application

To illustrate the advantages of our method we use a set of frames of a video sequence consisting of two children playing with a ball. In this case, the goal is to keep track of the positions of the ball and the left side child. Each hypothesis about the position of a target is given by a bounding box defined by height, width, and the coordinates of its center. The motion model used for the implementation of the particle filter corresponds to a Gaussian function of zero mean and standard deviations of 20 for the center of each hypothesis and 0.5 for its width and height.

Figure 2 shows the results of tracking the targets using a regular version of the particle filter that includes an adaptive selection of the number of particles needed to achieve a successful tracking with a specified confidence level [5]. The labels over the bounding boxes correspond to the visual algorithms used to track the targets (see [5] for more details).

The results of the tracking show that to track the child the algorithm needs a roughly constant number of particles during the entire sequence. This is explained because the child has only a small and slow motion around a center position during the entire sequence. Therefore the stationary Gaussian motion model is highly accurate and there is not a real advantage of improving the propagation function.
In the case of the ball, the situation is different, since the number of particles needed to achieve the desired error level has a large increment during the period that the ball travels from one child to the other (Frames 3 to 7). During this period the ball has a large and fast motion, therefore the Gaussian motion model is a poor approximation of the real motion. As a consequence there is a large mismatch between the dynamic prior and the posterior distribution. This produces an inefficient allocation of the samples and the estimate needs a larger set of samples to populate the relevant parts of the posterior. Figure 3-left shows the number of particles needed to estimate the posterior distribution of the ball at each frame, to achieve a certain predefined level of accuracy [5].

Applying the modified version of the particle filter and setting a suitable value for the threshold on the KL-divergence, the tracking engine decides to adapt the importance function at all the frames where the ball travels from one child to the other (Frames 3-7). Figure 3-right shows the number of particles needed to achieve a successful tracking of the ball with the same specified confidence level used before, but adapting the importance function. Comparing with the non-adaptive case, during Frames 3 to 7 it is possible to observe a significant reduction in the number of samples due to a better allocation of them.

Figure 4 compares the location of the resulting set of samples to estimate the posterior distribution of the position of the ball at Frame 5. For clarity only the \((x, y)\) coordinates of the center of each hypothesis are shown in the graphs. In the case of no adaptation the mismatch between the dynamic prior and the likelihood produces many wasted particles allocated in the tails of the posterior distribution. In contrast, in the adaptive case the use of the current observation produces a re-allocation of the samples towards areas of high likelihood, reducing the number of wasted samples.

5 Conclusions

In this paper we presented a method to adaptively propagate the set of samples used by the particle filter. The method can be added to the regular particle filter as an extra
Fig. 4. Estimate of the posterior distribution of the position of the center of the ball at Frame 5. Left: without adapting the importance function. Right: adapting the importance function.

step without significant computational overload. In contrast to previous algorithms, our method includes the construction of a suitable importance function and a mechanism to identify when the adaptation of the importance function may be beneficial. To achieve this last goal, we use an estimation of the KL-divergence between the dynamic prior and the posterior distribution. The results of testing the new method for tracking targets in real video sequences shows the advantages of the adaptive version with respect to the regular particle filter. Using the adaptive version it was possible to efficiently track targets with different motions using a highly general motion model.
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Abstract. In decision support systems for Intensive Care Units (ICU), the data management subsystem plays an essential role since the data have a heterogeneous origin. The temporal dimension of the data is also very important in capturing the intrinsic dynamism in patients’ evolution data. This situation requires the integration of data in a unique platform in which time representation and management techniques should be considered. The selection of a data model that simplifies the expression of (complex) queries relies on an efficient internal representation of data for processing updates and queries on temporal data. On the other hand, due to the large amount of data regarding patient evolution a DataBase Management Systems (DBMS) is required. Therefore, the integration of a DBMS with a temporal reasoner is required if temporal reasoning capabilities on patients’ evolution data are to be provided. This paper presents the integration of a DBMS with a generic fuzzy temporal reasoning (FuzzyTIME).

1 Introduction

In recent years, static consultation systems in medical domains have been replaced by systems that can deal with the temporal dimension needed to capture the patient’s evolution over time, as in the area of decision support systems in Intensive Care Units (ICU) [1]. Therefore, the inclusion of modules which make temporal reasoning on patients’ evolution data possible is essential. An example of this modules is FuzzyTIME [2] a generic temporal reasoner based on Fuzzy Temporal Constraint Network (FTCN) formalism [3], which can be easily integrated into any application that requires managing temporal information.

From the temporal reasoning perspective, temporal knowledge, usually captured by a constraint network, can be represented more effectively if the network is complemented by a database for storing the information typically associated to label the nodes of the network [4].

A decision support systems for the ICU domain has to deal with a large amount of data provided by both the signals monitored and clinical history data. In such a context, the integration of databases in these systems is essential.

There have been several approaches to the problem of integrating temporal information and databases, from the point of view of both artificial intelligence and databases.
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From the point of view of database technology, the introduction of time information into a database can be carried out in several ways, although the most usual is the introduction of a time stamp attribute with some fixed granularity [5]. This attribute can be managed explicitly by the database management system, so the database becomes a temporal database, defined as a collection of facts associated with one or more temporal contexts. In this line of work, TSQL2 [6] has an implicit time model in which the time for the tuples is not specified and temporal consistency is guaranteed. The main problem with this approach lies in how to solve queries in which the exact absolute time is not specified in the database [7]. In decision support systems for ICU in diagnosis it is necessary to deal explicitly with qualitative and quantitative temporal constraints and this kind of solution is not, therefore, well adapted to the problem.

It is not unusual to find information systems in which absolute time is managed, but what is unusual is to find systems that manage qualitative and quantitative constraints. Some attempts are currently being made to apply qualitative temporal constraints to databases in constraint and relational database [8, 9]. This kind of reasoning is essential, for example, in a temporal abstraction process (an important task in medical domains) like the one described in [10], where there is an explicit treatment of qualitative relations and time is considered to be a variable. A temporal reasoner must be able to infer temporal relations, that is, deal with date arithmetic, temporal relations and temporal granularities.

Brusoni, in LATER [5], gives a solution to this problem, but he deals with it from the database perspective: he proposes a redefinition of the relational algebra operators for managing qualitative temporal constraints between tuples. In this work, we present a model for the integration of a database with a general purpose temporal reasoner, FuzzyTIME, in order to enable mechanisms of temporal reasoning on the elements stored in a database. The module resulting from this integration is the core subsystem of ACUDES [11], a general purpose architecture for decision support systems for ICUs which provides temporal reasoning capabilities. Moreover, FuzzyTIME uses Possibility Theory for solving queries about necessity and possibility, by means of a fuzzy extension of classic modal operators MAY and MUST, which allows us to obtain a value between 0 and 1 as the answer for a temporal query. In our proposal, the temporal reasoning module is plugged on top of the DataBase Management Systems (DBMS), contributing thus to the treatment of imprecision and uncertainty (since temporal constraints used in the reasoner are fuzzy).

The rest of the paper is structured as follow: A concise description of FuzzyTIME temporal reasoner is given in section 2. The structure of the database as well as the different type of temporal information considered is put forward in section 3. In the same section, the integration of FuzzyTIME with the database is introduced, where special attention is placed on the kind of queries than can be solved by the system. Finally, some conclusions and discussion are presented.

2 Temporal Reasoning Module: FuzzyTIME

FuzzyTIME is based on a three-layered architecture, which allows us to separate the interface for querying and updating temporal information (interface layer) from the
layer where temporal entities and relations are managed (temporal world layer), and from their low level representation (FTCN layer). An expressive language which allows the formulation of complex queries involving disjunctions of relations is provided in the upper layer. The proposed language is an extension of the one presented in [12].

The second layer is called temporal world and contains a high level representation of temporal entities and relations. In FuzzyTIME two kinds of temporal entities have been considered: time instants and intervals (a time interval is decomposed into a ordered pair of two points). Time entities can be related to each other by means of both qualitative and quantitative relations: Qualitative point-to-point, qualitative point-to-interval (both formalised by Van Beek [13]), Allen qualitative interval-to-interval [14] and quantitative point-to-point [3]. The temporal relations allowed in the temporal reasoner are only convex disjunction, thus obtaining a trade off between expressive power and efficiency. In this level, convexity is checked at the same time as a translation from the high level relations of the language to metric point-to-point relations is produced.

The third layer, which contains the low level representation of the temporal entities and relations, is based on the FTCN (Fuzzy Temporal Constraint Network) [3] formalism. The representation is a graph composed of nodes (temporal variables representing time points) and fuzzy metric constraints between nodes (fuzzy numbers representing the temporal distance between two points). A minimal network that represents the minimal domains for temporal variables is calculated here. This network and the use of a local propagation mechanism (as in LATER [5]) allows us to achieve efficient query answering. The use of fuzzy numbers as constraints allows us to make use of the Possibility Theory to solve queries about necessity and possibility, by means of a fuzzy extension of classic modal operators MAY ($\Pi$) and MUST ($\mathcal{N}$) thus obtaining a real value between zero and one as a result of a query.

To illustrate the syntax of the expressions and the translation process we provide a simple example. Both the assertions and the queries follow the same base format, (TemporalEntity TemporalConstraint TemporalEntity). For example, let us suppose we write the following expression: (IntervalA BEFORE EQUALS PointB); this relation can be translated into a pair of constraints: (PointBeginA BEFORE EQUALS PointB) and (PointEndA BEFORE EQUALS PointB) where PointBeginA and PointBeginB are the beginning and the end of IntervalA. As a second step, QUAN operator [15] is used to translate the qualitative relation BEFORE EQUALS to a fuzzy number represented by means of a trapezoidal possibility distribution (Figure 1). In this case, the BEFORE constraint is represented as $(1, 1, +\infty, +\infty, 1)$ and the EQUALS constraint is $(0, 0, 0, 0, 1)$, thus the union of both constraints is $(0, 0, +\infty, +\infty, 1)$.

3 Database Structure

Without losing generality, we can say that data may be temporal or atemporal, depending on whether they are associated to time entities or not. In the domain of our application (ICU), the system’s structure must be adapted to the different sources of information, mainly those provided by monitored signals and patients’ clinical data. Atemporal data are used to represent information about the patients’ history, without any specific relation to time, for example, age or sex.
Temporal data include a time specification which can be specified by an absolute date or a temporal relation (by means of any expression allowed in the temporal language). As regards its temporal nature, information to be stored must belong to one of the following three main categories: observations -concrete measurements taken on any observable patient feature-, states -produced by the temporal abstraction process over the set of observations and which represent a time interval in which the value of a feature does not change-, and events -representing the beginning and the end of a state- (for the relation of the structures see Figure 2). A conventional approach [10] is followed for clinical history data abstraction and the technique described in [16] is applied for signal abstraction.

The different tables in the database have been designed according to the previous categories of temporal concepts. Thus, three tables are considered: observations, states and events. The basic structure of tuples is comprised of three components: concept, attribute, and value. These elements correspond to the concept being dealt with, the name of one attribute belonging to the concept, and the value of that attribute. Observation tuples include an absolute date, indicating the time at which the observation was taken, whereas a temporal reference (a reference to an entity already present in the reasoner) is associated to the tuples in the state and events tables. This database structure constitutes a general structure that can be extended with any attributes imposed by the application domain. FuzzyTIME is perfectly adapted to these structures since it allows the application to deal with different temporal entities -points and intervals- and with both qualitative and quantitative information, including absolute dates and temporal constraints.
A graphical representation of the interrelation between the database and the internal representation of relations, points and intervals is shown in Figure 3. The temporal world layer is represented in the middle of the figure; a high level representation of entities (intervals like S and points like E1 or E2 in the figure) and relations (point-to-point either metric or qualitative, point-to-interval, interval-to-point and interval-to-interval) is maintained in that layer. This temporal world has a low level representation in the FTCN layer, where intervals are decomposed into an ordered pair of points and where qualitative relations are translated into metric ones. All the data relating to observations, states and events are stored in the database and can be retrieved with a reference that has a counterpart in the entities of the temporal world.

Fig. 3. Integration of FuzzyTIME with the database.

### 3.1 Data Updates

There are two kinds of updating operations: temporal and atemporal. First of all, semantic consistency must be checked against the domain ontology for both kinds of update. In our concrete case, the architecture includes an ontology server that offers the ICU ontology to the rest of modules. Once the semantic consistency is checked, the updates can be realized. In the case of atemporal updates, the elements can be introduced into the database with a simple SQL sentence.

Additionally, temporal consistency with the data already stored must be checked for new temporal updates; this operation is done automatically by FuzzyTIME. Depending on the kind of temporal information, two different cases can be found: updating an absolute date or updating information on temporal variables. In the former case, for example in the case of observations, consistency checking is not necessary. The temporal information is asserted in FuzzyTIME and the temporal variable created by that
insertion can be used as identifier for the temporal variable associated to the tuple in the database. For example, the expression OBSERVATION (pain, localisation, precordial) BEFORE 8:00 AM is asserted as such. In the case of having references to already defined temporal variables, the first step consist of retrieving these variables, the consistency checking must be performed and, finally, the tuple has to be inserted into the database if the temporal information to be asserted is consistent with that previously stored in the database.

3.2 Concept History Functions

Once the structure of the database has been designed, original language provided in FuzzyTIME, which is strictly temporal, must be extended in order to access the data stored in the database. To begin with, the definition of basic operations -like LAST, FIRST, NEXT, PREVIOUS, and NTH- is needed to browse data in a single concept history. Note that a topological order is established on data belonging to the same history, but this is not the case for data corresponding to different concept histories.

The argument for the FIRST and LAST functions is a tuple. This tuple can take several forms, e.g. wildcards: the tuple (concept, attribute, *) returns the first/last event (observation, or state) of the history associated with attribute with any value; or a list of values: the tuple (concept, attribute, NOT \{v_1, ..., v_n\}) returns the first/last event (observation, or state) of the history whose values do not match with any of the specified ones. With these functions, values matching expressions like LAST OBSERVATION (pain, intensity, NOT \{high\}) will retrieve the last observation of pain whose intensity is not high, i.e., either moderate or low.

The remaining functions, NEXT, PREVIOUS and NTH, allow the user to go through a history of events, states or observations, and can also be used in several ways:

– [NEXT | PREVIOUS] (concept, attribute, value, reference) returns following/previous event (observation, or state) of (concept, attribute, value, reference) in the history.
– NEXT and PREVIOUS can also be applied to the result of FIRST and LAST functions.
– NTH (concept, attribute, value) returns the event, state, or observation in the nth position at the history list.

All the previously described functions return a database tuple that can be used in the query already defined in the temporal reasoning module. These functions can return a UNKW (unknown) value in the case of the concept being queried is undefined. With these simple functions, the user can go through a history in a simple loop with three steps: (1) retrieve the first tuple of the set, (2) establish the condition of the loop “until UNKW is returned”, (3) retrieve the next tuple by means of the NEXT function.

3.3 Temporal Queries

In the first instance, the temporal reasoner only accepts temporal queries [2], so we have extended the language to cope with the operations imposed by its integration in the database. As well as the modal operators, i.e. necessity and possibility, universal
and existential quantifiers have been introduced. These quantifiers allow us to deal with multiple appearances produced as result of a query to the database.

Queries, in their most basic form, are comprised of two operands and a temporal relation, -one of those defined in FuzzyTIME- and can be classified according to the type of the operands. In the so-called level 0 queries, only the temporal entities (points and intervals) that have already been defined in the module for temporal reasoning can be included. The schema of this kind of query is:

\[
- \text{[MAY | MUST]} (\text{concept, attribute, value, reference}) \text{ constraint [entity | date | (concept, attribute, value, reference)]}
\]

Thus, the first operand is any of the tuples mentioned (observations, states or events) plus a temporal reference; whereas the second operand can be either a tuple, with the same structure as the first operand, or the identifier of an entity or an absolute date. Both qualitative and qualitative relations are allowed, depending of the type of the operand.

This kind of query is directly translated into FuzzyTIME queries by means of the temporal references included in the database tuples, and the result of the queries will be a degree of possibility or necessity of the query. It has to be taken into account that any element with an associated temporal reference can be substituted by any function of those specified in the previous section.

For example, an expression like “has the patient suffered the last strong pain within the last days before admission?” can be written as MUST (LAST OBSERVATION (pain, intensity, high) LESS_THAN 3 DAYS BEFORE ADMISSION). The next step is to retrieve the tuples that are compliant with the given values in the tuple \((c, a, v)\) from the database; the second operand is the entity called ADMISSION, which corresponds with a time point already defined. These values are retrieved via a simple SQL query, such us, SELECT (concept, attribute, value, reference) FROM observation WHERE concept='pain' and attribute='intensity' and value='high', which returns a result set from the database. Having this result set, it is easy to find the entity that matches the temporal reference for each one of the valid tuples.

In the second type of queries, called level 1 queries, the first operand may be any tuple (observations, states or events) without a temporal relation; as second operand, any of the already defined temporal entities, or an absolute date, or tuple with a temporal reference can be used. In this case, since the query is extended over a subset of the temporal elements that comprises the history of the event, observation, or state on which the query is performed on, the universal and existential quantifiers can be used in conjunction with the modal operators MAY and MUST. This kind of queries can be formalized as follow:

\[
- \text{[MAY | MUST]} (\text{[FORALL | EXISTS]} (\text{concept, attribute, value}) \text{ constraint [entity | date | (concept, attribute, value, reference)])}
\]

As in the previous case, elements associated with a temporal reference (states, events, or observations) can be replaced by any of the functions described in section 3.2. Solving these queries involves an intermediate step in the translation of the query into the FuzzyTIME language since special attention must be given to quantifiers. The universal quantifier is translated into a conjunction of queries. For example, to solve the following query “has the patient suffered all strong pains a few days before admission?”,
rewritten as MUST (FORALL OBSERVATION(pain, intensity, high) LESS_THAN 3 DAYS BEFORE ADMISSION)), the temporal references of all the tuples matching the OBSERVATION predicate are retrieved. Let \( \{t_1, \ldots, t_n\} \) be these variables, the previous query can be translated into \( N(\bigwedge_{i=1}^n (t_i (LESS_THAN 3 DAYS) t_{admission}) \) which can be directly solved by FuzzyTIME. Queries involving existential quantifiers are translated into a disjunction of basic queries instead of a conjunction.

## 4 Conclusions

In this paper we have dealt with the integration of a general purpose module for temporal reasoning, FuzzyTIME, with a database where the domain information is stored. The extensible architecture of FuzzyTIME allows a seamless integration with any other module, in this case a database. The combined work of these components is necessary because both form part of a whole architecture, ACUDES [11], which benefit from (1) the major features of the temporal reasoner, such as the ability to deal with qualitative and quantitative temporal constraints and the efficient query answering process, and (2) the ability of the database manager for managing large amounts of data.

In the context of a decision support system in ICUs, more concretely in diagnosis, which is the domain where this system is applied, it is necessary to deal with temporal constraints. Therefore, a simple temporal extension of SQL like TSQL2 [6], which uses a timestamp column that represents a valid time for a tuple, is neither expressive not powerful enough to cope with the problem.

In the solution proposed in [9], the authors extend the relational model by redefining algebraic operators to deal with time and with (non fuzzy) qualitative temporal constraints between tuples. On the other hand, in [8] there is a theoretical approach to deal with indefinite temporal information on databases, but, again, only qualitative constraints are considered.

In our proposal, a specialised temporal manager is integrated on top of the database, and the original language has been extended to interact with a general structure for database tables. The result is a system able to perform operations over qualitative or quantitative constraints, such as asserting new temporal constrains, checking the consistency of constraints, and inferring new temporal constraints. Another contribution of our work is the ability to use the possibility theory modal operators for querying the database.

As regards the query language and the interaction with database, Section 3.2 provides basic functions for browsing concept histories and for retrieving specific occurrence. Furthermore, the kind of queries formerly allowed by FuzzyTIME has also been extended to take advantage of these new functions, making it possible to include existentlal and universal quantifiers in queries involving both temporal and atemporal information.
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\textbf{Abstract.} In this work we develop a logic for formalizing qualitative reasoning. This type of reasoning is generally used, for instance, when one has a lot of data from a real world example but the complexity of the numerical model suggests a qualitative (instead of quantitative) approach.

\section{Introduction}

When working with a real world problem one often encounters a lack of quantitative (numerical) information among the observed facts. A possible solution to this absence of information is simply to develop methods for reasoning under an incompletely specified environment, and logic methods have been applied to give rise to reasoning schemes for fuzzy, imprecise and missing information.

A different approach is to apply ideas from qualitative reasoning and, specifically, order of magnitude reasoning (OMR) introduced in [7] and later extended in [2–4, 9, 11]. The underlying idea is that by reasoning in terms of qualitative ranges of variables, as opposed to precise numerical values, it is possible to compute information about the behavior of a system with very little information about the system and without doing expensive numerical simulation.

Qualitative reasoning works with continuous magnitudes by means of a discretization so that it is possible to distinguish all the relevant aspects required by the context/specification (and only these aspects).

The basis of OMR systems is computing with a set of coarse values, usually generated as abstract representations of precise values. This is of course the same approach taken by any qualitative reasoning system. The distinctive feature of OMR is that the coarse values are generally of different order of magnitude.

Depending on the way the coarse values are defined, different OMR calculi can be generated: It is usual to distinguish between Absolute Order of Magnitude (AOM) and Relative Order of Magnitude (ROM) models. The former is represented by a partition of the real line, in which each element of \(\mathbb{R}\) belongs to a qualitative class. The latter type introduces a family of binary order-of-magnitude relations which establish different comparison relations between numbers. This can be illustrated by means of several important examples.

In [7] and extensions such as [2–4], coarse values are defined by means of ordering relations that express the distance between coarse values on a totally ordered domain
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in relation to the range they cover on that domain. Specifically, the seminal paper [7],
distinguishes three types of qualitative relations, such as \( x \) is close to \( y \), or \( x \) is negligible w.r.t. \( y \) or \( x \) is comparable to \( y \); later on, some extensions were proposed in order to
improve the original one with the inclusion of quantitative information, and allow for
the control of the inference process [2–4].

There exist attempts to integrate both approaches as well, so that an absolute parti-
tion is combined with a set of comparison relations between real numbers [9, 11]. For
instance, it is customary to divide the real line in seven equivalence classes and use the
following labels to denote these equivalence classes of \( \mathbb{R} \):

<table>
<thead>
<tr>
<th>NL</th>
<th>NM</th>
<th>NS</th>
<th>PS</th>
<th>PM</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-( \beta )</td>
<td>-( \alpha )</td>
<td>0</td>
<td>( \alpha )</td>
<td>( \beta )</td>
<td></td>
</tr>
</tbody>
</table>

The labels correspond to “negative large”, “negative medium”, “negative small”,
“zero”, “positive small”, “positive medium” and “positive large”, respectively. The real
numbers \( \alpha \) and \( \beta \) are the landmarks used to delimit the equivalence classes (the particular
criteria to choose these numbers would depend on the application in mind). In [9]
three binary relations (close to, comparable, negligible) were defined in the spirit of [7],
but using the labels corresponding to quantitative values, and preserving coherence be-
tween the relative model they define and the absolute model in which they are defined.

Our aim in this paper is to develop a non-classical logic for handling qualitative
reasoning with orders of magnitude. To the best of our knowledge, no formal logic
has been developed to deal with order-of-magnitude reasoning. However, non-classical
logics have been used as a support of qualitative reasoning in several ways: For in-
stance, in [12, 10] is remarkable the role of multimodal logics to deal with qualitative
spatio-temporal representations, and in [8] branching temporal logics have been used to
describe the possible solutions of ordinary differential equations when we have limited
information about a system.

In this paper, as a starting point of our proposal, we will use an arbitrary set of
real numbers, not necessarily all the real line, partitioned in equivalence classes: three
classes formed by so-called observable numbers (positive or negative) and non-observ-
able numbers or infinitesimals\(^1\) (including 0). In the class of infinitesimals we will
not distinguish between positive or negative. The landmarks are defined by a pair of
numbers \( \alpha^+ \) and \( \alpha^- \), and the equivalence classes are denoted as follows:

\[- OBS^+ \) (positive observable include \( \alpha^+ \))
\[- OBS^- \) (negative observable include \( \alpha^- \))
\[- INF \) (infinitesimals)

\[OBS^- \ | \ INF \ | \ OBS^+ \]

\[\alpha^- \ | \ \alpha^+ \]

Once we have the equivalence classes in the real line, we can make comparisons
between numbers by using binary relations such as

\(^1\)This means elements too small to be observed. Not to be confused with the formal meaning in
a hyper-real framework.
– $x$ is less than $y$, in symbols $x < y$
– $x$ is less than and comparable to $y$, in symbols $x \sqsubset y$.

where $\sqsubset$ is a restriction of the usual order of the real numbers ($<$) to numbers belonging to the same equivalence class.

We will introduce a minimal system to handle orders of magnitude based on the proposed approach, whose linear ordering will then be extended to $\mathbb{Q}$ and, finally, to $\mathbb{R}$.

In our syntax we will consider the operators $\square$ and $\Diamond$ to deal with the usual ordering $<$, and the operators $\blacksquare$ and $\blacklozenge$ to deal with $\sqsubset$. The intuitive meanings of each modal operator is as follows:

$\square A$ means $A$ is true for all number greater than the current one.
$\blacksquare A$ means $A$ is true for all number greater than and comparable to the current one.
$\Diamond A$ means $A$ is true for all number less than the current one.
$\blacklozenge A$ means $A$ is true for all number less than and comparable to the current one.

Although the treatment presented in this work is considerably simpler than those stated at the beginning of this section, still it is useful as a stepping stone for considering more complex systems, for which the logic has to be enriched by adding new modal operators capable to treat a bigger number of milestones, equivalence classes and/or qualitative relations.

This paper is organized as follows: In Section 2 the syntax and the semantics of the proposed logic is introduced; in Section 3 then a minimal axiom system is presented, whic axiomatizes validity in frames with an arbitrary set of real numbers is defined, then some extensions dealing with $\mathbb{Q}$ or $\mathbb{R}$ are given. In Section 4 the completeness proof is given, following a Henkin-style. Finally, in Section 5 some conclusions are drawn and prospects for future work are presented.

2 Syntax and Semantics of the Language $\mathcal{L}(MQ)$

The syntax of our initial language for qualitative reasoning is introduced below:

The alphabet of the language $\mathcal{L}(MQ)$ is defined by using:

– A stock of atoms or propositional variables, $\mathcal{V}$.
– The classical connectives $\neg$, $\land$, $\lor$ and $\rightarrow$ and the constants $\top$ and $\bot$.
– The unary modal connectives and $\square$, $\Diamond$, $\blacksquare$ and $\blacklozenge$.
– The constants $\alpha^+$ and $\alpha^-$
– The auxiliary symbols: (, ).

Formulas are generated from $\mathcal{V} \cup \{\alpha^+, \alpha^-, \top, \bot\}$ by the construction rules of classical propositional logic adding the following rule: If $A$ is a formula, then so are $\square A$, $\Diamond A$, $\blacksquare A$ and $\blacklozenge A$. The mirror image of $A$ is the result of replacing in $A$ each occurrence of $\square$, $\Diamond$, $\blacksquare$, $\blacklozenge$, $\alpha^+$, $\alpha^-$ by $\Diamond$, $\square$, $\blacksquare$, $\blacklozenge$, $\alpha^-$, $\alpha^+$, respectively. We shall use the symbols $\hat{\square}$, $\hat{\Diamond}$, $\hat{\blacksquare}$ and $\hat{\blacklozenge}$ as abbreviations respectively of $\neg\square\neg$, $\neg\Diamond\neg$, $\neg\blacksquare\neg$ and $\neg\blacklozenge\neg$. 
Definition 1. A multimodal qualitative frame for $\mathcal{L}(MQ)$ (or, simply, a frame) is a tuple $\Sigma = (\mathbb{S}, +\alpha, -\alpha, <)$, where

1. $\mathbb{S}$ is a nonempty set of real numbers.
2. $<$ is a strict linear order on $\mathbb{S}$.
3. $+\alpha$ and $-\alpha$ are designated points in $\mathbb{S}$ (called frame constants), and allow to form the sets $OBS^+$, $INF$, and $OBS^-$ defined below:

\[
OBS^- = \{ x \in \mathbb{S} | x \leq -\alpha \} \quad INF = \{ x \in \mathbb{S} | -\alpha < x < +\alpha \}
\]

\[
OBS^+ = \{ x \in \mathbb{S} | +\alpha \leq x \}
\]

We will use $x \sqsubset y$ as an abbreviation of “$x < y$ and $x, y \in EQ$, where $EQ \in \{OBS^+, INF, OBS^-\}$”.

Definition 2. Let $\Sigma$ be a multimodal qualitative frame, a multimodal qualitative model on $\Sigma$ (or $\Sigma$-model, for short) is an ordered pair $M = (\Sigma, h)$, where $h$ is a meaning function (or, interpretation) $h : V^- \rightarrow 2^\mathbb{S}$. Any interpretation can be uniquely extended to the set of all formulas in $\mathcal{L}(MQ)$ (also denoted by $h$) by using the usual conditions for the classical boolean connectives and the constants $\top$ and $\bot$, and the following conditions for the modal operators and frame constants:

\[
h(\Box A) = \{ x \in \mathbb{S} | y \in h(A) \text{ for all } y \text{ such that } x < y \}
\]

\[
h(\square A) = \{ x \in \mathbb{S} | y \in h(A) \text{ for all } y \text{ such that } x \sqsubset y \}
\]

\[
h(\Diamond A) = \{ x \in \mathbb{S} | y \in h(A) \text{ for all } y \text{ such that } y < x \}
\]

\[
h(\Diamond A) = \{ x \in \mathbb{S} | y \in h(A) \text{ for all } y \text{ such that } y \sqsubset x \}
\]

\[
h(\alpha^+) = \{ +\alpha \} \quad h(\alpha^-) = \{ -\alpha \}
\]

The concepts of truth and validity are defined in a straightforward manner.

3 Axiomatic Systems for $\mathcal{L}(MQ)$

In this section we define several axiomatic systems for multimodal qualitative logic. A list of axiom schemes and inference rules are presented in order to build the different systems. We also consider all the tautologies of classical propositional logic.

Axiom schemata for $\Box$, $\Diamond$:

K1 $\Box (A \rightarrow B) \rightarrow (\Box A \rightarrow \Box B)$
K2 $A \rightarrow \Box \Diamond A$
K3 $\Box A \rightarrow \Box \Box A$
K4 $\Diamond (A \land \Diamond B) \rightarrow (\Diamond (A \land B) \lor \Diamond (\Diamond A \land B) \lor \Diamond (A \land \Diamond B))$
K5 $\Box \Diamond A \rightarrow \Diamond A$
K6 $\Box A \rightarrow \Diamond A$
K7 $(\Diamond A \land \Diamond \neg A) \rightarrow (\Box \Diamond A \land \Box \neg A))$
Axiom schema for $\Box$:

\[ C1 \quad \Box (A \rightarrow B) \rightarrow (\Box A \rightarrow \Box B) \]

Mixed axiom:

\[ M1 \quad \Box A \rightarrow \Box A \]

Axiom schemata for constants, where $\xi$ denotes an element of the set $\{\alpha^+, \alpha^-\}$

\( c1 \quad \Diamond \xi \lor \Diamond \xi \lor \Diamond \xi \)

\( c2 \quad \xi \rightarrow (\Box \neg \xi \land \Box \neg \xi) \)

\( c3 \quad \alpha^- \rightarrow \Diamond \alpha^+ \)

\( c4 \quad \alpha^- \rightarrow \Box A \)

\( c5 \quad (\Diamond \alpha^- \land \Diamond \alpha^+) \rightarrow \Box (\Diamond \alpha^- \land \Diamond \alpha^+) \)

\( c6 \quad \Diamond \alpha^- \rightarrow \Box (\Diamond \alpha^- \land \Diamond \alpha^-) \)

\( c7 \quad (\alpha^+ \land \Box A) \rightarrow \Box A \)

\( c8 \quad \Box A \rightarrow \Box ((\alpha^- \lor \Diamond \alpha^-) \rightarrow A) \)

\( c9 \quad (\Diamond \alpha^+ \land \Box A) \rightarrow \Box A \)

\( c10 \quad (\Diamond \alpha^- \land \Diamond \alpha^+ \land \Box A) \rightarrow \Box ((\Diamond \alpha^- \land \Diamond \alpha^+) \rightarrow A) \)

We also consider as axioms the corresponding mirror images.

Rules of inference:

- **(MP)** Modus Ponens for $\rightarrow$
  - If $\vdash A$ then $\vdash \Box A$
  - If $\vdash A$ then $\vdash \Box A$

**Definition 3.** The minimal system for $L(MQ)$ is denoted $MQ$. It consists of the axioms given by $K1$–$K4$ plus $M1$, $C1$, $c1$–$c10$ and the corresponding mirror images. $MQ_Q$ is the extension of $MQ$ by adding $K5$, $K6$ and their mirror images. Finally, $MQ_R$ is the extension of $MQ_Q$ by adding $K7$ and its mirror image.

The concepts of proof and theorem are defined in a standard way.

4 Soundness and Completeness

The proof of soundness is straightforward, since validity of the axioms and preservation of validity by inference rules is simply a standard calculation. Thus, we need only to focus on completeness, for which a Henkin-style proof can be constructed.

The proof of completeness follows the step-by-step method as in [1]; therefore, some results about consistent (maximal consistent) sets of formulas are needed. Some familiarity with the basic properties of maximal consistent sets is assumed, we shall use $MC$ to denote the set of all maximal consistent sets of formulas (mc-sets) of any of the systems introduced in the previous section. We denote by $AS$ any such axiomatic system.
Definition 4. Let $\Gamma_1, \Gamma_2 \in \mathcal{MC}$. Then:

1. $\Gamma_1 \triangleright \Gamma_2$ if and only if $\{ A \mid \boxcheck A \in \Gamma_1 \} \subseteq \Gamma_2$
2. $\Gamma_1 \triangleright\triangleright \Gamma_2$ if and only if $\{ A \mid \boxdot A \in \Gamma_1 \} \subseteq \Gamma_2$

The three lemmas below state some modal properties of the operators $\triangleright$ and $\triangleright\triangleright$: the behaviour with respect to the relations just introduced, the transitivity and linearity of those orderings, and the existence of mc-sets with suitable properties. The statements only contain the behaviour of the specific (black) modal connectives, the usual (white) modalities have the same properties:

Lemma 1. Let $\Gamma_1, \Gamma_2 \in \mathcal{MC}$, then:

1. $\Gamma_1 \triangleright\triangleright \Gamma_2$ if and only if $\{ A \mid \boxdot A \in \Gamma_1 \} \subseteq \Gamma_2$
2. $\Gamma_1 \triangleright\triangleright \Gamma_2$ if and only if $\{ A \mid \boxdot A \in \Gamma_1 \} \subseteq \Gamma_2$
3. $\Gamma_1 \triangleright\triangleright \Gamma_2$ if and only if $\{ A \mid \boxdot A \in \Gamma_1 \} \subseteq \Gamma_2$
4. (Lindenbaum’s Lemma) Any consistent set of formulas in $\mathcal{AS}$ can be extended to an mc-set in $\mathcal{AS}$.

Lemma 2. Consider $\Gamma_1, \Gamma_2, \Gamma_3 \in \mathcal{MC}$, then

1. If $\Gamma_1 \triangleright \Gamma_2$ and $\Gamma_2 \triangleright \Gamma_3$, then $\Gamma_1 \triangleright \Gamma_3$.
2. If $\Gamma_1 \triangleright \Gamma_2$ and $\Gamma_1 \triangleright \Gamma_3$, then either $\Gamma_2 \triangleright \Gamma_3$ or $\Gamma_3 \triangleright \Gamma_2$ or $\Gamma_2 = \Gamma_3$.
3. If $\Gamma_2 \triangleright \Gamma_1$ and $\Gamma_3 \triangleright \Gamma_1$, then either $\Gamma_2 \triangleright \Gamma_3$ or $\Gamma_3 \triangleright \Gamma_2$ or $\Gamma_2 = \Gamma_3$.

Lemma 3. Assume $\Gamma_1 \in \mathcal{MC}$:

1. If $\boxdot A \in \Gamma_1$, then there exists $\Gamma_2 \in \mathcal{MC}$ such that $\Gamma_1 \triangleright \Gamma_2$ and $A \in \Gamma_2$.
2. If $\boxcheck A \in \Gamma_1$, then there exists $\Gamma_2 \in \mathcal{MC}$ such that $\Gamma_2 \triangleright \Gamma_1$ and $A \in \Gamma_2$.

The following two lemmas are specific of our logic, since the behaviour of specific and general connectives is studied.

Lemma 4. Consider $\Gamma_1, \Gamma_2 \in \mathcal{MC}$ such that $\Gamma_1 \triangleright \Gamma_2$, then $\Gamma_1 \triangleright\triangleright \Gamma_2$ holds if and only if one of the following conditions below is fulfilled:

1. $\{ \boxdot \alpha^- \wedge \boxdot \alpha^+, \boxcheck \alpha^+, \boxcheck \alpha^- \} \cap \Gamma_1 \cap \Gamma_2 \neq \emptyset$
2. $\alpha^+ \in \Gamma_1$
3. $\alpha^- \in \Gamma_2$

Lemma 5. Given $\Gamma_1, \Gamma_2, \Gamma_3 \in \mathcal{MC}$ we have:

1. If $\Gamma_1 \triangleright \Gamma_2$, then $\Gamma_1 \triangleright\triangleright \Gamma_2$
2. If $\Gamma_1 \triangleright \Gamma_2$, $\Gamma_1 \triangleright\triangleright \Gamma_3$ and it is not the case that $\Gamma_1 \triangleright \Gamma_3$, then $\Gamma_2 \triangleright \Gamma_3$
3. If $\Gamma_2 \triangleright \Gamma_1$, $\Gamma_3 \triangleright \Gamma_1$ and it is not the case that $\Gamma_3 \triangleright \Gamma_1$, then $\Gamma_2 \triangleright \Gamma_3$
4. If $\Gamma_1 \triangleright \Gamma_2$, $\Gamma_3 \triangleright \Gamma_1$ and it is not the case that $\Gamma_3 \triangleright \Gamma_1$, then $\Gamma_3 \triangleright \Gamma_2$

We will sketch the proof of completeness by using the step-by-step method. The following definitions are needed in order to describe the construction method of each step in the proof.

The construction is built upon the concept of pre-frame.
Definition 5.

1. A pre-frame is a tuple obtained by eliminating either one or both frame constants from a frame, that is, a pre-frame can be of the following forms: either \( \Upsilon = (S, <) \) or \( \Upsilon = (S, +\alpha, <) \) or \( \Upsilon = (S, -\alpha, <) \).

2. Given a pre-frame \( \Upsilon \), a trace of \( \Upsilon \) is a function \( f_\Upsilon : S \rightarrow 2^{\mathbb{L}(MQ)} \) such that, for all \( x \in S \), the set \( f_\Upsilon(x) \) is a maximal consistent set.

Definition 6.

1. Given a frame \( \Sigma \), a trace of \( \Sigma \) is a function \( f_\Sigma : S \rightarrow 2^{\mathbb{L}(MQ)} \) such that, for all \( x \in S \), the set \( f_\Sigma(x) \) is a maximal consistent set.

2. Let \( f_\Sigma \) be a trace of \( \Sigma = (S, +\alpha, -\alpha, <) \). Then \( f_\Sigma \) is called:
   - Coherent if it satisfies:
     (i) \( \alpha^+ \in f_\Sigma(+\alpha) \) and \( \alpha^- \in f_\Sigma(-\alpha) \)
     (ii) for all \( x, y \in S \):
       (a) If \( x < y \) then \( f_\Sigma(x) \triangleright f_\Sigma(y) \)
       (b) If \( x \sqsubseteq y \), then \( f_\Sigma(x) \blacktriangleright f_\Sigma(y) \)
   - \( \blacktriangledown \)-prophetic if it is coherent and for all formula \( A \) and all \( x \in S \):
     \[
     \text{if } \blacktriangledown A \in f_\Sigma(x), \text{ there exists } y \text{ such that } x < y \text{ and } A \in f_\Sigma(y) \tag{1}
     \]
   - \( \blacktriangleleft \)-prophetic if it is coherent and for all formula \( A \) and all \( x \in S \):
     \[
     \text{if } \blacktriangleleft A \in f_\Sigma(x), \text{ there exists } y \text{ such that } x \sqsubseteq y \text{ and } A \in f_\Sigma(y) \tag{2}
     \]
   - \( \blacktriangledown \)-historic if it is coherent and for all formula \( A \) and all \( x \in S \):
     \[
     \text{if } \blacktriangledown A \in f_\Sigma(x), \text{ there exists } y \text{ such that } y < x \text{ and } A \in f_\Sigma(y) \tag{3}
     \]
   - \( \blacktriangleleft \)-historic if it is coherent and for all formula \( A \) and all \( x \in S \):
     \[
     \text{if } \blacktriangleleft A \in f_\Sigma(x), \text{ there exists } y \text{ such that } y \sqsupset x \text{ and } A \in f_\Sigma(y) \tag{4}
     \]
   - The conditional expression (1) (resp. (2), (3), (4)) is called a \( \blacktriangledown \)-prophetic (resp. \( \blacktriangleleft \)-prophetic, \( \blacktriangledown \)-historic, \( \blacktriangleleft \)-historic) conditional for \( f_\Sigma \) wrt \( \blacktriangledown A \) (resp. \( \blacktriangleleft A \), \( \blacktriangledown A \) or \( \blacktriangleleft A \)) and \( x \). We also say in this case that such a conditional is simply a conditional for \( f_\Sigma \).
   \( f_\Sigma \) is called prophetic if it is \( \blacktriangledown \)-prophetic (or \( \blacktriangleleft \)-prophetic) and it is called historic if it is \( \blacktriangledown \)-historic (or \( \blacktriangleleft \)-historic).

3. Let \( f_\Sigma \) be a trace of \( \Sigma = (S, +\alpha, -\alpha, <) \). \( f_\Sigma \) is called full if it is prophetic and historic.
Definition 7.

1. Let \( S \) be a denumerable infinite set. We consider the class, \( \Xi_S \), of finite frames, \((S, +\alpha, -\alpha, <)\), where \( S \) is a nonempty finite subset of \( S \).

If \( \Sigma_1 = (S_1, +\alpha_1, -\alpha_1, <_1) \), \( \Sigma_2 = (S_2, +\alpha_2, -\alpha_2, <_2) \) \( \in \Xi_S \), we say that \( \Sigma_2 \) is an extension of \( \Sigma_1 \) if the following conditions are satisfied: \( S_1 \subseteq S_2, <_1 \subseteq <_2, +\alpha_1 = +\alpha_2, -\alpha_1 = -\alpha_2 \).

In a similar way we define that a pre-frame \( \Upsilon_1 \) is an extension of the pre-frame \( \Upsilon_2 \).

2. Let \( f_{\Sigma} \) be a trace of a frame \( \Sigma = (S, +\alpha, -\alpha, <) \in \Xi_S \).

- Consider a \( \boxdot \)-prophetic conditional for \( f_{\Sigma} \) (with respect to \( \boxdot A \) and \( x \)):

\[
\text{if } \boxdot A \in f_{\Sigma}(x), \text{ there exists } y \in S \text{ such that } x < y \text{ and } A \in f_{\Sigma}(y)
\]

This conditional is said to be active, if \( \boxdot A \in f_{\Sigma}(x) \) but there is no \( y \) such that \( x < y \) and \( A \in f_{\Sigma}(y) \); otherwise, if there exists \( y \) such that \( x < y \) and \( A \in f_{\Sigma}(y) \) the conditional is said to be exhausted\(^2\).

- The definition of active and exhausted \( \blacklozenge \)-prophetic conditional are given in a similar manner.

- For conditionals of type historic the definitions are similar.

Theorem 1 (Completeness Theorem). If \( A \) is a valid formula of \( L(MQ) \), then \( A \) is a theorem of \( MQ \).

Proof. The idea is to show that for any consistent formula \( A \), it is possible to build a multimodal qualitative frame \( \Sigma = (S, +\alpha, -\alpha, <) \) and a full trace \( f_{\Sigma} \), such that \( A \in f_{\Sigma}(x) \) for some \( x \in S \). The frame \( \Sigma \) will be the countable union of a sequence of finite frames, \( \Sigma_0, \Sigma_1, \ldots, \Sigma_n, \ldots \), taken from the class \( \Xi_S \) in Def 7. However, a preprocessing step is needed at the beginning of the construction; obviously, this preprocessing is of length at most two, since we have to guarantee the introduction of the frame constants \(+\alpha\) and \(-\alpha\).

Obtaining an Initial Frame. We define \( \Upsilon_0 = (S', <') \) where \( S' = \{x_0\} \), \( <' = \emptyset \) and the trace \( f_{\Upsilon_0} \) is defined as \( f_{\Upsilon_0}(x_0) = \Gamma_0 \) where \( \Gamma_0 \) is a maximal consistent set containing \( A \), which exists by Lindenbaum’s lemma. The next step depends on whether \( x_0 \) is a frame constant (we take \( x_0 = -\alpha \) if \( \alpha^- \in \Gamma_0 \) or \( x_0 = +\alpha \) if \( \alpha^+ \in \Gamma_0 \)) or not.

On the one hand, assume that \( x_0 = -\alpha \) (the case \( x_0 = +\alpha \) is similar), then we have \( \boxdot \alpha^+ \in f_{\Sigma_0}(x_0) \). By Lemma 3(1) (with respect to white connectives) there exists \( \Gamma_1 \) such that \( \alpha^+ \in \Gamma_1 \). Now, we select the frame \( \Sigma_0 = (S_0, <_0) \) as follows:

- \( S_0 = \{-\alpha, +\alpha\} \)
- \( <_0 = \{-\alpha, +\alpha\} \)

and the corresponding trace is defined as \( f_{\Sigma_0} = f_{\Upsilon_0} \cup \{((\alpha^+, \Gamma_1))\} \), which is clearly coherent.

On the other hand, if we have \( \alpha^- \neq x_0 \neq \alpha^+ \), then we need to apply two steps as the previously described, one for introducing each frame constant.

\(^2\) In other words, a conditional is said to be active if the conditional expression is not satisfied, whereas is said to be exhausted if the consequent is satisfied.
From the Initial Frame Onwards. Once we have an initial frame to work with, for the construction of $\Sigma$, we define an enumeration of elements in $S = \{x_i \mid i \in \mathbb{N}\}$ and an enumeration of formulas $A_0, A_1, \ldots, A_n, \ldots$ of the language $L(MQ)$. Therefore, a code number can be assigned to each prophetic (historic) conditional in the usual way.

Assume that $\Sigma_n = (S_n, <_n)$ and $f_{\Sigma_n}$ are defined. Then, if no conditional is active, then $\Sigma_{n+1} = \Sigma_n, f_{\Sigma_{n+1}} = f_{\Sigma_n}$ and the construction is finished. Otherwise, i.e., if there are prophetic (or historic) conditionals for $f_{\Sigma_n}$ with respect to $\rightarrow_A$ (respectively, $\overrightarrow{A}$, $\overleftarrow{A}$, $\leftarrow_A$) and $x$, which are active, then we choose the conditional $C$ with the lowest code number. By the exhausting lemma to be introduced later, there exists an extension $\Sigma_{n+1} = (S_{n+1}, <_{n+1}) \in \Xi_S$ of $\Sigma_n$ together with an extension $f_{\Sigma_{n+1}}$ of $f_{\Sigma_n}$ such that the conditional $C$ for $f_{\Sigma_{n+1}}$ is exhausted. The trace of each finite frame is coherent, although in general, it fails to be either prophetic or historic. It can be proved that the final frame $\Sigma$, as defined, is such that $f_{\Sigma}$ is full. Thus, $A$ is verified by the trace lemma below.

The lemmas used in the sketch of the proof of completeness are stated below.

**Lemma 6 (Trace Lemma).** Let $f_\Sigma$ be a full trace of a multimodal qualitative frame $\Sigma$. Let $h$ be an interpretation assigning each propositional variable, $p$, the set $h(p) = \{x \in S \mid p \in f_\Sigma(x)\}$. Then, for any formula, $A$, we have $h(A) = \{x \in S \mid A \in f_\Sigma(x)\}$.

**Lemma 7 (Exhausting Lemma).** Let $\Xi_S$ be as in Definition 7, $f_{\Sigma_n}$ a coherent trace of a frame $\Sigma_n \in \Xi_S$, and suppose that there is a prophetic (historic) conditional, $C$, for $f_{\Sigma_n}$ which is active. Then there is a frame $\Sigma_{n+1} \in \Xi_S$ and a coherent trace $f_{\Sigma_{n+1}}$, an extension of $f_{\Sigma_n}$, such that $C$ is a conditional for $f_{\Sigma_{n+1}}$ which is exhausted.

The completeness of systems $MQ_Q$ and $MQ_R$ are straightforward following [1].

5 Conclusions and Future Work

A minimal multimodal language for the handling of qualitative reasoning has been introduced, a sound and complete system for multimodal qualitative reasoning has been presented, and its completeness theorem has been sketched. The importance of using a logical apparatus in the treatment of qualitative reasoning is the possibility of mechanization of its reasoning system.

Obviously, this minimal language is still very poor in order to represent real-world interesting problems, for usually a greater number of landmarks are considered in AI applications of qualitative reasoning. As future work it is expected to extend the language, and automatize its proof procedure, namely:

1. Integrate further modalities expressed in terms of the Absolute and/or Relative Orders of Magnitude, such as closeness or negligibility, and considering a finer partition of the real line.
2. Develop a tableau calculus as proof procedure.
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Abstract. The Partitioning problem is a key issue in the design of Distributed Virtual Environment (DVE) systems based on a server-network architecture. This problem consists of efficiently assigning the clients of the simulation (avatars) to the system servers. Despite the existing literature proposes different evolutive approaches for solving this NP-hard problem, an approach based on genetic algorithms is considered as the current best partitioning mechanism.

In this paper, we analyze the impact of the low diversity of the initial population in this algorithm, and we propose a new mechanism for generating initial populations of higher quality. We also propose a new set of crossover methods oriented to problem specifications. Both improvements define a new genetic algorithm that provides better solutions than any other existing approach, in terms of both quality function and execution time.

1 Introduction

Distributed Virtual Environment (DVE) systems have experienced a spectacular growth last years. These systems allow multiple users, working on different computers that are interconnected through different networks (and even through Internet) to interact in a shared virtual world. This is achieved by rendering images of the environment as a user located at that point in the virtual environment would perceive them. Each user is represented in the shared virtual environment by an entity called avatar, whose state is controlled by the user input. Since DVE systems support visual interactions between multiple avatars, every change in each avatar must be propagated to some avatars in the shared virtual environment. DVE systems are currently used in many different applications [20], such as collaborative design [18], civil and military distributed training [12], e-learning [17] or multi-player games [1, 7].

One of the key issues in the design of a scalable DVE system is the partitioning problem. It consists of efficiently assigning the workload (avatars) among different servers in the system [8]. The partitioning problem determines the overall performance of the DVE systems, since it has an effect not only on the workload that each server in the system supports, but also on the inter-server communications (and therefore on
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the network traffic). Despite the partitioning problem in DVE systems has been usually addressed with ad-hoc procedures [20, 9], recent works propose partitioning schemes following evolutive approaches [14–16]. One of these approaches, based on a genetic algorithm, offers good performances in terms of execution time and low values of quality function.

In this paper, we propose a set of improvements for this genetic approach in order to develop more scalable and cost-effective DVE systems. These improvements consists of maximizing the structural diversity of initial population and also of incorporating a new crossover mechanism. In this mechanism, each chromosome of the current population randomly chooses a crossover operation from a small set of oriented crossovers. Performance evaluation results show that, due to its ability of avoiding premature convergence of solutions, the proposed method can provide better solutions while requiring shorter execution time than other methods proposed in the literature.

The rest of the paper is organized as follows: Section 2 describes the partitioning problem and the proposed techniques for solving it. Section 3 shows the implementation of the proposed genetic approach for solving the partitioning problem. Next, Section 4 presents the performance evaluation of the proposed search method. Finally, Section 5 presents some concluding remarks and future work to be done.

2 The Partitioning Problem in DVE Systems

Architectures based on networked servers are becoming a de-facto standard for DVE systems [20, 9, 15]. In these architectures, the control of the simulation relies on several interconnected servers. Multi-platform client computers are connected to one of these servers. When a client modifies an avatar, it also sends an updating message to its server, that in turn must propagate this message to other servers and clients. Servers must render different 3D models, perform positional updates of avatars and transfer control information among different clients. Thus, each new avatar represents an increasing in both the computational requirements of the application and also in the amount of network traffic. When the number of connected clients increases, the number of updating messages must be limited in order to avoid a message outburst. In this sense, concepts like areas of influence (AOI) [20] or locales [2] have been proposed for limiting the number of neighboring avatars that a given avatar must communicate with. All these concepts define a neighborhood area for avatars, in such a way that a given avatar must notify his movements (by sending an updating message) only to those avatars located in that neighborhood. These avatars are denoted as neighbor avatars.

Depending on their origin and destination avatars, messages in a DVE system can be intra-server or inter-server messages. Figure 1 shows an example of a DVE system consisting of several servers interconnected through a network. This figure also shows an example of both intra-server and inter-server avatar updating messages. In this figure, avatars are uniformly distributed and they are represented as dots. Each server manages a given number of clients (avatars) and decides which avatars are the destinations for the messages received from other avatars. This figure also shows an example of both intra-server and inter-server avatar updating messages. Inter-server messages are those messages whose origin and destination avatars are assigned to different servers. Other-
wise, the message is an intra-server message. In order to design scalable DVE systems, the number of inter-server messages must be minimized. Effectively, when clients send intra-server messages they only concern a single server. Therefore, they are minimizing the computing, storage and communication requirements for maintaining a consistent view of the virtual world to all avatars in a DVE system.

Lui and Chan propose in [8] propose a quality function, denoted as $C_p$, for evaluating each assignment of clients to servers. This quality function takes into account two parameters. One of them consists of the computing workload generated by clients in the DVE system, denoted as $C_p^W$. In order to minimize this parameter, the computing workload should be proportionally distributed among all the servers in the DVE system, according to the computing resources of each server. The other parameter of the quality function consists of the overall inter-server communication cost for sending the messages generated by all avatars, denoted as $C_p^L$. In order to minimize this parameter, avatars sharing the same AOI should be assigned to the same server. Quality function $C_p$ is defined as

$$C_p = W_1 C_p^W + W_2 C_p^L$$

(1)

where $W_1$ and $W_2$ are two coefficients that weight the relative importance of the computational and communication workload, respectively ($W_1 + W_2 = 1$). These coefficients should be tuned according to the specific features of each DVE system. Using this quality function (and assuming $W_1 = W_2 = 0.5$) Lui and Chan propose an ad-hoc approach, called LOT, that re-assigns clients to servers [9]. The partitioning algorithm should be periodically executed for adapting the partition to the current state of the DVE system as it evolves (avatars can join or leave the DVE system at any time, and they can also move everywhere within the simulated virtual world). Lui and Chan also have proposed a testing platform for the performance evaluation of DVE systems, as well as a parallelization of the partitioning algorithm [9].

Since the partitioning problem in DVE systems can be considered as a combinatorial optimization problem, different solutions based on metaheuristic techniques has been proposed [13–16]. Despite [13] describes a constructive strategy based on GRASP, the best partitioning results has been obtaining using evolutive techniques [15]. Among these evolutive techniques a genetic methods offer especially excellent results in terms of execution time and quality of the provided solutions.
Although the genetic approach proposed in [15] performs reasonably well, it is based on the generation of an initial population obtained by deriving a unique solution provided by a k-means clustering algorithm [16]. Despite this feature offers an improved initial population of feasible solutions it, does not focus on maximizing the structural diversity of chromosomes. As described in [11] and [4], this low level of structural diversity can lead the algorithm to reach a local minimum or even a poorer approximation to this value. Additionally, the crossover mechanism used by this algorithm is based on an auto-fertilization technique, where chromosomes are derived following a single-point crossover [5]. This crossover mechanism is excessively generalist, and it is possible to offer new crossover strategies more oriented to problem specifications.

3 A New Genetic Technique for Solving the Partitioning Problem

In order to improve the performance of our current approach for solving the partitioning problem in DVE systems, we propose a new version of the genetic algorithm. This new version focuses on maximizing the structural diversity of initial population and improving the crossover operator. The new algorithm replaces the current generation of the initial population with a new method based on random projections. Additionally, the crossover is performed by randomly choosing a mechanism from a list composed of five different crossover operators. All these five operators are very oriented to the specifications of partitioning problem in DVE systems.

3.1 Generation of a Heuristic Initial Population

Most of metaheuristics are based on the fast generation of an initial population of elements [15, 11]. This initial population usually represents a set of poor solutions to the problem, and it is evolved through a crossover operator until a stopping criterion (for example, a given number of iterations) is reached.

If the initial population has been correctly defined, then the metaheuristic algorithm easily obtains a good approximation to the global optimum. Moreover, as it is described in [11], if the initial population is not randomly selected then the algorithm should maintain a certain level of structural diversity among all the chromosomes, in order to properly represent the whole set of feasible solutions and to avoid the premature convergence of the search.

Taking into account these considerations, we propose a new mechanism, called Projections algorithm (PA), in order to generate the new population of initial solutions. This fast algorithm provides a set of independent and well-diversified initial solutions to the problem.

PA consists of a given number of iterations \( n_c \) that defines the number of chromosomes in the population (population size). Each one of the \( n_c \) chromosomes represents a complete partitioning solution to the problem where all the N avatars \((A_0, \ldots, A_{N-1})\) in the DVE are assigned to the \( M \) servers \((S_0, \ldots, S_{M-1})\) in the system. An iteration consist of four steps (for the sake of clearness, we will consider in the following description that avatars move across a 2-D virtual world. The extrapolation to 3-D worlds is reasonably trivial), illustrated in Figure 2:
First, each avatar in the system is assigned to server \( S_0 \) (Fig.2a). Next, a random value \( \theta \) between 0 and \( \pi/2 \) is generated. Since all avatars are located on a Cartesian plane, PA draws a straight line which passes through the zero coordinates (0,0) with a slope of \( \theta \) radians (fig.2b). This line and its perpendicular define a new coordinate axis that is rotated \( \theta \) radians with respect to the original position. Using a simple affine transformation (fig.2c), the old coordinates \((X_i, Y_i)\) of each avatar can now be expressed with respect to the rotated axis by the new coordinates \((X'_i, Y'_i)\). At this point, PA generates two different binary search trees with \( X'_i \) and \( Y'_i \) search keys of each avatar. Once both trees are created, the \( N/M \) different avatars in both trees with the highest and the lowest keys are put into four different sets [19]. In order to assign a set of avatars to a server, the third step of PA evaluates separately the different sets of avatars using the \( C_p \) function. Since both sets have the same cardinality \( N/M \), PA algorithm only computes the \( C_p^L \) term. The term \( C_p^W \) is not computed, since it evaluates the standard deviation of the assigned avatars with respect to the the perfect balancing. The last step is to select the set with the lowest \( C_p^L \) value, and all avatars contained in this set are assigned to server \( S_1 \) (fig.2d). At this point, \( N(M-1)/M \) avatars are still assigned to server \( S_0 \), and \( N/M \) avatars are assigned to server \( S_1 \). Next iteration allows server \( S_0 \) to lose another \( N/M \) avatars, which are assigned to \( S_2 \). PA algorithm finishes when the last group of avatars (with a size less or equal to \( N/M \) avatars) is assigned to server \( S_{M-1} \). At this point, a number of avatars very close to \( N/M \) are assigned to each server in the DVE system.

![Diagram](image)

**Fig. 2.** Generation of the initial population based on *Projection Algorithm*

It is important to mention that the use of 4 binary search trees allows to improve diversity when selecting the sets of avatars to be assigned to the target server for each iteration. The random generation of rotation angles guarantees inherently independent solutions in the generation of individuals of the initial population. Moreover, this population allows the genetic approach to evolve solutions with good values of quality function \( C_p \). These good \( C_p \) values are achieved by balancing the number of avatars among the servers and assigning to the same server the avatars that are closely located in the virtual scene.

### 3.2 Providing Randomness to Chromosome Crossover

In order to evolve chromosomes, the first approach for solving the partitioning problem in DVE systems, based on a genetic algorithm uses an auto-fertilization technique [16].
In this technique, each chromosome generates a new chromosome following a single-point crossover with a probability equal to one [5]. When the crossover operator is applied to all individuals of the population (the child population has been completely created) an elitist selection guarantees the survival of the best individuals. This crossover operator is excessively generalist and has been used often for solving different combinatorial problems.

The proposed technique is based on the random selection of crossover operators from a list. This list, which is accessed for each derivation, consists of five operators very oriented to problem specifications. The operator list consists of the following elements:

1. **Operator 1.** Random exchange of the current assignment for two border avatars. A given avatar $A_i$ is a border avatar if it is assigned to a certain server $S_r$ in the initial partition and any of the avatars in its AOI is assigned to a server different from $S_r$ [14].

2. **Operator 2.** Once a border avatar $A_i$ has been randomly selected, it is randomly assigned to one of the servers $S_f$ hosting the border avatars of $A_i$.

3. **Operator 3.** Besides the step described in the previous operator, if it exists an avatar $A_j$ such that $A_j$ is assigned to $S_f$ and it is a neighbor avatar of $A_i$, then $A_j$ is assigned to $S_r$.

4. **Operator 4.** Since each avatar generates a certain level of workload in the server where it is assigned to [8], then it is possible to sort the servers of a DVE system according to the level of workload they support. If $S_m$ and $S_n$ are the servers with the highest and the lowest level of workload in the system, respectively, then a random avatar $A_k$ assigned to $S_m$ is assigned to $S_n$.

5. **Operator 5.** Besides the step described in the previous operator, a random avatar $A_l$, initially assigned to $S_n$, is now assigned to $S_m$.

### 4 Performance Evaluation

This section presents the performance evaluation results obtained with the proposed new genetic algorithm described in the previous section when it is used for solving the partitioning problem in DVE systems. Following the standard evaluation methodology described in [8] and used in [9, 13–16], we have empirically tested the new approach in two examples of a DVE system: a SMALL world, composed by 13 avatars and 3 servers, and a LARGE world, composed by 2500 avatars and 8 servers. We have considered two parameters: the value of the quality function $C_p$ for the partition provided by the proposed search method and also the computational cost, in terms of execution time, required by the search method in order to provide that partition.

Our evaluation tool models the behavior of a generic DVE system with a server-network architecture on a real network of heterogeneous computers. Each server is implemented in a single PC, while up to 50 clients is allocated in the same PC. Following this configuration, a battery of DVE systems was tested. This battery was composed by 400 SMALL worlds and 300 LARGE worlds. We have used a 10 Mbps Ethernet as the interconnection network. The hardware platform used for the evaluation has been a Pentium IV at 1.7 GHz 256 Mbytes of RAM. The operating system was Windows 2000 Professional operating system.
4.1 Tuning of Genetic Algorithm

As described in [14, 16], the parameters of the genetic algorithm that should be tuned in order to achieve optimal performance are the population size, the number of generations, and the mutation rate.

Figure 3 shows the convergence of the proposed approach as the number of generations and mutation rate vary in a LARGE DVE configuration. This convergence is expressed in terms of fitness function $C_p$. Due to space limitations, the variation of the population size is not shown in this figure. The incidence of this parameter in the behavior of the algorithm is very similar to the incidence of the number of generations in the same DVE system.

![Graph showing the convergence of $C_p$](image)

**Fig. 3.** $C_p$ values obtained for different amounts of generations and mutation rates in a LARGE DVE system

Figure 3 shows (the graphic on the left) that for all the considered distributions, the $C_p$ value provided by the proposed algorithm decreases as the number of iterations increases, until a value of 400 iterations is reached. From that point, quality function $C_p$ slightly decreases or remain constant, depending on the considered distribution of avatars. The same behavior is shown for the population size when it reaches values close to 20 chromosomes. Although it is not shown here, values bigger than this number of iterations require too much execution time and do not reach significantly better solutions in terms of $C_p$. On other hand, a different behavior is observed when the mutation rate is varied (graphic on de right in figure 3). The values of quality function $C_p$ provided by the proposed algorithm decrease as this parameter grows, until the system explore values close to 8-9%. From these points, genetic algorithm starts to obtain worse solutions in term of $C_p$. The reason for this behavior is that if an excessive number of mutations is performed for a given generation of individuals, then the evolving process of maintaining a set of high quality solutions is excessively degraded.

Therefore, tuning of the selected parameters for the proposed genetic method and for the LARGE DVE systems has been 400 iterations, 20 chromosomes and a mutation rate of 9%.

4.2 Evaluation Results

For comparison purposes, we have evaluated the performance of the proposed approach, as well as the linear optimization technique (LOT) described in [9] and also the basic
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The genetic approach (BGA) presented in [16]. The latter method currently provides the best results for the partitioning problem in DVE systems. In the case of SMALL worlds we have also performed an exhaustive search through the solution space, obtaining the best partition as possible. Since this exhaustive method requires the exploration of a domain composed by $3^{13}$ (1,594,323) different solutions in SMALL worlds, this problem becomes unaffordable when LARGE worlds are considered ($8^{2500}$ different solutions). On other hand, since the performance of the heuristic search methods may heavily depend on the location of the avatars, we have considered three different distributions of avatars: uniform, skewed, and clustered distribution.

Table 1 and table 2 show the evaluation results for a SMALL and LARGE virtual worlds, respectively. These tables show the $C_p$ values corresponding to the final partitions provided by two versions of proposed genetic approach for a SMALL and LARGE virtual worlds, and also the execution times required in order to obtain these final partitions. Additionally, they also show the same results obtained for BGA and LOT methods.

<table>
<thead>
<tr>
<th>Uniform distribution</th>
<th>Skewed distribution</th>
<th>Clustered distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{exe}(sec.)$</td>
<td>$C_p$</td>
<td>$T_{exe}(sec.)$</td>
</tr>
<tr>
<td>Exhaustive</td>
<td>3.411</td>
<td>6.54</td>
</tr>
<tr>
<td>LOT</td>
<td>0.0009</td>
<td>6.56</td>
</tr>
<tr>
<td>BGA</td>
<td>0.002</td>
<td>6.54</td>
</tr>
<tr>
<td>V1</td>
<td>0.002</td>
<td>6.54</td>
</tr>
<tr>
<td>V2</td>
<td>0.003</td>
<td>6.54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Uniform distribution</th>
<th>Skewed distribution</th>
<th>Clustered distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{exe}(sec.)$</td>
<td>$C_p$</td>
<td>$T_{exe}(sec.)$</td>
</tr>
<tr>
<td>LOT</td>
<td>30.94</td>
<td>1637.04</td>
</tr>
<tr>
<td>BGA</td>
<td>6.65</td>
<td>1832.2</td>
</tr>
<tr>
<td>V1</td>
<td>6.24</td>
<td>547.2</td>
</tr>
<tr>
<td>V2</td>
<td>6.41</td>
<td>321.3</td>
</tr>
</tbody>
</table>

In order to evaluate the improvements introduced by the methods proposed in this paper, V1 version implements the BGA approach where the initial population has been created following the projection algorithm presented in section 3.2. In addition to this improvement, V2 version not only starts with this new initial population but also it implements the crossover mechanism described in section 3.1.

These tables show that both V1 and V2 approaches obtain similar results than LOT and BGA methods for all considered distribution of avatars in SMALL worlds. However, as it is described in [9] and [15], the main purpose of a partitioning method is to improve the scalability of DVE systems. Therefore, it must provide a significant performance improvement when it is used in LARGE DVE systems. The results obtained
for the LARGE world show that the quality of the provided partitions are increased in terms of $C_p$ values. Both V1 and V2 approaches require similar execution times than BGA method. However, V2 method is able to decrease $C_p$ function from 1832.2s. to 321.3s when uniform distributions of avatars are considered. In the case of skewed and clustered distributions, $C_p$ values are decreased in a similar proportion by both methods V1 and V2. These results show that by simply improving the structural diversity of the initial population (V1 version) it is possible to evolve the population of chromosomes until more efficient solutions.

5 Conclusions and Future Work

Current Distributed Virtual Environments (DVE) are usually designed following server-network architectures. In these architectures, a NP-hard problem called the partitioning problem has become a critical issue in order to design efficient and scalable DVE systems.

In this paper, we have analyzed and improved a recent method based on a genetic algorithm designed for solving this problem. This method currently provides the best results for the partitioning problem in DVE systems. One of the proposed improvements for this genetic method consists of using a new stochastic algorithm for the generation of the initial population that maximizes the structural diversity of chromosomes. On other hand, we have proposed the replacement of the traditional single-point crossover operator by a pool of five different crossover mechanisms oriented to problem specification.

Performance evaluation results show that the proposed implementation of the genetic method provides better solutions to the partitioning problem than the current approaches to the problem. Therefore, the proposed approach can improve the efficiency and scalability of DVE systems.

As future work to be done, we plan to design a parallel implementation of GRASP approach. This new design will be based on a master-slave configuration and will be implemented in conjunction with a post-optimization procedure.
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Abstract. We describe in this paper an ITS called SIAL that supports
the learning of problem solving skills in computational logic from obtaining
the clause form of simple well formed formulae to hyperresolution. The core function in SIAL is the error diagnosis module, that has the role of detecting and interpreting the mistakes of the learner while he/she is solving the exercises. It combines both model-based and knowledge-based (expertise) diagnosis in order to achieve more accurate results. SIAL complements this core function with a flexible user interface and a pedagogical module that offers three modes of interaction adapted to the learner’s level of expertise. SIAL is currently being tested by a group of volunteers in order to measure and tune its accuracy, as a preliminary step before performing tests in real conditions.
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1 Introduction

New techniques for improving teaching quality, promoting students’ motivation and more individualized learning are being demanded by modern universities. Using educational software may be seen as a valuable tool for fulfilling these demands. Intelligent Tutoring Systems (ITS) are computer programs that can be used in order to achieve that goal, thus we have been working on developing an ITS for reinforcing some topics in Artificial Intelligence (AI) subjects, specifically, automatic theorem proving (automated reasoning) related topics, as one of the most important milestones in AI (even in Computer Science) development and hence a main topic in basic AI courses and literature.

Although we devote great care and attention to explaining automated theorem proving basis to students, it was detected as a difficult topic for them to master. We observed the usefulness of computer aided instruction when teaching this AI topic in undergraduate courses. Standard programs as SWI-Prolog

* This work has been funded by the “Junta de Castilla y León” project VA04/99.
and others developed for the purpose such as SLI (Logic Inferential System), a theorem prover previously developed by our research group, were integrated in practical sessions, and a significant improvement in student performance was attained [1]. Despite that the SLI main feature is displaying a graphical representation of the refutation process, the main benefits observed with this experience were a higher student participation in the learning process, which increased their motivation and interest in the subject, and a better understanding of the concepts displayed. This experience led us to develop a new program: SIAL (Intelligent System for the Learning of Logic), more focused on pedagogical issues [1, 2].

Computational logic (first order logic), not only encompasses student’s exercises covering the production of the clause form, predicate unification, application of resolution rule, etc., but also those problems related to the semi-decidability nature of this kind of logic [3]. The last area implies computational indecidability, that borders the limit of known mathematics, which makes the problem a very interesting challenge for developing an intelligent tutor.

The next sections are organized as follows: the SIAL environment is presented, then the system architecture is sketched, focusing on the diagnosis subsystem. Section 4 shows an example of the use of SIAL, and the paper finishes by presenting the main conclusions.

2 A Tutoring System for Computational Logic: SIAL

SIAL is an ITS designed to perform as a practical tool that automatically checks the user’s solution to a proposed exercise. SIAL behaves like a assistant to diagnosis rather than an expert instructor, providing computational support in order to help the user to fix some concepts and problem solving procedures. It operates by proposing a set of exercises to the user (learner) which have to be solved using well known techniques and methods in computational logic.

The main objectives pursued with SIAL are:

- Improvement of learning by means of a software application that facilitates the assimilation of abstract concepts and problem solving skills.
- Availability of a laboratory application to monitor the student learning.

In the next subsections we describe SIAL, including the topics of computational logic covered by the system, the modes of interaction, the system architecture and the user interface.

2.1 SIAL Pedagogical Capabilities

The tutor is organized in thematic levels (Table 1), ranging from the simplest problem solving skills to the most complex ones [4]. Levels 1–6 include converting well-formed formulae (wff) to clause form, predicate unification, binary resolution, resolution refutation and factoring rule. These first six levels constitute the basic skills to be acquired, thus forming the basis for the following levels.

Levels 7 to 12 deal with methods for selecting clauses to yield a new resolvent and reducing the number of generated clauses. Pure literals, tautologies and
Table 1. Description of each level defined in SIAL, guiding and topic classification.

<table>
<thead>
<tr>
<th>Level</th>
<th>Guiding Topic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Strong</td>
<td>Single wff to clause form (without Skolemization process).</td>
</tr>
<tr>
<td>2</td>
<td>Strong</td>
<td>Single wff to clause form (with Skolemization process).</td>
</tr>
<tr>
<td>3</td>
<td>Strong</td>
<td>Unification procedure.</td>
</tr>
<tr>
<td>4</td>
<td>Strong</td>
<td>Compound Resolution rule.</td>
</tr>
<tr>
<td>5</td>
<td>Strong</td>
<td>Compound Strongly guided refutation resolution.</td>
</tr>
<tr>
<td>6</td>
<td>Strong</td>
<td>Compound Factoring rule.</td>
</tr>
<tr>
<td>7</td>
<td>Weak</td>
<td>Compound Weakly guided refutation resolution.</td>
</tr>
<tr>
<td>8</td>
<td>Weak</td>
<td>Compound Pure literal removing.</td>
</tr>
<tr>
<td>9</td>
<td>Weak</td>
<td>Compound Tautology removing.</td>
</tr>
<tr>
<td>10</td>
<td>Weak</td>
<td>Compound Support set strategy.</td>
</tr>
<tr>
<td>11</td>
<td>Weak</td>
<td>Compound Subsumption.</td>
</tr>
<tr>
<td>12</td>
<td>Weak</td>
<td>Compound Hyperresolution (positive/negative hyperresolution).</td>
</tr>
</tbody>
</table>

subsumed clauses should be detected and removed. Also, set support strategy is included as a way to control the progressive increasing in the number of clauses. Level 12 introduces the hyperresolution rule.

SIAL levels can be grouped depending on the type of interaction the user is allowed to carry out. As the type of interaction influences the learning process, three kinds of interaction are considered: the most basic levels (1-6) perform strongly guided interaction, that encourages the user towards stepwise interaction. It is thought for low level learners that are expected to need a strong support from the system. The next levels (7-12) implement weakly guided interaction, where some intermediate steps can be avoided, going straight to the refutation stage. This is thought to be appropriate for middle-level users. Finally, the system implements an automatic model that performs as a usual theorem prover, on which the user can propose his own problem and ask the system to solve it.

Other grouping is possible. Levels 1–3 are devoted to only one topic at a time (producing the clause form/unification), so that the user can concentrate on an isolated topic. Levels 4–12 are defined to gather several topics. Each level above 4 can assume the functionality of each level below it, so that the user must integrate the knowledge already practiced jointly with a new technique, in the current problem solving process.

The idea of knowledge scaffolding [5] underlies this approach: the system selects lower level exercises for non-expert users and encourages the user to solve them in a stepwise fashion, whereas a higher level user must relate several different concepts and methods previously shown in order to obtain the solution, and is allowed a more flexible interaction with the system.

2.2 The System Architecture

SIAL is composed by the following four main modules (Figure 1):

1 Interface Module. This interacts with the user. Besides the user interface, it also contains the user manager and the problem selector modules, which
manage the access to the user accounts and retrieve the following exercise to be solved. This module is also tightly related to the help manager and the DB interface.

2 Lexical-Syntactic Module. This is designated to control the user input.

3 Diagnostic Module. It is based on the tool called SLI (see Section 1) as the domain model. The system compares the SLI output with the user’s answer. This approach is taken in each stepwise level and also in most of the non-stepwise levels. This module includes a step-by-step theorem prover (SLI), an expert system engine (CLIPS) and a Strategic manager. Also, this module can make use of the next one, in order to verify some of the user’s answers.

4 Automatic Resolution Module. It makes use of OTTER, a first order logic theorem prover. This module is used in automatic resolution and whenever an internal complete refutation has to be obtained.

As the user progresses, the system selects exercises increasing slightly the level of complexity. The set of exercises and its associated level can be modified by the instructor, since this information is included in the database.

2.3 User Interface

The SIAL interface is designed to allow the user to interact in two ways: graphical interaction using the mouse and some dialogs, and free interaction through textual input. The graphical interaction is mainly used in putting wff into clause form (strongly guided mode), whereas dialogs are used in specific steps (unification, resolution, factorization, clause selection, ...). Advanced users are allowed a textual (free) interaction. Other interface features are:

Direct Manipulation. In order to avoid the unintentional introduction of new symbols, and to detect in each step the part of the expression being manipulated, the interaction allowed in the strongly guided mode relies on a direct
Fig. 2. A window of SIAL: converting to clause form window (strongly guided mode).

A specific button bar has been developed for the process of putting the expressions into clause form. It has a button for each logical operator ($\land$, $\neg$, $\leftrightarrow$, ...). The user introduces one of them in an expression by selecting it in the button bar and dragging it into the part of the expression where he wants the connector to be placed. The button bar has additional buttons for variable renaming, skolemization, expression removal and introduction/removal of carriage return.

**Intelligent Interface.** To facilitate the selection of (sub)expressions, an intelligent interface has been developed, which selects the whole subexpression affected by any symbol as the mouse passes over it. This feature is not only good for the ease of use, but also it fulfills a pedagogical goal: it helps the user to think always in the subexpression level, never on single characters.

**Usability.** One important objective in SIAL is to offer a functional and flexible interface. This led us to include several alternatives for manipulating expressions. A color code was established in order to improve the understanding of the operations being made. For instance, Figure 2 shows the dragging of a subexpression, which is displayed beside the cursor in red, indicating that the subexpression cannot be dropped in this part of the window to be manipulated. Also, unbalanced brackets are shown in red whereas balanced ones are in blue. Output is also graphical whenever it is possible. Within Levels 5–12 a refutation is the goal pursued so a graphical refutation tree is constructed. This output has also a color code: the last generated clause is displayed in red, unifiers in blue and duplicated clauses in green.

### 3 The Error Diagnosis Subsystem

Error diagnosis is the task of inferring the learner’s knowledge by analyzing the user’s behavior. It is a necessary task to support individual-adapted instruction. Many techniques have been proposed to develop a student model [6]. Model tracing is perhaps one of the most successful and some approaches using this technique have been proposed. A severe drawback of model-tracing tutors is the high cost of the development of an expert domain model.
In our case, error diagnosis is strongly influenced by the level of interaction allowed between the system and the student. Within the strongly guided levels, the student is encouraged to perform every step necessary to yield a solution. The input is usually entered by direct manipulation using the graphical interface. This interface is designed to act as a user input supervisor, restricting the number of possible errors. When an error is detected, the system interprets it using direct inference, matching the error with the student’s mistake.

As the student gains familiarity with the basic skills, a more flexible interface is provided. Within the weakly guided levels, the general strategy changes and processing is divided into two main steps: (i) exercise statement and (ii) some new technique to solve the stated exercise. In the exercise statement step, the user is presented a set of first order logic sentences so that the corresponding set of final clauses must be provided. Due to the fact that the user only provides the final statement, the direct inference diagnosis method is almost impossible or unreliable at this step. In order to overcome this problem, the system follows a different method. It yields the set of clauses that cannot be matched to any one obtained internally as a diagnosis. This kind of weak diagnosis still provides the user with useful information about the quality of the answer, and lets the user focus the search of his/her mistake(s).

One of the main goals of the design of SIAL was to achieve a flexible interaction with the user, but the more freedom the user is allowed the more difficult to yield a diagnosis is, so up to two paradigms can be applied to obtain the diagnosis [7]: model-based diagnosis to ensure the user’s answer validity and, sometimes whenever it is not possible to get an accurate diagnosis, an expertise-based diagnosis is tried. The next two subsections explain these two approaches.

3.1 Model-Based Diagnosis

Model-based diagnosis is a powerful diagnosing tool whenever a model is available. The model-based diagnosis uses the model to generate the correct output, the discrepancies between the model and the user’s answer, and to decide what might be causing the errors [8].

In the development of SIAL a practical approach has been taken. A theorem prover (SLI), capable of producing the clause form from first order logic expressions and performing resolution refutation (for non-Horn clauses), is used as the domain model and supports the intelligent tutor. This also let us allow the user a very free interaction with the program as it can obtain the next correct solution from the last user’s right answer. So there is no solution coded within the exercise statement since SIAL can obtain the correct solution on its own. Furthermore, the user can present his/her answer in a slightly different format from the one obtained internally, and the system is able to match both answers in order to compare them [9].

SIAL will accept (and assume) the user’s answer if both expressions, the user’s answer and SIAL internal solution, are equal except for alphabetic variations and for Skolem function and constant names in which also an alphabetic variation is allowed (comparison criterion). This approach is taken through al-
most every check the system carries out, which means a more flexible interaction between the user and the tutor. The user will be able to choose the variable names, the skolem-function names, the skolem-function arguments, the predicates order, etc. Thus, SIAL is able to accept small solution variations generated by the user. Figure 3 shows two examples of use of the comparison criterion.

Now, the diagnosis approach is easy. If the user’s answer cannot be accepted an error is detected. Almost every error detected in unification and resolution processes will rely on a subset of substitutions that does not comply with the comparison criterion established, so this subset can be used to explain why the user’s answer is rejected. This approach can also be taken in every other process based on those mentioned. For instance, factoring and subsumption greatly rely on unification, in addition to the checking on the suitability of the literals chosen, so that an error detected at the unification process will be an error at the corresponding factoring/subsumption process. Also, the hyperresolution is based on resolution and unification processes; the detection carried out on those processes will be the most important part of the diagnosis process, jointly with the checking on the adequacy of the clauses selected.

Obtaining the clause form requires a special treatment. Even the strongly guided mode requires an additional processing as the most of the time it deals with logical expressions without any restriction. In this case, the comparison criterion only lets SIAL accept/reject the user’s answer but it does not provide information enough in order to obtain an accurate diagnosis. It is even worst if the user carries out several simultaneous steps. To deal with this eventuality, both answers are converted into clause form and a one-to-one clause matching (using the comparison criterion) is tried. If such a match can be obtained then the user’s answer is accepted or otherwise rejected. As a diagnosis is very difficult to obtain in this case, the method exposed in the next section is performed in order to provide the user with useful information about the error found.

### 3.2 Knowledge-Based (Expertise) Diagnosis

This kind of diagnosis is invoked only when a user’s error is detected while clause form is being produced. To be able to yield a diagnosis, three basic suppositions have been adopted: (i) a single connector has been modified, (ii) the user has only made one mistake (the usual single-fault assumption), and (iii) the user is in strongly guided mode. Then, an error catalog is checked in order to locate the mistake made. This error catalog is implemented as an expert system, and the CLIPS engine is invoked to match the error. Some mistakes and their associated explanations are shown in Table 2. Each mistake is converted into a rule. The
Table 2. Pieces of the expert system. Some mistakes and the associate explanation.

<table>
<thead>
<tr>
<th>Original expression</th>
<th>User expression</th>
<th>Explanation provided</th>
</tr>
</thead>
<tbody>
<tr>
<td>$expr_l \leftrightarrow expr_r$</td>
<td>$(expr_l \rightarrow expr_r)$</td>
<td>“∧/∨ mistake at connector substitution”</td>
</tr>
<tr>
<td>$expr_l \rightarrow expr_r$</td>
<td>$expr_r \lor \neg expr_r$</td>
<td>“→ / ∨. Incorrect substitution. Negation has been placed on the wrong side”</td>
</tr>
<tr>
<td>$\neg(expr_l \land expr_r)$</td>
<td>$(expr_l \lor \neg expr_r)$</td>
<td>“¬ ∧ / ¬. Incorrect substitution. The change of connector cannot be made”</td>
</tr>
<tr>
<td>$\neg(expr_l \land expr_r)$</td>
<td>$\neg expr_l \land \neg expr_r$</td>
<td>“¬ ∧ / ¬ ∧ ¬. Incorrect substitution. The main connector has not been changed”</td>
</tr>
</tbody>
</table>

(a) Unification dialog.  
(b) Error in unification.

Fig. 4. Strongly guided unification dialog.

set of rules can be viewed as a cause-effect network where the expert system performs a simple set covering strategy very close to the one proposed in [10]. Whenever it is not possible to yield a diagnosis, a default message is sent to the user asking him to carry out only one modification in the expression at a time.

4 A Running Example

SIAL has been implemented as a Master Thesis in the Comp. Sci. Dept. at the University of Valladolid (Spain). Nowadays the software application is being tested by a group of volunteers in order to check the accuracy of the diagnosis provided by the system, as a previous step to its testing in a real classroom situation. This section is mainly devoted to show some examples of the usual interaction between the student and SIAL using some input and output screens.

Figure 4(a) shows the strongly guided unification dialog. This dialog allows the user to unify two literals making up the sequence of bindings from the set of terms just below its corresponding literal. Each proposed binding is checked and applied to both literals if it is valid. Figure 4(b) shows an unification error. The user is informed that the proposed substitution $g(h(Y), c)/Y$ is not valid because $Y \in g(h(Y), c)$. The Help button shown in Figure 4(b) leads to a textual explanation of the corresponding misunderstanding topic.
Figure 5(a) shows the factorization dialog. An error message has been generated. It informs the user that the selected literals $p(X, f(X), g(h(Y), c), Z)$ and $r(Z)$ cannot be factorized together. A second mistake selecting the literals will produce a different message, the one shown in Figure 5(b), where the user is provided with a more detailed message: Unifiers cannot be obtained because of literals cannot be unified or are already equals.

Figure 6 shows part of the hyperresolution process implemented in SIAL. The dialog shown in Figure 6(a) lets the user select the nucleus clause from a set of clauses previously chosen, every other clause in the set (the satellites) must clash with the nucleus. Figure 6(b) shows the graphical hyperresolution yielded.

5 Conclusions

In this work, SIAL, an ITS for learning computational logic, has been presented, paying special attention to the error diagnosis subsystem, as it is one of the most important modules. This module makes use of an automatic theorem prover and an expert system for yielding a diagnosis. The combination of the model-based and expertise approaches allows us to provide the student with an accurate
assistant. SIAL is able to interact with the user in different ways, depending on the skills already acquired. This feature influences the diagnosis provided by SIAL, since beginners will obtain a more precise error message than advanced users. The model-based approach chosen lets SIAL detect most of the user’s errors accurately, inform the user about the error, and provide some hint to localize and fix the mistake.
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Abstract. This paper proposes to automate the generation of shellfish exploitation plans, which are elaborated by Galician extracting entities. For achieving this objective a CBR-BDI agent will be used. This agent will adapt the exploitation plans to the environmental characteristics of each school of shellfish. This kind of agents develops its activity into changing and dynamic environments, so the reasoning model that they include must be emphasised. The agent reasoning model is guided by the phases of the CBR life cycle, using different technologies for each phase. The use of an adaptative neuro-fuzzy inference system in the reuse phase must be highlighted.

1 Introduction

There are different types of agents and they can be classified in different ways [20]. One of these types are the so-called deliberative agents with a BDI architecture, which are characterized for having mental attitudes of Beliefs, Desires and Intentions; besides they have capacity to decide what to do and how to get their objectives according to their attitudes [20] [9] [14] [2].

Formalisation and implementation of BDI agents constitutes the field of research of many scientists [9] [14] [8] [16]. Some of them criticise the necessity of studying multi-modal logic for the formalisation and construction of such agents, because they have not been completely axiomatised and they are not computationally efficient. Rao and Georgeff [13] state that the problem lies in the wide distance between the powerful logic for BDI systems and practical systems. Another problem is that this type of agents is not able to learn, a necessary attitude for them since they must be constantly adding, modifying or eliminating beliefs, desires and intentions. Therefore it would be convenient to include a reasoning mechanism which involves a final apprenticeship.

The developed job shows how to build deliberative agents, using a case-based reasoning system (CBR), that solves the problems quoted previously. In the reasoning process of these agents, a GCS network (Growing Cell Structures) and an ANFIS model (Adaptative Neuro-Fuzzy Inference Systems) are utilized. The GCS network is used in the retrieve phase whereas the ANFIS model implements the phase of adaptation.
This paper is structured as follows. In section 2 the reasoning model of CBR-BDI agents is detailed. Section 3 proposes to automate the generation of shellfish exploitation plans, that are elaborated by Galician extracting entities; the results are also analysed in this section. Finally, in section 4 some conclusions are exposed.

2 Reasoning Model of CBR-BDI Agents

The relationship between CBR systems and BDI agents can be established implementing a case as a set of beliefs, together with an intention and a desire which caused the resolution of the problem. Using this relationship agents can be implemented (conceptual level) using CBR systems (implementation level). Then we are mapping agents into CBR systems. The advantage of this approach is that a problem can be easily conceptualised in terms of agents and then implemented in the form of a CBR system [3] [4] [5] [6]. Once the beliefs, desires and intentions of an agent are identified, the reasoning model can be established, in the way presented in this section.

The reasoning cycle of a typical CBR system includes four steps that are cyclically carried out in a sequenced way: retrieve, reuse, revise, and retain [1]. In the cases base, all experiences which can be used by a CBR-BDI agent are stored. Therefore, the first action which must be done is to find groups of similar cases, considering the values taken for the different variables.

In order to obtain such groups a GCS net is used. This kind of net is also used by other authors in the CBR retrieve phase[7]. The information provided by the net includes: a) how many groups are created, b) which cases take part in each group, c) which is the prototype case representing all the cases in the group and d) what is the distance between each case within the group and the prototype case.

For each identified set, a TSK rule is obtained [17]. These rules all together constitute the initial fuzzy inference system. The antecedent of each rule is a combination of variables which describe each case initial belief. They can be represented by a gauss function. In order to obtain the rule consequents, the least square method is used [11].

This initial fuzzy inference system will be used as previous knowledge in the ANFIS model, which will adjust the parameters of both antecedents and consequents, using the hybrid learning method explained in section 2.2. The refinement of these parameters is done using as input patterns the most similar cases retrieved in the previous phase. The result is a new fuzzy inference system, which will estimate the resolution of a new problem.

2.1 Retrieve Phase: GCS Network

The type of GCS used in this work is characterized by a two-dimensional space, where the units (cells) are connected and organised in triangles. Each cell in the network is associated with a weight vector, $w$, which has the same dimension as the input data. At the beginning of the learning process, the weight vector of each cell is initialised with random values. The basic learning process in a GCS network consists of topology modification and weight vector adaptations [10]. This vector is the prototype case of each cell of the network.
For each training case, the network performs a so-called learning cycle, which may result in topology modification and weight vector adaptation. In the first step of each learning cycle, the cell \( c \), with the smallest distance between its weight vector, \( w_c \), and the actual input vector, \( x \), is chosen as the winner cell or best-match cell (see equation (1)).

\[
c : \| x - w_c \| \leq \| x - w_i \| \quad \forall i \in O
\]  

The second step consists of the adaptation of the weight vectors of the winning cell and their neighbouring cells; see equations (2) and (3). The terms \( \varepsilon_c \) and \( \varepsilon_n \) represent the learning rates for the winner and its neighbours respectively. Both learning rates are constant during learning, and \( \varepsilon_c, \varepsilon_n \in [0, 1] \).

\[
w_c(t + 1) = w_c(t) + \varepsilon_c(x - w_c) \tag{2}
\]

\[
w_n(t + 1) = w_n(t) + \varepsilon_n(x - w_n) \quad \forall n \in N_c \tag{3}
\]

In the third step of a learning cycle, each cell is assigned a signal counter, \( \tau \), that reflects how often a cell has been chosen as winner (see equations (4) and (5)).

\[
\tau_c(t + 1) = \tau_c(t) + 1 \tag{4}
\]

\[
\tau_i(t + 1) = \tau_i(t) - \alpha \tau_i(t); i \neq c \tag{5}
\]

The parameter \( \alpha \) reflects a constant rate of counter reduction for the rest of the cells at the current learning cycle. Growing cell structures also modify the overall network structure by inserting new cells into those regions that represent large portions of the input data. The frequency of insertion update is controlled by the parameter \( \lambda \), which is associated with the number of learning cycles between two cell insertions (see equations (6), (7) and (8)).

\[
h_i = \frac{\tau_i}{\sum_j \tau_j}; \forall i, j \notin O \tag{6}
\]

\[
q : h_q \geq h_i; \forall i \in O \tag{7}
\]

\[
r : \| w_r - w_q \| \geq \| w_p - w_q \|; \forall p \in N_q \tag{8}
\]

The GCS network indicates the prototype case of each node, its topology and calculates the scale parameters \( \sigma_j \) of each node [7]. This parameter measures the width in the gauss membership function. It can be seen in the Figure 1. Higher values of \( \sigma \) provide an area more extended of the node dominates in the environment of the centroide.

To calculate the node \( j \), the prototype cases of its neighbour nodes are selected; then the average of the square-distance between them is calculated [18][19], that is:

\[
\sigma_{jk}^2 = \frac{1}{N} \sum_{i=1}^{N} \left\| c_i - c_j \right\|^2 = \frac{1}{N} \sum_{i=1}^{N} \left( c_{ik} - c_{jk} \right)^2 \tag{9}
\]

where \( K \) is particular variable in cases.
Fig. 1. The point mean cases in the input environment.

This information is utilized for making the initial fuzzy inference system, which is utilized by the ANFIS model. This fuzzy inference system has a set of TSK rules; each node provides a fuzzy rule. The rules have the form:

$$R_j: \text{if } x_1 \text{ is } A_{i_1} \text{ and } x_2 \text{ is } A_{i_2} \text{ and } ... \text{ and } x_M \text{ is } A_{i_M}, \text{ then } y = g_j(x_1, x_2, \ldots, x_M) \quad (10)$$

where $g(\cdot)$ is a polynomial function in $x_i$.

Each attribute is represented by a gauss function (equation (11)), which takes part of the antecedent of the rule.

$$A_{i_j}(x_i) = \exp \left( -\frac{(c_k - x_i)^2}{2\sigma_k^2} \right) \quad (11)$$

where $c$ is a prototype case and $\sigma$ the distance.

The next step consists of obtaining the consequents of each TSK rule. The method utilized is least-square [11]. This initial fuzzy inference system is adapted with the ANFIS model.

In this phase the most similar cases to the new problem are retrieved. The problem is determined by a set of variables with particular values, which are used as inputs of the GCS net. Next, the searching for the node to which the new problem belongs is started, that is, the winner node must be found. This node is obtained by calculating the Euclidean distance between the new problem and every prototype case of each case. The node with the fewer distance will be the winner. All the cases associated to the winner node will be considered the most similar ones, and will be utilized in the following phase.

2.2 Reuse Phase: ANFIS Model

One of the first hybrid neuro-fuzzy systems for function approximation was Jang’s ANFIS model [11]. ANFIS adjusts only the membership functions of the antecedent and the consequent parameters.

Because ANFIS uses only differentiable functions, it is easy to apply standard learning procedures from neural network theory. For ANFIS a mixture of backpropagation (gradient descent) and least squares estimation (LSE) is used. Backpropagation is used to learn the antecedent parameters, i.e. the membership functions, and LSE is used to determine the coefficients of the linear combinations in the rule’s consequents.
A step in the learning procedure has two parts, which are shown in Table 1. In the first part the input patterns are propagated, and the optimal consequent parameters are estimated by an iterative least mean squares procedure, while the antecedent parameters are assumed to be fixed for the current cycle through the training set. In the second part the patterns are propagated again, and in this, epoch backpropagation is used to modify the antecedent parameters, while the consequent parameters remain fixed.

Table 1. Two passes in the hybrid learning procedure for ANFIS.

<table>
<thead>
<tr>
<th></th>
<th>Forward pass</th>
<th>Backward pass</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antecedent params</strong></td>
<td>Fixed</td>
<td>Gradient descent</td>
</tr>
<tr>
<td><strong>Consequent params</strong></td>
<td>Least-square estimator</td>
<td>Fixed</td>
</tr>
<tr>
<td><strong>Signals</strong></td>
<td>Node outputs</td>
<td>Error signals</td>
</tr>
</tbody>
</table>

In this phase, the cases retrieved in the previous one are used, that is, the inference system provided by the GCS net. While the result is a fuzzy inference system adapted for solving a particular problem. With this system a result, which will be converted in the desire the CBR-BDI must achieve, is obtained.

Therefore, the next step the CBR-BDI agent must accomplish will be the planning of what actions to do to achieve this desire. The actions carried out for in the retrieved cases are obtained and the following process is done. An acyclic and directed structure whose first vertex is the new problem and the last one is the desire to achieve is created. The construction of this structure is done taking each one of the actions made in the retrieved cases and adapting their parameter values. Once the structure is built, Dijkstra algorithm [15] is used to determine the shortest path, taking as origin the new problem. The path determines the actions which must be done and a new intention is built. This intention reflects the solution to the posed problem.

Summarising, in this phase a sequence of actions starting from a new problem and the result which must be achieved, is proposed; that is, a new case.

2.3 Revision and Retain Phases

In this phase the solution obtained in the previous phase is evaluated. The revision can be carried out using Expert’s Knowledge (rules) or simulation techniques [5], fuzzy inference system [7] or Belief-Revision techniques [12].

The new case (a problem, a solution and a result) is stored in the cases base. In this phase the produced error between estimated and real result is calculated. If the error is higher than a limit \( \beta \) the GCS network is rebuilt, because this means that a new input space which has not been considered before is being visited. Therefore the network must modify its topology and adapt the weights vector, even using the new stored cases.

3 Study Case: Shellfish Exploitation Plans Automation

In Galicia, there are a deep interest in ordering the fishing sector. Due to that, a set of rules for organising the marine resources exploitation were developed. According to those rules, the galician government is in charge of controlling and regulating both the
extracting activity of marine resources in Galicia seashore and their commercial transactions which take place in the specific locations devoted to that aim.

In order to practice the extraction of marine resources it is necessary to present to the administration some documents named *shellfish exploitation plans*, which are elaborated for entities interested in exploiting Galician marine resources. Each extracting entity must prepare an exploitation plan for every resource it wants to obtain. The aim of these plans is to achieve the greatest continuous economical profit from marine resources by means of an appropriate planning for the extracting activity.

In Table 2, sections and topics included in an exploitation plan are shown.

<table>
<thead>
<tr>
<th>General data</th>
<th>Goals</th>
<th>Evaluation</th>
<th>Pursuit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shellfish men’s number</td>
<td>Production</td>
<td>Methods</td>
<td>Daily effort</td>
</tr>
<tr>
<td>Boats number</td>
<td>Economical</td>
<td>Conclusions</td>
<td>Daily production</td>
</tr>
<tr>
<td>Exploitation areas</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.** Exploitation plan summary.

<table>
<thead>
<tr>
<th>Extraction plan</th>
<th>Improvement actions</th>
<th>Financial plan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probable schedule</td>
<td>Description</td>
<td>Incomes</td>
</tr>
<tr>
<td>Dates</td>
<td>Costs</td>
<td>Expenses</td>
</tr>
<tr>
<td>Limit (Kg/day)</td>
<td>Investment</td>
<td>Investment</td>
</tr>
<tr>
<td>Fishing traps</td>
<td>Capitalization</td>
<td>Capitalization</td>
</tr>
<tr>
<td>Points of control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selling ways</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surveillance</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The shellfish exploitation plan presented by a extracting entity has values for a complete year and must be approved by the Fishing Authority. Since the moment of its approbation, the shellfish exploitation plan will regulate along the year the capture of the resources that it contains.

Notice that plans elaborated by the extracting entities incorporate general data, like shellfish men’s number, selling ways, etc, but they also must include forecast about productive and economical goals, which have to be based on characteristics of extracting entities, environment and conditions of shellfish ecosystems.

Since the information managed by these plans is extensive enough, an automated system that gets, stores and analyses data about marine resources becomes essential. Appropriate tools for collecting data allow the acquisition of useful knowledge for managing marine resources by means of rational criteria. These tools provide help not only to entities in charge of exploitation, assisting them in the process of elaborating new plans, but also to administration, designing better fisheries policies that prevent overexploitation generated by an excessive fishing effort.

Nevertheless, the interest of the current shellfish management system goes beyond a simple statistical study, and pretends to adapt the exploitation plans to the characteristics of each school of shellfish and the necessities of Shellfish men. In this way, each year different management models can be applied and different technical solutions can be proposed in order to help in decisions making.

To obtain this objective, a CBR-BDI agent, like the one described in this work will be used. This agent will generate automatically the shellfish exploitation plan, allowing a reasonable and sustainable exploitation which is a desirable objective in all shellfish sector.
Next, an example of the application of a CBR-BDI agent for automatically generate shellfish exploitation plans for all Galician extracting entities devoted to clam is presented. All the information available in the shellfish exploitation plans belonging this resource and pertaining to previous years is used. This will allow to adjust the productive and economical goals. All the same, as a way of simplifying the example, only an estimation of productive goals (resource kilograms) will be done. If the rest of data were to be obtained, the same process must be followed.

In first place, it is necessary to define the CBR-BDI agent in the terms of the 4-tupla \( \{E, CB, GAL, EK\} \), where \( E \) are the variables which describe the environment, \( CB \) is the case base (in terms of beliefs, desires and intentions), \( GAL \) is the general actions library and \( EK \) identifies the expert’s knowledge \[4\].

The variables which describe the example environment are the typical ones for extracting entities (number of working days, number of shellfish men x number of days), for schools of shellfish like: environmental data (temperature, salty degree in water, PH, oxygen rate, transmittance and fluorescence), the size of the different school of shellfish (area and perimeter) and limits of allowed captures, besides the variable that must be forecast in the exploitation plan. This study is centred in the estimation of the number of marine resource kilograms that are to be recollected.

For building up the CBR-BDI system, a tool, called GABDI (abbreviation in Spanish of \textit{BDI agents Generator}), is available. This tool facilitates the addition of information to the cases base.

In order to define the variables which define the environment, GABDI tool provides a form where the name and the rank of values the variable may take, can be introduced. Next step is to describe the actions which can be made over environment. Table 3 shows the actions which can be done to improve the recollection of a particular marine resource.

<table>
<thead>
<tr>
<th>Action name</th>
<th>Input parameters</th>
<th>Output parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transport</td>
<td>Oxygen</td>
<td>Oxygen, Kilograms</td>
</tr>
<tr>
<td>Move</td>
<td>Kilograms</td>
<td>Kilograms</td>
</tr>
<tr>
<td>Plantation</td>
<td>Kilograms</td>
<td>Kilograms</td>
</tr>
<tr>
<td>Seaweed removal</td>
<td>Oxygen</td>
<td>Oxygen, Kilograms</td>
</tr>
<tr>
<td>Plough</td>
<td>Area, Perimeter</td>
<td>Area, Perimeter, Kilograms</td>
</tr>
</tbody>
</table>

Next, the fulfilled intentions must be defined; that is, the actions done previously to solve old problems. Once identified the environmental variables, the actions which can be done and the actions done in the past, it is necessary to create the cases base. In order to achieve this objective, the states (beliefs) and the plan of done actions (intentions) must be indicated.

Now, in the cases base is stored all information available for the agent, so it can apply its reasoning model using the techniques described in section 2. The information managed by the CBR-BDI agent is saved in \textit{csv} format.

### 3.1 Results Obtained

The correct functioning of the model has been proved experimentally, by means of a set of proofs. First proofs were made over 6554 stored cases, particularly, the ones
representing the captures of the years 2000 and 2001 of clam. The forecasting was done over 192 situations belonging to year 2002.

The results corresponding to two systems were compared. One system is the initial fuzzy inference system obtained by GCS network (from here on GCS) and the other, the system proposed by the present work (from here on CBR-BDI agent). It must be highlighted that 82.8% of the times, the forecast of the CBR-BDI agent is better than the one provided by GCS system.

In first place, it has been proved if the samples that must be analysed follow a normal distribution. The proofs of normality applied were Z skewness and Z kurtosis. Since the result from these tests was negative, that is, they do not obey the normality hypothesis, a set of non parametrical proofs were applied. These proofs try to determine if a system is better than other analysing the data globally. The statistical techniques used in this latest case were the Sign Test and the rank sum of Wilcoxon for coincident pairs.

The Sign Test is designed specifically for proving hypothesis referents to median of a continuous population. Like the mean, the median is a measure of the centre or distribution position, because of that the Sign Test is also known as proof of position.

Since in the retrieve phase the GCS system provide a initial fuzzy inference system, it can be used to make the forecasting without the necessity of adapting its parameters by means of the ANFIS model. In order to prove that better results are obtained if the parameters are adapted, the two systems were compared: the provided by GCS and the CBR-BDI agent.

Table 4 shows the results after the application of The Sign Test over the two systems previously introduced. Results indicate that the error using the GCS system is bigger than the produced by CBR-BDI agent, with a confidence level of about 95%. Since p value is very small, it can be assured that in the case of the two extremes proof the null hypothesis is also rejected.

Table 4. The Sign Test between the initial fuzzy inference system and the CBR-BDI agent.

<table>
<thead>
<tr>
<th>Alternative Hypothesis</th>
<th>Sign Test GCS Error &gt;= Agent Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference between pairs</td>
<td>N</td>
</tr>
<tr>
<td>Positive</td>
<td>183</td>
</tr>
<tr>
<td>Negative</td>
<td>9</td>
</tr>
<tr>
<td>Zero</td>
<td>0</td>
</tr>
<tr>
<td>Median difference</td>
<td>3088,466</td>
</tr>
<tr>
<td>95.8% CI</td>
<td>2387,762 to +∞ (exact)</td>
</tr>
<tr>
<td>Sign Statistics</td>
<td>183</td>
</tr>
<tr>
<td>1-extremo p</td>
<td>&lt;0.0001 (exact)</td>
</tr>
</tbody>
</table>

From the results obtained with the statistical sign test, it can be concluded that the CBR-BDI agent provides better results than the other two systems.

A powerful non parameter technique must compare the whole probability distributions not only the median. This test, which is called the rank sum of Wilcoxon, proofs the null hypothesis, that is, the probability distributions associated to the two popula-
tions are equivalent against the alternative hypothesis the probability distribution of a population is moved right (or left) with respect to the other.

In Table 5, the results of the rank sum of Wilcoxon test for two populations, as well as the error produced by GCS system and for the CBR-BDI system, are shown.

Table 5. Rank sum of Wilcoxon among GCS system and CBR-BDI agent.

<table>
<thead>
<tr>
<th>Test Alternative Hypothesis</th>
<th>Rank sum of Wilcoxon test for coincident pairs</th>
<th>GCS Error $\geq$ Agent Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pairs difference</td>
<td>n</td>
<td>Rank sum</td>
</tr>
<tr>
<td>Positive</td>
<td>183</td>
<td>18377.0</td>
</tr>
<tr>
<td>Negative</td>
<td>9</td>
<td>151.0</td>
</tr>
<tr>
<td>Zero</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Median difference</td>
<td>7285.193</td>
<td></td>
</tr>
<tr>
<td>95.0% CI</td>
<td>5267.973</td>
<td>to $+\infty$</td>
</tr>
<tr>
<td>Wilcoxon's statistic</td>
<td>18377</td>
<td></td>
</tr>
<tr>
<td>1-extreme p</td>
<td>$&lt;0.0001$</td>
<td></td>
</tr>
</tbody>
</table>

Before doing the tests showed in Table 5, it was made the rank sum of Wilcoxon test for coincident pairs in the two extremes, in which the null hypothesis was rejected. In order to further refine this proof, it was analysed as alternative hypothesis, that the GCS system error were bigger or equal to CBR-BDI agent error, rejecting also the null hypothesis. The final conclusion was that population number 1 is moved to right of population number 2.

The rank sum of Wilcoxon test for coincident pairs reinforces the results obtained, in the sense that the CBR-BDI system provides better results than the other system. So that, it can be concluded that it is necessary to adapt the initial fuzzy inference system obtained by GCS network and that the ANFIS model is the best one to be utilised for that objective.

4 Conclusions

This job is part of the objectives of the action of research “Ampliación de sistemas de información geográfica orientado a la gestión de los recursos específicos a los demás recursos marisqueros de Galicia” approved by Xunta of Galicia with code: PGIDTCIMA 02/3. This research is carried out between CIMA (Centro de Investigacións Mariñas), University of Coruña and University of Vigo.

In this paper, it is showed how a CBR-BDI agent is able to learn and to give solutions to a particular problem. It utilizes a fuzzy inference system, which is adapted to the problem to solve.

The acceptance of this CBR-BDI agent, by the extracting entities, has been excellent. At this moment, it is being tested in different extracting entities. The satisfaction exhibited by the entities devoted to extract marine resources allows to foresee that the system will be completely implanted next year.
At present the elaboration of the shellfish exploitation plans is manual, slow and little reliable. In this action of research it is proposed a simple input data, besides the automatic preparation of the plans with that data.

As a final conclusion, it can be said that the model described in this research paper is capable of adding the partial knowledge provided by each incorporated technology, creating a global knowledge system, based on the case base reasoning method.
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Abstract. The \( p \)-hub problem is a facility location problem that can be viewed as a type of airline network design problem. Given a finite set of nodes, each node (city) sends and receives some type of traffic (airline passengers) to and from other nodes (cities). The hub (airport) locations must be chosen from among these nodes to act as switching points. In this paper we consider the uncapacitated \( p \)-hub median problem with single allocation, where each non-hub node (origin and destination) must be allocated to exactly one of the \( p \) hubs. We provide a reduced size formulation and a competitive recurrent neural model for this problem. The architecture of the proposed neural network consists of two layers (allocation layer and location layer) of \( np \) binary neurons, where \( n \) is the number of nodes and \( p \) is the number of hubs. The effectiveness and efficiency of the proposed recurrent neural network under varying problem sizes are analyzed. Computational experience with another neural networks and heuristics is provided using data given in the literature.

1 Introduction

Hub location research has become an important area of location theory over the last two decades. This is due in part to the use of hub networks in modern transportation systems as network airlines design. These systems attend demand for travels between many origins and many destinations, where economies of scale exist in the cost for such travels. Rather than serving every origin-destination demand with a direct link, a hub network provides service via smaller set of links between origins/destinations and hubs, and between pairs of hubs. Such a network allows a large set of origins and destinations to be connected with relatively few links, via central hub facilities. The use of few links in the network concentrates flows and allows economies of scale to be exploited. Hub location problems involve locating hub facilities and designing hub network.

The location of hub facilities is an important issue arising in the design of airline passenger flow. Passengers generally have to travel longer distance and a longer time because non-stop services is reduced. However, the airline companies usually offer more frequent flight services because of fewer operating routes. A good airline network design is beneficial not only for the airline companies but also for many passengers; consequently, many airline companies are interested in locating their own hub airports.

Hub location problems may be classified by the way in which the demand points are assigned, or allocated, to hubs. One possibility is single allocation, in which each demand point is allocated to a single hub, i.e. each demand point can send and receive
via only a single hub. A second possibility is multiple allocation, in which a demand point may send and receive via more than one hub.

The problem addressed in this paper models the situation where there are $n$ cities (nodes), and $p$ of these cities will be designed as hub airports. Each node in the network can interact with each other only via the hubs to which they have been allocated, and has to be connected to exactly one of the $p$ hubs. More specifically, the problem studied in this paper is the uncapacitated, single allocation, $p$-hub median problem (which will be referred to as USApHMP).

A quadratic integer programming formulation for this problem was proposed by O’Kelly [7]. Since O’Kelly original formulation, several researchers have used various heuristics to solve this problem. O’Kelly considered the use of two heuristics for solving an uncapacitated $p$-hub median problem which models flights paths of an airline company, and attempts to assign each airport to a fixed hub. Thus, the problem was reduced from location-allocation problem to an allocation problem alone. Klincewicz [6] examined ways of avoiding convergence of such heuristics to sub-optimal local minima by using tabu search and GRASP strategies, although the problem being considered was still the simplified problem of allocating nodes to a fixed hubs using a minimum distance rule. Skorin-Kapov and Skorin-Kapov [9] considered the use of tabu search for solving the complete location-allocation problem. Aykin [1] devised various others heuristics, Ernst and Krishnamoorthy [5] applied a simulated annealing heuristic and Smith, Krishnamoorthy and Palaniswami [8] considered a modified Hopfield network to solve the uncapacitated, single allocation, $p$-hub problem.

In this paper we proposed a recurrent neural model for solving this problem that we applied usefully to related problem like the p-median problem [3]. We provide a reduced size formulation and a competitive recurrent neural model for this problem. The architecture of the proposed neural network consists of two layers (allocation layer and location layer) of $np$ binary neurons, where $n$ is the number of nodes and $p$ is the number of hubs. The process units (neurons) are grouped in assemblies, where one neuron per assembly is active at the same time and neurons of same assembly are updated in parallel. The computational dynamics for the network has been defined and its convergence has been proved. Moreover, the energy function (objective function) always decreases as the system evolves according to the dynamical rule proposed. The advantage of the recurrent neural networks over more traditional techniques lies in their potential for rapid computational power when implemented in electronic hardware, and the inherent parallelism of the neural network. Of course, the proposed recurrent neural network has been simulated on a digital computer, and is therefore subjected to some limitations. Certainly, satisfactory hardware implementation is still subject of much research, and many design challenges lie ahead in this field. Yet there is little doubt that it is only a matter of time before VLSI implementations of large scale neural networks are possible. The effectiveness and efficiency of the proposed recurrent neural network under varying problem sizes are analyzed. Computational experience with another neural networks and heuristics is provided using data given in the literature.

The paper is organized as follows. In section 2 we review the problem formulations and we propose a new reduced size formulation. Section 3 presents the proposed competitive recurrent neural model. Section 4 describes the proposed neural network algorithm. Illustrative simulations and computational results using the well known 1970 Civil Aeronautics Board (CAB) data set are compared with others heuristics and reported in section 5. Finally, section 6 provides a summary and conclusions.
2 Problem Formulation

The hub location problem can be described as follows: given the location of a set of \( n \) nodes or cities, the volume of flow \( (w_{ij}) \) that must be shipped between each origin-destination pair and the cost per unit flow \( (c_{ij}) \) between each origin-destination pair. Then, we have to select \( p \) nodes from the set of them to be hubs. Hubs are airports or switching points for flow and they are fully connected. All flow travels via hubs and each non-hub node must be allocated to a unique hub node. The location of the hubs or airports and the allocation of the nodes or cities are chosen so that the total cost of the system is minimized. It should be noted that all flow that must be shipped between cities, have three separate components: collection (origin city to hub airport), transfer (hub airport to hub airport) and distribution (hub airport to destination city).

O’Kelly [7] gave the first formulation of USApHMP as a quadratic integer program. This formulation has \( n^2 \) variables, even so this problem is difficult to solve due to the non-convexity of the objective function. Subsequently a mixed integer linear program with \( n^4 + n^2 \) variables was developed by Campbell [2] to obviate the non-convexity of the objective function. Ernst and Krishamoorthy [5] developed a reduced mixed integer linear program using \( n^3 + n^2 \), and recently, Ebery [4] presented a formulation with \( 2n^2 \) variables. In this paper, we proposed a new reduced formulation for the USApHMP using \( 2np \) variables. The proposed formulation is defined as follow

Minimize

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{q=1}^{p} \sum_{k=1}^{p} \left[ \beta W_{ik} c_{ij} + \gamma W_{ki} c_{ji} + \alpha \sum_{m=1}^{n} \sum_{r=1}^{p} W_{ik} c_{jm} x_{kr} y_{mr} \right] x_{iq} y_{jq}
\]  \( (1) \)

Subject to

\[
\sum_{q=1}^{p} x_{iq} = 1 \quad i = 1, 2, \ldots, n
\]  \( (2) \)

\[
\sum_{j=1}^{n} y_{jq} = 1 \quad q = 1, 2, \ldots, p
\]  \( (3) \)

where

\[ x_{iq} = \begin{cases} 
1 & \text{if the node } i \text{ is allocated to cluster } q \\
0 & \text{otherwise}
\end{cases} \]

\[ y_{jq} = \begin{cases} 
1 & \text{if the node } j \text{ is the hub of cluster } q \\
0 & \text{otherwise}
\end{cases} \]

\( w_{ij} \) is the amount of flow from the node \( i \) to the node \( j \)

\( c_{ij} \) is the transportation cost associated between the nodes \( i \) and \( j \)

\( \alpha \in [0,1] \) is the transfer coefficient
\( \beta \in [0,1] \) is the collection coefficient
\( \gamma \in [0,1] \) is the distribution coefficient

In the objective function (1), first and second terms are the cost of assigning a node to its hub for outgoing and incoming flows respectively. These terms are multiplied by two coefficients respectively: \( \beta \) (collection coefficient) and \( \gamma \) (distribution coefficient). The third component counts the costs of those interactions, which must flow between hubs. These inter-hub costs are multiplied by a parameter \( \alpha \) to reflect the scale effects in interfacility flows. Constraint (2) ensures that each node is allocated to a unique cluster and restriction (3) ensures that one and only one hub is opened in each cluster. Note that this formulation is very simple.

### 3 Competitive Recurrent Neural Network Model

The proposed neural network consists of two layers (allocation layer and location layer) of interconnected binary neurons or processing elements. Each neuron \( i \) has an activation potential \( h_i \) and an output \( S_i \in \{0,1\} \). In order to design a suitable neural network for this problem, the key step is to construct an appropriate energy function \( E \) for which the global minimum is simultaneously a solution of the above formulation. The simplest approach to constructing a desired energy function is the penalty function method. The basic idea in this approach is to transform the constrained problem into an unconstrained one by adding penalty function terms to the objective function (1). These terms cause a high cost if any constraint is violated. More precisely, increasing the objective function by a quantity, which depends on the amount by which the constraints are violated, eliminates some or all constraints. That is, the energy function of the neural network is given by the Liapunov energy function defined as

\[
E = \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{q=1}^{p} \sum_{k=1}^{n} \left[ \beta w_{ik} c_{ij} + \gamma w_{ji} c_{ji} + \alpha \sum_{m=1}^{n} \sum_{r=1}^{p} w_{ij} c_{jm} x_{kr} y_{nr} \right] x_{iq} y_{jq} + \\
+ \lambda_1 \sum_{i=1}^{n} \left( \sum_{q=1}^{p} x_{iq} - 1 \right)^2 + \lambda_2 \sum_{q=1}^{p} \left( \sum_{j=1}^{n} y_{jq} - 1 \right)^2
\]

where \( \lambda_1 > 0 \) are penalty parameters that they determine the relative weight of the constraints. The penalty parameters tuning is an important problem associated with this approach.

In order to guarantee a valid solution and avoid the parameter tuning problem, we split our neural network in disjoint groups or assemblies according to the two restrictions, that is, for the \( p \)-median problem with \( n \) points, we will have \( n \) groups or assemblies, according to restriction (2), plus \( p \) groups or assemblies, according to restriction (3). Then, we will reorganize our neurons in two matrices (one matrix per neuron type) where a group is represented by a row or column of the matrix according to neuron type.
Fig. 1 shows two matrices, the first matrix contains the allocation neurons and the second contains the location neurons. The allocation neurons inside same group are in the same row of the matrix, and the location neurons inside same group are in the same column.

In this model one and only one neuron per group must have one as its outputs, so the penalty terms are eliminated from the objective function. The neurons inside same group are updated in parallel. Then we should ought introduce the notion of group update. Observe that the groups are updated sequentially. Then, the energy function of the neural network is reduced to

$$E = \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{q=1}^{p} \sum_{k=1}^{n} \left[ \beta w_{ik} c_{ij} + \gamma w_{kj} c_{ji} + \alpha \sum_{m=1}^{n} \sum_{r=1}^{p} w_{ik} c_{jm} x_{kr} y_{mr} \right] x_{iq} y_{jq}$$

(5)

We avoid the parameter tuning problem for $\lambda_1$ and $\lambda_2$ in the eq. (4) with the new model due to the energy function of the new model (5) do not have penalty terms.

The activation potential of each neuron of the network are

$$h_{x_{iq}} = -\sum_{j=1}^{n} \sum_{k=1}^{n} \left[ \beta w_{ik} c_{ij} + \gamma w_{kj} c_{ji} + \alpha \sum_{m=1}^{n} \sum_{r=1}^{p} w_{ik} c_{jm} x_{kr} y_{mr} \right] y_{jq}$$

(6)

$$h_{y_{jq}} = -\sum_{i=1}^{n} \sum_{k=1}^{n} \left[ \beta w_{ik} c_{ij} + \gamma w_{kj} c_{ji} + \alpha \sum_{m=1}^{n} \sum_{r=1}^{p} w_{ik} c_{jm} x_{kr} y_{mr} \right] x_{iq}$$

(7)

where $h_{x_{iq}}$ is the activation potential of allocation neuron $iq$ and $h_{y_{jq}}$ is the activation potential of the location neuron $jq$.

The central property of the proposed network is that the computational energy function always decrease (or remains constant) as the system evolve according to its dynamical rule.
\[ x_{iq}(k+1) = \begin{cases} 1 & \text{if } h_{x_{iq}}(k) = \max_{1 \leq r \leq p} \{ h_{x_{r}}(k) \} \\ 0 & \text{otherwise} \end{cases} \] (8)

\[ y_{jq}(k+1) = \begin{cases} 1 & \text{if } h_{y_{jq}}(k) = \max_{1 \leq i \leq N} \{ h_{y_{iq}}(k) \} \\ 0 & \text{otherwise} \end{cases} \] (9)

Note that we introduce the group-update concept or assembly-update concept, that is, all neurons of the same group or assembly are updated at the same time.

4 Neural Network Algorithm

The following procedure describes the proposed neural network algorithm (NNA):

1. Set the initial state by randomly setting the output of one neuron in each of \( n+p \) groups to be one and all the others neurons in the group to be zero.
2. Select a group \( g \) where \( 1 \leq g \leq n+p \)
3. Compute the inputs of the neurons in the group \( g \) by expression (6) when \( 1 \leq g \leq n \) or by expression (7) otherwise.
4. Update neurons by expression (8) when \( 1 \leq g \leq n \) or update neurons by expression (9) if \( n+1 \leq g \leq n+p \)
5. Repeat from step 2 until no more changes.

Clearly, this procedure is very similar to the dynamics of a recurrent neural network. The network updates itself in a systematic way while neurons are forced to assume a feasible solution. The feasibility is guaranteed, since every network configuration is forced to be a feasible solution. Thus, the algorithm can be seen as an efficient and convenient simulation approach to solve the proposed problem. Furthermore, the network is still implementable in hardware, making the potential for rapid execution speed a further advantage.

5 Simulation Results

The data for this study are based on the well known CAB (Civil Aeronautics Board) data sets from the literature. Problems of size \( n=10 \) and \( 15 \) are extracted from this data set, while further problems are generated by varying the number of hubs \( p \in \{2,3,4\} \) and the transfer cost \( \alpha \in \{0.2,0.4,0.6,0.8,1\} \). The values of the collection and distribution coefficients are fixed at \( \beta = \gamma = 1 \). Exact results are again provided using the linear programming approach of Ernst and Krishnamoorthy [5]. The results are compared to the Hopfield network (HN) and the modified hill-climbing Hopfield network (HCHN) provided by Smith et al. [8]. All algorithms run on an Origin 2000 (Silicon Graphics Inc.) multiprocessor operated under IRIX 6.5 with 16 CPUs MIPS R1000.
Table 1. List airport names of CAB database.

<table>
<thead>
<tr>
<th>Atlanta</th>
<th>Miami</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baltimore</td>
<td>Minneapolis</td>
</tr>
<tr>
<td>Boston</td>
<td>New Orleans</td>
</tr>
<tr>
<td>Chicago</td>
<td>New York</td>
</tr>
<tr>
<td>Cincinnati</td>
<td>Philadelphia</td>
</tr>
<tr>
<td>Cleveland</td>
<td>Phoenix</td>
</tr>
<tr>
<td>Dallas-Fort Worth</td>
<td>Pittsburgh</td>
</tr>
<tr>
<td>Denver</td>
<td>St. Louis</td>
</tr>
<tr>
<td>Detroit</td>
<td>San Francisco</td>
</tr>
<tr>
<td>Houston</td>
<td>Seattle</td>
</tr>
<tr>
<td>Kansas City</td>
<td>Tampa</td>
</tr>
<tr>
<td>Los Angeles</td>
<td>Washington DC</td>
</tr>
<tr>
<td>Memphis</td>
<td></td>
</tr>
</tbody>
</table>

The results presented in Table 2 demonstrate quite clearly that the proposed NNA is able to compete effectively with the Hopfield neural networks approaches proposed by Smith et al. [8] in finding optimal or near-optimal solutions to the CAB data sets. The HN often converges to a poor quality solution, since it becomes caught in the first local minima it encounters. The HCHN considerably improves the quality of solutions with optimal solutions being located in 73% of the CAB problem instances. It is important to remember that the neural network results presented in Table 2 are simulations only, and are used to provide an indication of the quality of solutions, which could be expected from a hardware implementation of the networks. However, the amount of CPU time required to simulate the proposed NNA is the main advantage with respect the Hopfield network approaches. Thus, the CPU time for the HN and HCHN simulations are several orders of magnitude greater than those for the NNA. Moreover, the memory requirements for these simulations (HN and HCHN) also make it difficult to obtain solutions for problems greater than n=20. Although, this problem is not encountered in a hardware implementation, where an increase in problem size translates only to an increase in the number of amplifiers and resistors.

6 Conclusions

In this paper we have proposed a competitive recurrent neural network for airlines network design. We have considered the uncapacitated single allocation $p$-hub problem. It is important to consider the model because it is the most appropriate model in certain situations. We have proposed a new formulation that reduce the number of variables and constraints of the formulations provided by several authors [2,5,7]. As another neural solution approach, we proposed a competitive recurrent neural model. Although the networks results have been simulated on a digital computer, the proposed competitive neural network require a less amount of computational resource than the Hopfield networks approaches proposed by Smith et al. Moreover, the CPU time for the Hopfield networks simulations are several orders of magnitude greater than those for the proposed NNA.
Table 2. Results of CAB data sets for NNA, HN and HCHN.

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>α</th>
<th>Average Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>NNA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HCHN</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>0.08</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.03</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>0.2</td>
<td>0.13</td>
<td>18.80</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.08</td>
<td>15.90</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.08</td>
<td>1.70</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.07</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>0.24</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.10</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.10</td>
<td>4.80</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.09</td>
<td>6.90</td>
</tr>
<tr>
<td>15</td>
<td>0.2</td>
<td>0.16</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.14</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.09</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.08</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.07</td>
<td>7.20</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>0.09</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.08</td>
<td>2.10</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.16</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.12</td>
<td>3.50</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.13</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.11</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.11</td>
<td>4.60</td>
</tr>
<tr>
<td>15</td>
<td>0.6</td>
<td>0.14</td>
<td>2.80</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.15</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.18</td>
<td>3.70</td>
</tr>
</tbody>
</table>

In the computational experience, we have shown that the proposed neural model worked well, only 0.1% average error for the CAB data sets, and found optimal or near-optimal solutions quickly. Therefore, the proposed recurrent neural network might be used for large problems. While other heuristics are quite fast, neural networks have the potential to solve large size problems even faster by employing the parallel and hardware implementation for which they were design.
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Abstract. Multimedia communication in mobile and ad hoc networks used by real time applications can be improved by adding intelligent and adaptive cababilities. This new functionality will allow them to adapt to constantly and unpredictably changing network conditions. Derived from this adaptivity, the user will perceive a more or less constant quality instead of the high variable quality perceived in nowadays applications. In this work, we maintain the following thesis: both machine learning and intelligent agents will play an important role in the improvement of the applications we mentioned above. Machine learning, by means of reinforcement learning will provide adaptivity. Intelligent agents will ease P2P computation. This paper focuses on approaches for both topics.

1 Introduction

A mobile ad hoc network (MANET) is a spontaneous association of terminals equipped with wireless interfaces, which form a network. These networks do not require any infrastructure and all the network-layer functions need to be distributed among each of the different nodes. For example, when two distant nodes need to communicate, intermediate nodes act as relays so that multi-hop paths can be created. So, ad hoc nodes perform the functions both of host and routers. These networks are characterized by continuously and unpredictably changing network conditions, mainly due to the movement of the nodes (which provokes topology changes), and other issues at the lower layers like fading, collisions, etc. Traditional real-time multimedia applications are unable to perform well over these networks, and some adaptive functionalities are required at the application layer, to deal with such problems. These new applications called ”adaptive applications” are challenged with new components to detect the current network conditions and adapt their internal settings (e.g. audio codecs, video rates, etc.) accordingly.

The main focus of traditional multimedia applications is the reduction of the data rate when the network bandwidth becomes scarce, and the increase of the
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data rate whenever more resources become available. Of course, this behaviour
improves the QoS perceived by the user. However, the relation between user-
perceived QoS and the data-rate required to achieve that QoS is not linear. So,
when the network conditions become very bad, a correct change in the internal
application settings, could greatly reduce the data rate, while keeping the QoS
to an acceptable level. The main problem, is that for these applications to do
that, they have to be aware of the user-perception of QoS. This modeling is very
complex because it usually has subjective components which cannot be modeled
analytically.

In this work we propose an hybrid approach for the design of a mechanism in
charge of managing the configuration of a multimedia peer-to-peer application.
This configuration mechanism seeks for the best user satisfaction. The hybridiza-
tion must be understood in terms of the different machine learning techniques
[10] we use. We will first obtain an inductive model, using supervised learn-
ing, to predict the user perceived quality given concrete network conditions and
multimedia application settings. Following, once we are able to score a concrete
situation, we will apply reinforcement learning [12] to learn a strategy to decide
when and how to change application settings, taking into account the score of
the inductive model.

Intelligent agents [14] will be used to ease the control of the P2P multimedia
applications. We also propose in this work the use of FIPA (Foundation for
Intelligent Physical Agents) agents to wrap the elements afore mentioned and to
seamlessly integrate them in previously existing multimedia applications.

The rest of the paper is structured as follows: section 2 explains the problem
we are faced to. Section 3 introduced the hybrid approach we have used to obtain
the adaptive mechanism. Following, section 4 briefly presents the agents archi-
tecture we use to integrate the adaptivity in multimedia applications. Finally,
section 5 expose lessons learned in this work and pending tasks.

2 Adaptive Multimedia Applications

Quality of Service (QoS) as defined in ITU-T recommendation E.800, ITU-E.800
[2] is “the collective effect of service performance, which determines the degree
of satisfaction of a user of a service”. It is characterized by a combination of service
performance factors such as operability, accessibility, retainability and integrity.
Thus, it is clear that the user plays an important role in QoS evaluations.

We will start by introducing the application architecture [4]. Main build-
ing blocks of it appear at figure 1. The main items in this architecture are the
following: (a) multimedia application components like audio, video, slides for a
remote presentation, etc., (b) the QoS signaling mechanism and (c) the adapta-
tion logic. The QoS signaling mechanism is the protocol in charge of sending and
receiving reports describing the network conditions from the other end. When
such a report is received it is passed to the Adaptation Logic as an additional
input. Additionally, the Adaptation Logic is in charge of deciding which set of
parameters is best suited to the current network conditions.
The most difficult part for the Application Logic is the decision on what components to adapt, and which setting to change, when the application is exceeding the available bandwidth. Many adaptive applications to date, just reduce data rates to use less than the available bandwidth. However, they do not deal with the main difficulty, which is taking the correct decision while taking into consideration the subjective user-perception implications about it.

3 Hybrid Learning for P2P Control

In this section we will introduce the scheme we have designed to perform hybrid learning. Section 3.1 will introduce the supervised learning part and section 3.2 will present the learning by reinforcement part.

3.1 Supervised Learning for User Modeling

In order to inductively model the QoS perception of an user, we have to produce a learning data set. And this has to be compound by examples of situations referring to a particular network condition and a particular multimedia application sending to and receiving data from the network. Network conditions have been reproduced by using a reflector. This is a software tool collocated in the middle of a dedicated link between two communicating nodes. It will be in charge of simulating different levels of available bandwidth and estimating packet losses. The multimedia application used, ISABEL-Lite, is a reduced version of ISABEL [1] which allows both manual and automatic change of its settings. This settings must be understood in terms of audio and video codecs. Audio and video codecs are in charge of capturing, coding, sending, decoding and presenting audio and video data respectively. More specifically, for the video we can also specify the size, the number of frames per second sent and a quality factor.

Table 1 summarizes all attributes and the corresponding range of values, which compound the data set used to model the user. Notice that the last row refers to the score given by the user.

The data set consists of 864 instances, each one scored by an user. The data set can be considered to be balanced with the following distribution of examples.
Table 1. Parameters appearing at the example set used for rule induction by SLIPPER

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>BW</td>
<td>{33, ..., 384}</td>
<td>Limit of network bandwidth</td>
</tr>
<tr>
<td>LOSS</td>
<td>[0, 100]</td>
<td>% loss packets</td>
</tr>
<tr>
<td>AUDCOD</td>
<td>PCM, G711-u, G722, GSM</td>
<td>Audio codec</td>
</tr>
<tr>
<td>VIDCOD</td>
<td>MJPEG, H.263</td>
<td>Video codec</td>
</tr>
<tr>
<td>FSIZE</td>
<td>CIF, QCIF, 160x128</td>
<td>Size of video frames</td>
</tr>
<tr>
<td>QFVIDEO</td>
<td>5, 10, 15, 30, 60</td>
<td>Quantify factor of video codec</td>
</tr>
<tr>
<td>FPS</td>
<td>{0, ..., 12}</td>
<td>Frames by second sent</td>
</tr>
<tr>
<td>QoS</td>
<td>1, 2, 3, 4, 5</td>
<td>User perceived quality</td>
</tr>
</tbody>
</table>

Learning experiments have been performed using SLIPPER [6]. This algorithm does not directly use the classic search bias of divide conquer for rule induction. Instead, it bases its strategy on boosting [7]. It uses a weak learner (i.e. a very simple rule induction algorithm) which boost by modifying learning instances probability each iteration to focus on instances not correctly classified yet. In fact, we also tested IREP, IREP* [8] and RIPPER [5]. Former algorithms which do not use boosting and all of them under-performed SLIPPER. We will consider the possibility of using other kinds of algorithms like, for example, ordinal regression ones. This algorithms predict discrete outputs taking into account a given order between values.

Best classification capacity model we have obtained with SLIPPER appears at figure 2. Ten fold crossvalidation gave a misclassification error of 10%. It is compound by 12 rules and an example is classified as pertaining to the first class (from the upper to the lower class) in which the sum of the confidence values of matching rules in the class is higher than the corresponding negative value. Using that model we can approximate user perceived QoS. However, what we really need is a mechanism to decide, when thing go wrong in the session, what changes have to be applied to the application settings. For that, we will use reinforcement learning.

3.2 Reinforcement Learning for Adaptivity

In this section we will introduce our approach to obtain the adaptivity scheme. This will be in charge of deciding when and how to change the configuration of our multimedia application to obtain, in the long term, an optimum user satisfaction. The decision model we will obtain will be a multi-layer perceptron [3]. Learning the parameters (i.e. the weights of the arcs in the network) is done by reinforcement learning [13].

In learning by reinforcement, we make use of an entity called agent [12] which is situated in the environment. Its situation comes depicted by the environment particular state at time t, let it be denoted with $s_t$. The learner agent can perform a set of actions in the environment. Each time the agent executes an action $a$, it receives a reward from the environment, $r$. The agent then has to appropriately
if matchConfidence {
  [QFVIDEO >= 60, VIDCOD = MJPEG, FSIZE = QCIF, LOSS <= 10, FPS >= 6] -> 2.8792
  [AUDCOD = GSM, BW >= 80, QFVIDEO >= 30, FSIZE = QCIF, FPS <= 6] -> 1.4357
  [AUDCOD = GSM, BW >= 128, LOSS = 0, QFVIDEO >= 30, FPS >= 3, VIDCOD = MJPEG]
  -> 1.7013
  [] -> -2.4188
} > 0 then 5 else if matchConfidence {
  [BW >= 384, QFVIDEO >= 40, FSIZE <= 2] -> 2.7121
  [QFVIDEO >= 30, VIDCOD = MJPEG, LOSS <= 3, AUDCOD = G722] -> 1.1756
  [FSIZE = CIF, QFVIDEO >= 30, LOSS <= 3, AUDCOD = G722, BW >= 80] -> 1.4437
  [] -> -1.5044
} > 0 then 4 else if matchConfidence {
  [LOSS >= 30] -> 2.1188
  [QFVIDEO <= 5] -> 1.4142
  [LOSS >= 16, FPS <= 3] -> 1.5438
  [] -> -1.0984207275826066
} > 0 then 1 else if matchConfidence {
  [LOSS >= 16] -> 1.9109
  [QFVIDEO <= 10, FSIZE = QCIF] -> 1.5861
  [FSIZE = 160X128, QFVIDEO <= 40,
    VIDCOD = H.263] -> 1.2546
  [] -> -0.3953
} > 0 then 2 else 3

**Fig. 2.** Rule model to estimate user perceived QoS

choose each action it executes in order to maximise the reward obtained at the long term. In the context of this particular application, the agent will learn a state-value function, let it be denoted with $V^\pi(s_t)$. This function will be used to predict the long term reward the agent would obtain if, being at time $t$, it selects the action given by the policy $\pi$ (i.e. the criteria used to select an action among all the possible ones). This approach is typically used for prediction but we will use it for control. In typical control problems, not only the state is taken into account in the value function but also the actions. This time, the agent has to learn a good approximation of a function, let it be denoted with $Q^\pi(s,a)$ for the current policy $\pi$ and for all states $s$ and actions $a$.

Learning is done by iteratively updating the $Q$ function by means of the following expression:

$$Q(s,a) \leftarrow Q(s,a) + \alpha[r + \gamma Q(s',a') - Q(s,a)],$$

where the pair $(s',a')$ refers to the state $s'$ to which the environment goes to, from $s$ when action $a$ is executed and $a'$ is the action executed at state $s'$. Constants $\alpha$ and $\gamma$ are the learning rate and the discount factor, respectively.

In this particular domain, we directly act on the problem. For example, a possible action could be to set the video codec to MJPEG or either to change video size to QCIF or even do nothing at all. Immediate rewards, obtained from executed actions, will be approximated by using the rules model of figure 2.

The estimator will be learnt by using SARSA, without using the eligibilitys mechanism (i.e. $\lambda = 0$, see [12], pag. 163). Eligibilities speed up convergence to a good approximation of the $Q$ function, however, in previous simulations we did not perceive any improvement in using that technique.

A world state will be given by concrete network conditions as simulated by the reflector (i.e. packet losses), and settings of the multimedia application. Con-
sequently, an action will be a change in the state (except by packet losses, which would be given by the reflector). It must be noticed that available bandwidth can not be considered as another dimension of the environment features vector as this parameter can not be obtained from the real application. It can only be simulated with the reflector. A functional scheme, in terms of modules inputs and outputs appears depicted at figure 3.

Again, we have used the ISABEL Light Videophone along with the reflector to reproduce a real application and network conditions the agent will use to learn from. The videophone simulates both communication end points. It reproduces, with no end, a musical clip with a total of 400 video frames which sends to itself through the reflector. This, in turn, is in charge of simulating the network link between the end points. Each one of the learning trials or episodes uses the same bandwidth values changing through time. Bandwidth follows the curve appearing at figure 4. Notice that the density of different bandwidth values grows while approximating to values between 256 and 0KB. That is because this range of values are more sensitive to changes. Depending on the amount of data injected
to the network by the videophone and on the reflector simulated bandwidth, the reflector will generate a concrete packet losses percentage. Both the videophone and the reflector accept commands from outside through a socket. By opening telnet connections to the videophone we can configure application settings. For example, with the string `set(AUDIO::PCM,VIDEO::MJPEG,QCIF,8,5.0)` we tell the videophone to set the audio codec to PCM, the video codec to MJPEG, the video size to QCIF, the frame rate to 8 and the quality factor to 5. Bandwidth can be set at the reflector in the same way. We can also read packet losses from the reflector by using a `read` command with the same socket. Communication through sockets is important here because the learning scheme has been developed by using Java and the reflector and videophone are developed in C++. The learning global scheme appears at figure 5.

![Diagram of the learning scheme with videophone, reflector, and multimedia data flow](image)

**Fig. 5.** Arquitectura de aprendizaje global con videófono, reflector y algoritmo SARSA

We have obtained the best results with a multilayer perceptron of 30 hidden nodes, a reinforcement learning rate of 0.05 and a discount factor of 0.9, being the learning rate for the neural network of 0.01. Each one of the episodes was compound by 970 movements (10 actions for each different bandwidth value appearing at figure 4).

Effective learning progress will be demonstrated by using a number of different curves. The first one corresponds to the accumulated $r$ values obtained in each episode, for all $s_{t+1}$ visited states. It is labeled with (a) at figure 6. Notice that, from the very beginning, it grows until it becomes stable. Another interesting point is shown by (b) curve. It refers to packet losses. In the beginning, it shows a minimum level of packet being lost in the network. This is because the learner stands at very conservative states (i.e. states using a low bandwidth and, subsequently, low user scores are obtained). As long as the learning process evolves, packet losses ratio becomes stable between a 3 and a 5% (an acceptable value). RMSE decreases, as expected. Regarding the five curves appearing at
Fig. 6. Curve labeled with (a) shows the evolution of accumulated rewards through episodes. The one labeled with (b) represents the packet losses percentage. The (c) curve is the evolution of the Rooted Mean Squared Error (RMSE) for the multilayer perceptron which approximates the estate-valor function. At (d) we have the number of each different scores obtained during learning.

graph (d), we can see how that curves which represent low scores (1 and 2 scores) decrease. Also, the number of actions with good quality increase (i.e. 3 scores) and the amount of good and very good quality actions increase.

4 P2P Control Implementation with FIPA Agents

In this section we will explain an initial implementation we have developed for the adaptive control of the videophone. Our long term goal is to built a complete ambient intelligence [9] system. This concept emphasize the context in which the user is situated. This context depends on the device through which he is connected to the system, the physical network, his personal interests (i.e. his user profile) and available services at the current context. Now, we are working on the first and second mentioned factors.

If we want to provide an implementation of the adaptive level of the architecture (see figure 1) based on intelligent agents, we have to revise the QoS basic signalling mechanism along with the adaption logic (a detailed analysis of the issue can be found at [11]).
The QoS signalling mechanism provides with information of the network state to the other end point at the communication channel. A point to point transport mechanism can be defined in charge of informing the transmitter about the quality the receiver is obtaining. This QoS can be compound by the packet losses ratio and the mean jitter. Each one of the QoS signalling packets can be added a sequence number and the estimated bandwidth. We can express this kind of packets with XML, like in the following example:

```xml
<qosreport>
  <sequence>34</sequence>
  <lostpackets>9.3465</lostpackets>
  <delay>0.093</delay>
  <preferences/>
  <estimatedbw>128000</estimatedbw>
</qosreport>
```

in which we have included an empty preferences part. Agents simply have to exchange messages like that, by using a performative to convey them.

To this moment, implementation is being carried out on laptops, by using videophones coded in C++ and intelligent agents with the JADE platform.

Adaption logic is in charge of deciding when and how to act on application settings. This functionality is given by the multilayer perceptron that, for each action, produces an estimate of how good it will be in the long term. The decision mechanism consists on choosing the action with highest return value. When an inform message is received with a `<qosreport>` content, we use the neural network and apply changes.

5 Conclusions

In this work, we have presented an hybrid approach based on both supervised and reinforcement learning. This has been used to obtain and adaptation mechanism to maintain an acceptable QoS in the context of multimedia applications like a videophone. We also outlined initial details of the FIPA agents based architecture to provide a complete ambient intelligence application. Results still can be improved. A possible improvement is that of using ordinal regression models instead of classification ones to approximate the quality perceived by the user. In this way, error estimations would be more precisce as score labels are ordered. However, and with no doubt, this work supposes a very promising start point with respect to the role that artificial intelligence will play in the improvement of ad hoc networks communication. Moreover, another posibility is using simple regression for the same problem.
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Abstract. In this work, we present an approach to simplify Knowledge Acquisition Processes (KAPs) by means of extracting knowledge directly from natural language texts. The ultimate goal is to acquire knowledge straight from experts’ language. This approach uses a morphologic analyzer to improve the setting-in-a-context between knowledge elements (e.g., concepts and attributes). Another objective is achieving language independency. Here, the knowledge acquired from texts is represented by means of ontologies.

1 Introduction

Extracting knowledge directly from natural language text is a challenging task. It would allow extracting knowledge easily and, what is more significant, without the intervention of knowledge engineers. Our ultimate goal is the development of tools capable of extracting knowledge from text, on the one hand, and interacting directly with experts of any application domain, on the other. To do this, we agree with [3] in the sense that people who know a language should in part know the rules of such language. In particular, we account for this assumption in designing and implementing a morphologic analyzer. This paper presents a technique for generating knowledge from text through the combination of knowledge modelling techniques and natural language processing, two disciplines that have been following different roads. The main idea behind the approach presented here is simple: the system stores the knowledge found by the expert to automatically identify this knowledge whenever it reappears. Knowledge has been represented in this work by means of ontologies. In literature, ontologies are commonly defined as specifications of domain knowledge conceptualisations [15]. Due to the nature of an ontology, there is not a unique (valid) manner for defining ontologies [8]. Moreover, several definitions have historically been given to the term ontology, although an ontology is commonly considered to be an enumeration of the relevant concepts in an application area, as well as a definition...
of classes of concepts and relationships among these classes [4]. A series of functions to capture knowledge has been implemented to represent the knowledge acquired through ontologies.

The structure of the paper can be described as follows. Section 2 presents an overview of the approach presented in this work. Section 3 and 4 account for the algorithms used for parsing natural language texts, indicating also how to set words into their corresponding context. In Section 5, an example of the application of the framework is described. Section 6 explains the system implementation and its application to a real domain. Related work is discussed in Section 7. Finally, in Section 8 some final conclusions are remarked.

2 Overview of the Approach

The aim of this work was to implement a system able to extract knowledge from natural language texts. More precisely, we have focused on building an ontology from a text. Ontologies permit to divide knowledge into categories such as concepts, attributes, relationships, rules, axioms, etc. These knowledge entities can appear explicitly in the text, although sometimes knowledge is only referred to implicitly. Thus, the approach attempts to find explicit knowledge entities from the text. The starting point is an empty knowledge base. In this phase, the system is unable to find knowledge in the text and the expert has to introduce knowledge manually. However, experts do not just find knowledge in a single fragment, but they also identify expressions which that knowledge can be derived from. The expert identifies all the knowledge entities of the fragment and (s)he also tells the system the expressions in which they appear. These expression-knowledge associations are stored by the system in order to be reused for new knowledge findings thereafter. The expert has only to identify these associations once, and from that moment onwards, the system will perform automatically, and the expert’s task will just consist of confirming the results output by the system. In principle, we might think that in a system with a huge knowledge base, the expert has just to take a seat, divide the text into minor fragments and confirm the system’s proposals. Unfortunately, the process is not that simple. The system checks the fragments for expressions with already associated knowledge. A word with associated knowledge may appear in plural or singular, replaced by a pronoun, etc and verbs may appear in different inflected forms (number, tenses, etc.).

In a huge knowledge base, it is likely to find expressions with multiple knowledge associations, as words can have various meanings. These meanings refer to other knowledge pieces in the knowledge base. For instance, an attribute does not exist on its own, it refers to a conceptual entity. A relationship implies the existence of at least two knowledge entities. Thus, the system has to identify knowledge in fragments as well as knowledge referenced by it. The process reveals some problems: (1) searching for meaningful expressions in a text; (2) deciding what to do when an expression has more than one knowledge association in the knowledge base; and (3) identifying knowledge referred to by “non-concepts”. The first two problems are faced here in the search phase whereas the third one is dealt with in the setting-in-a-context phase, for which the system uses a morphologic analyser. The morphological analyzer uses the learning algorithm C4.5 [10] to classify each word of a sentence. For each word, the instance related to it will be obtained, and this word will be classified by C4.5. Further details about this analyzer may be found in [12].
3 Parsing Text and Looking for Knowledge

The starting point for using the approach is a set of expressions in the current fragment with no associated knowledge. The system completes a full cycle once all words of the current fragment have been analyzed. Next, it takes the remaining non-analyzed words of the text fragment (current words) and looks for similar words in the already existing expressions in the knowledge base. Then, for each expression of the knowledge base similar to the current word, if it is considered to be an acceptable expression, these actions are performed: (1) obtain and sort the knowledge associated to the expression present in the knowledge base; (2) create a new expression that matches the knowledge base expression and associates previously sorted associated knowledge to than expression; and (3) add the new expression to the list of fragment expressions with its associated knowledge.

When no good options are found, the user has to be provided with the possibility of defining new knowledge associated to the expression. Alternatively, these expressions might also be straightforwardly ignored (e.g., preposition, particle, conjunction, interjection, pronoun, and determiner). The similar function is in charge of identifying which expressions of the knowledge base are similar to the current word of the fragment. In its simplest case, it would be an “equal” function. Nevertheless, this function cannot deal with compound expressions as such; therefore a new function is needed, namely “isPrefix”, which function checks whether the current word is a substring of another word or not. It would also be desirable that the function could deal with word families (types associated to a single lemma/lexeme) and other language peculiarities. For instance, if the expression “causes” already exists in the knowledge base and the current fragment contains the word “caused”, it would be desirable that the system realized that both words actually allude to the same verb (lemma). This issue might be partially implemented using parts-of-speech taggers and lemmatisers. Here, a word in the current fragment is “similar” to an expression in the knowledge base if the expression starts with the current word.

The acceptable function is an extension to the “similar” one. It is introduced to determining whether the current word and a similar expression are not just “similar by chance”. The “isPrefix” function has an important drawback: if the current word is the article “a”, any expression starting with “a”, as “assurance”, “added value”, “a hundred” or “advert” will be (candidates to be) considered as similar. Therefore, this function limits the number of acceptable options amongst the similar ones. This function has been designed with strong requirements: an existing expression in the database is acceptable if it appears as such in the current fragment.

Current words in a text fragment are always single constituents. However, database expressions can contain more than one word (multiple-word expressions). If a word is acceptable, then the current fragment will contain all the words of the database expression. Thus, the current word needs to be enlarged to cover all the words of the database expression, creating a new object that contains all the words.

The correctly recognized relationships between expressions and their associated knowledge are stored in the database. Once an expression is obtained holding certain properties (through the functions similar and acceptable), knowledge associated with that expression is searched for in the database. Whenever different association possibilities in the database exist, the system sorts them out and displays them.
Whenever different possibilities are considered as inferred knowledge from an expression, the system rearranges and sorts them according to the following criteria: (1) person-dependency, who recognized the knowledge, (2) domain dependency, the type of domain and (3) spatial location, whether the expression belongs to the same fragment and/or text. In particular, there are currently 11 different possible sorting criteria. Once knowledge sorting has concluded, the search phase ends. At this point, the system is likely to have processed both the current fragment and the set of expressions present in its database. Additionally, inferred knowledge would have been sorted out according to the above criteria in an attempt to overcome ambiguity.

4 The Setting-in-a-Context Phase

Once the search phase has been performed, the system is fitted with a list of associated knowledge expressions. However, the system’s task does not finish then, unless the inferred knowledge is a concept; if the inferred knowledge is a different knowledge entity (i.e., attribute, value, relation) some operations need to be performed. In what follows, we shall explain the operations that need to be performed for different knowledge entities. In other words, the conceptualisation was very limited and was dependent on a concrete language, namely, English, where attributes usually follow concepts (see for instance [13]). This property was used by a system to look for concepts which attributes belong to. So, when the system finds an attribute in the search phase, the system searches for the most left-nearby concept in the current fragment. However, that is not always correct. For example, in the following fragment: “... due to the weight of the table”, the concept table is on the right of its attribute weight. Therefore, with the previous process, the conceptualisation would be incorrect. In order to solve conceptualisation problems, we use grammar patterns, which are own by each language and that indicate a relation between words by knowing only their grammar category. Thus, by using these patterns we can approach this process to be language independent. The grammar patterns used for English in this work, which are shown in Table 1, are based in the ones presented in [14].

We say “property” because the existing relation between two words is a priori unknown (e.g. A word is an attribute of a concept, or a value of an attribute). Once the search phase has finished, the system will perhaps have several attributes, concepts, and values. When the system has to find the relations between those knowledge entities, it use of such patterns. For example, in the following fragment: “... the red car ...”, if the system has tagged red as value and car as concept in the search phase, by using the pattern ‘Adj + Noun’ the system will find a relation between the concept car and the value red. All relations are assumed to be binary. That is, two elements need to be found. Let us consider this fragment now: “... antioxidants inhibit the activation of the NF-kB transcription factor... “. This type of structure is quite frequent when identifying participants in relations: one of the candidates is on the left hand-side of the expression, inferring the relation, and the other one on the right hand-side. The system searches for expressions with inferred knowledge on the left and right hand-side, and candidates are selected according to various criteria:
If the current expression is associated to a relation of the type “is-a” or “part-of”, any ontological category can be chosen as a candidate as these relations can only exist between concepts. Therefore, the system searches for two concepts, one on the left and another on the right hand-side of the current expression. It is very rare that any of the candidates of a relation is a value (the system is designed to ignore values).

If an attribute is found, the process of searching for a related concept is the same as the one described above to provide a context for attributes.

The search process is similar to the one described in previous sections. Candidates are searched (1) in a pre-determined number of expressions for which the user has associated knowledge, (2) in the expressions obtained in the search phase and, finally (3) in the user expressions.

Table 1. Grammar patterns.

<table>
<thead>
<tr>
<th>Previous word(s)</th>
<th>Current word</th>
<th>Relation</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjective</td>
<td>Adjective</td>
<td>The previous word is a property of the current one</td>
<td>Sweetie lovely Diffusable binding</td>
</tr>
<tr>
<td>Adverb</td>
<td>Adverb</td>
<td>The previous word is a property of the current one</td>
<td>Very popular</td>
</tr>
<tr>
<td>Adverb</td>
<td>Adverb</td>
<td>The previous word is a property of the current one</td>
<td>Very strongly</td>
</tr>
<tr>
<td>Adjective</td>
<td>Noun</td>
<td>The previous word is a property of the current one</td>
<td>Tall boy Individual gene</td>
</tr>
<tr>
<td>Noun</td>
<td>Noun</td>
<td>The previous word is a property of the current one</td>
<td>Telephone directory Gen activity</td>
</tr>
<tr>
<td>Noun+prep+ (det)</td>
<td>Noun</td>
<td>The current Noun is a property of the first one</td>
<td>The table of wood Model of the molecule</td>
</tr>
</tbody>
</table>

5 Example of Knowledge Acquisition Process

In this section, we introduce an example to describe the operation of the knowledge acquisition process. Hence, we will suppose that we have the knowledge base shown in Table 2. and that we are processing the following text fragment: “A tight mutant is a mutant which displays its non-wild type phenotype distinctly and clearly while a leaky mutant displays a much less distinct phenotype compare to wild type”. First, we will show the results of the morphological analysis, and then, we will illustrate how knowledge is found in this fragment.

Table 2. Knowledge Base.

<table>
<thead>
<tr>
<th>Is</th>
<th>Taxonomic Relation</th>
<th>phenotype</th>
<th>Concept</th>
</tr>
</thead>
<tbody>
<tr>
<td>is a</td>
<td>Taxonomic Relation</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>is a class of</td>
<td>Taxonomic Relation</td>
<td>tight</td>
<td>Value</td>
</tr>
<tr>
<td>is a part of</td>
<td>Mereological Relation</td>
<td>tight Mutant</td>
<td>Concept</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>leaky Mutant</td>
<td>Concept</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Non-wild</td>
<td>Value</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
Morphological Analysis
A (Determiner) tight (Adjective) mutant (Noun) is (Verb) a (Determiner) mutant (Noun) which (Pronoun) displays (Verb) its (Determiner) non-wild (Adjective) type (Noun) phenotype (Noun) distinctly (Adverb) and (Conjunction) clearly (Adverb) while (Conjunction) a (Determiner) leaky (Adjective) mutant (Noun) displays (Verb) a (Preposition) much (Adverb) less (Adverb) distinct (Adjective) phenotype (Noun) compared (Verb) to (Preposition) wild (Adjective) type (Noun).

Parsing Text and Looking for Knowledge
As it was previously stated, the words classified as preposition, particle, conjunction, interjection, pronoun, and determiner are considered to be semantically meaningless. So, the system does not search any knowledge associated to them. The system searches first knowledge associated to tight. Thus, the system searches in the knowledge base for similar expressions. In this case, the similar expressions to tight are {tight, tight mutant}, since they contain “tight” as a prefix. Then, the system searches for the most acceptable expression. In this case it finds the expression “tight mutant” in the text, so it infers that “tight mutant” is a concept. The next word to be analyzed is “is”. The similar words in the knowledge base are {is, is a, is a class of, is a part of}. However, the system realizes that “is a” is acceptable. Thus, the system infers a taxonomic relation associated to the expression “is a”. The process continues and the system will finally obtain the following knowledge from the text:

{tight mutant (Concept), is a (Taxonomic relation), mutant (Concept), non-wild (Value), type (Attribute), phenotype (Concept), leaky mutant (Concept)}

Setting-in-a-Context Phase
At this point, the system does not need to perform any more operations with the expressions whose associated knowledge entity is a concept. Otherwise, the corresponding knowledge entity needs to be conceptualized. In this example, the expressions “non-wild”, “type” and “is a” have to be set into the correct context. Now, the system makes use of the grammar patterns to relate the knowledge. For instance, the expression “non-wild” was labeled as a Value in the previous phase. Following with the example, the system will need to find its related attribute. The expression “non-wild” is an adjective and the expression “type” is a Noun. According to the fourth grammar pattern, “non-wild” is a property of “type”. Hence, the system infers that “non-wild” is a value of the attribute “type”. Next, the system has to associate the attribute “type” to a concept. Since “type” is a noun and “phenotype” is a noun, a grammar pattern is found. The system knows that “type” is a property of “phenotype”. By looking at the previous phase, “phenotype” is a concept and “type” is an attribute, so the system infers that “type” is an attribute of the concept “phenotype”. The last expression to be conceptualized is “is a”, which represents a taxonomic relation. The system has to find the participants of the relationship. For this purpose, the system searches on the left and the right side of the linguistic expression “is a” to find the participants of the relationship. Here, the participants have to be concepts. In this example, the system infers a taxonomic relation between the expressions “tight mutant” and “mutant”.
6 Implementing a Software Tool

A software tool based on the approach described above has been designed and implemented for acquiring knowledge from texts (text needs to be specified in a text file; i.e., in ASCII format). The tool is fitted with two distinct working modes: (1) the query mode and (2) the maintenance mode. In the maintenance mode, users are provided with the full functionality of the tool (adding new experts and tasks, associating experts to tasks; saving the work/session(s) in the database, loading previously saved work, etc). The query mode has a reduced functionality. The user can neither perform management activities nor save work/sessions in the database. Other differences between both modes are: (a) in the maintenance mode, the user inserts knowledge with the help of the tool; the system proposes knowledge to the user by making use of natural language recognition techniques; and (b) in the query mode, the user cannot insert new knowledge as ontologies are built automatically. Non-expert users cannot carry out the following actions: input knowledge into the system, select the expert, select the task, select a text for recognition. In our tool, five ontological knowledge categories are used, namely:

- **Concepts**: these represent a class of objects in the domain.
- **Attributes**: these represent the properties of a given concept.
- **Values**: attributes belong to a domain; attributes such as length are numeric whereas attributes like colour are enumerated. The elements of those domains are the possible values attributes can take.
- **Relations**: relations in a domain ontology play the same role as in a relation/entity model, although some constraints have been imposed. In this tool, relations are binary and pre-defined: IS-A, PART-OF, ASSOCIATION, INFLUENCE.
- **Axioms**: an axiom is a domain rule. For instance, Force = mass * acceleration.

The taxonomic and mereological relations do only exist between two concepts. The remaining relations can exist between whatever two ontological categories, although a relation cannot be part of another relation.

The system may recognize entities from such categories except for axioms. The structure of the ontologies resulting of our system performance can be seen in Figure 1. The tree on the left hand-side of Figure 1 is the ontology, having three main branches: concepts, relations, and rules (i.e., axioms). Axioms appear as branches of the “rules” node. Each concept has branches for allocating its attributes and each of these has for its values. The relations are represented as branches of the “relationships” node, and the instances of the relations can be viewed on the right side of the screen (i.e., the IS-A relation in Figure 1).

In order to evaluate the usefulness of the approach in real settings, a case study (experiment) was performed. It consisted in applying it to several sub-domains of Computer Science with ‘simulated experts’, namely, 5th year students instructed for the experiment (one expert per sub-domain). The instruction was done through the provision of abundant information concerning the sub-domain they were encouraged to work in. Concerning motivation, a list containing descriptions of each sub-domain (already well-known by them through the corresponding subjects studied in the career) utilised in the case study was first shown to them. Then, they selected those found to be most ‘attractive’ to them. With this, we tried to ensure each ‘expert’ was motivated enough to do his/her job in the experiment. With all, each expert was given
Then, we checked whether the assumptions pointed out before were too strong or not. The results of the knowledge acquisition process from text in this experiment show that, at least, the simulated experts used in this case study overcame the technical, implicit restrictions of our approach and extracted and represented explicit knowledge from text, as it was our goal. The data of the experiment and the resulting ontologies can be accessed at our web page.

7 Related Work

The way we approach knowledge structuring differs from the one presented in [5,11]: in that our knowledge entities are concepts, attributes, values, relations, and rules whereas in the quoted work, the discussion is about concepts, roles, individuals and axioms. Another difference with [5,11] is that the concept acquisition process is performed differently, too: our system’s suggestions are hypotheses the user accepts or rejects, whereas in [8], the process is structured into three phases: (1) generating quality labels for hypotheses; (2) estimating the credibility of the hypotheses; and (3) computing the order of preference of the hypotheses.

The expression-oriented analysis to capture knowledge from text in the system presented here is somewhat more general than the classic word-based approach described in [3], for whom words can be derived from other words by means of transformation rules. Semantics associated to terms has been dealt with also elsewhere. In particular, in [6] the author recognises that semantic variations permit to recognise, for example, verbal and adjectival phrases as conceptually equivalent to nominal terms. Concerning tools for terms acquisition from text, there are others well-known in literature, for instance LEXTER [2], which was built for term acquisition from French corpora. In our work we go beyond the term extraction to distinguish several kinds of semantic terms through several ontological knowledge categories. The use of ontologies for knowledge acquisition from text is discouraged in [7,9] for domains in which changes in expert knowledge is rapid and substantial. However, we believe to have shown that our approach can easily be adapted to new requirements.
8 Discussion and Conclusion

In this paper, an approach that combines knowledge acquisition and natural language recognition techniques has been used for implementing a system capable of extracting knowledge from natural language texts in a supervised mode. The methodology presented in this work offers a new and promising method for knowledge acquisition from text. The system has been evaluated in one case study (i.e., a Computer Science domain) and several ontologies corresponding each to a different sub-domain have been built by applying the framework described in this paper to a set of natural language texts on the referenced domain. We are confident that this approach of acquiring knowledge from text offers some advantages with respect to pure linguistic methods such as: (1) ambiguity is taken into account (i.e., person dependency, spatial location, domain dependency); (2) rhetoric is not considered; (3) implicit knowledge can be identified and added by the user; (4) the system is incremental and automatic; and (5) the system’s performance and transparency are acceptable.

The way in which the acquisition process has been divided into (i.e., ‘search’ and ‘setting-in-a-context’ phases) allows, in principle, the system to be used for any language. However, some considerations need to be made regarding these two phases. We propose some improvements concerning the context-in-a-setting phase regarding different knowledge entities: (a) relations (i.e., solving situations such as those in which no participants appear on either side of the relation; a possible solution might be checking whether the concept is directly followed by an attribute; here, we might think that it is more likely that the attribute is the second participant and not the concept); (b) pronouns (these are not dealt with in this work and would be another interesting issue to be treated). Regarding future work, we plan to perform a statistical evaluation of the system in some other domains such as medicine, where we have already performed some promising experiments.
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Abstract. Functional Dependency is a fundamental notion of the Relational Model. Since the introduction of this successful theoretical framework in the 70’s, there have been several works focussed on their automated treatment. The pioneer line of this area was the use of Functional Dependencies Logics. Unfortunately, this line has presented several limitations, most of them caused by the crucial role of the transitivity paradigm in the axiomatic system. In [11] we introduce a new Functional Dependencies Logic which does not use the transitivity rule. This logic uses a new substitution rule and the design of its axiomatic system has been guided by the notion of optimality.

In this paper we show the advantages of such a logic. We introduce a preprocessing transformation which removes redundancy of a given set of Functional Dependencies and allows a more efficient further treatment by other well known indirect algorithms. Besides that, we carry out an empirical study to prove the practical benefits of our approach.

1 Introduction

Functional Dependencies (FD) are an important element of the Relational Model [10]. They establish a relation among the attributes (fields) of the system and allow the development of a method to eliminate data redundancy. This method, named FD normalization [25], depurates relational databases to get a more efficient information management.

Up to now, normalization was considered a secondary task in software development and the proof is that no many CASE tool have skill to store and manipulate Functional Dependencies. The automated manipulation of FD to get normalized databases has not a high priority in Software Engineering. This lack of interest relies on two problems: first, to discover all the FDs in a database requires a high degree of expertise and system knowledge and secondly, the management of FD is not a trivial task.\textsuperscript{1}

Recently, Functional Dependencies are playing a more important role in Computer Science. This growing interest is due to a collection of works which use Artificial Intelligence techniques to find functional dependencies and other types of data associations

\textsuperscript{1} Some well known problems related with FD are NP-hard problems.
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which were hidden to database designers. These works have open the door to discover knowledge in databases and give a solution to the first problem cited above. The Rough Set Theory introduced by Pawlack [24] and some Data Mining techniques [7, 16] have been used to discover knowledge in database: in [6] to find keys, in [17] to discover FD in large databases and in [15] to deduce FD and Multivalued Dependencies in a given relation. Neural networks have been used in [22] to examine the database and find significant dependencies. In [19] the authors study functional dependencies in q-Horn Theories, and discusses their use in knowledge condensation. More recently, some authors have related FD with emergent technologies. Thus, the extension of FDs to XML has been studied in [2, 8].

The second problem, that is, the automated manipulation of FD has been also tackled with Artificial Intelligence. There exists in the bibliography a collection of equivalent functional dependencies logics which allow a formal specification of FDs and provide axiomatic systems as a formal basis to design automated deduction methods. These FD logics are introduced by well-known database authors: P. Atzeni [4], R. Fagin [14], A. Kogan [18], J. Paredaens [23], J. Ullman [25], etc.

Nevertheless, none of these logics are used to design an automated method to depute sets of functional dependencies. In fact, there is a set of works which use indirect methods to manage FDs [9, 18, 20, 21]. The neglect of all these FD logics is due to a common characteristic: all of their axiomatic systems rely on the transitivity rule. The important role of transitivity avoids the design of efficient transformations and obscures the use of other rules which may be useful to reduce the original problem.

By the other hand, the management of sets of functional dependencies has focussed in the problem of minimality: the notion of redundant FD set is centered solely in the number of FD. As P. Atzeni says in [4], there is an strong problem based in the notion of optimality. Optimality looks for a set of FD with less size, i.e., when the total number of attributes in the FDs can be reduced.

In [11] we introduce a substitution operator which is the basis of a new rule for FD inference systems. This new rule is directly based on the notion of optimality and, as we shall see in this work, can be used to reduce efficiently the size of the FD sets. In fact the substitution operator may be considered as a primitive rule, rendering a new kind of FD logic, the SLFD logic [11]. The main novelty of our logic is that it does not use transitivity rule as the basis of the inference system.

In this work we have design a preprocessing transformation which uses the substitution operator of SLFD logic to prune the original FD set, rendering in polynomial time an equivalent FD set with less size. We show how substitution paradigm may be used to reduce the original problem (so, it can be treated in less time by other well-known algorithms). Furthermore, we have tested empirically the substitution transformation which allows us to reveal the importance of optimality and minimality.

The work is organized as follows: section 2 presents some well-known definitions and results concerning the relational model. We will use Paredaens logic in section 3 and will present the substitution operator in section 4. In section 5 we will introduce the pre-processing transformation based on substitution and we will test its efficiency. Conclusions will be presented in the last section of this paper.
2 Relational Model Preliminaries

E.F. Codd\(^2\) is considered the father of the Relational Model [10], the first conceptual data model with a formal basis which have survive with minor changes since the 70’s decade.

Codd stores data in tables and labels each column of the table with an identifier named attribute. For each attribute, the data of the corresponding column are referred to be values of a set named $\text{dom}(a)$. Thus, if $A$ is a finite set of attributes, we are interested in $R \subseteq \Pi_{a \in A} \text{dom}(a)$ relations.

Each row of the table is denominated tuple of the relation. If $t$ is a tuple of the relation and $a$ is an attribute, then $t(a)$ is the $a$-component of $t$.

**Definition 1.** Let $R$ be a relation over $A$, $t \in R$ and $X = \{a_1, \ldots, a_n\} \subseteq A$. The projection of $t$ over $X$, $t/X$, is the restriction of $t$ to $X$. That is, $t/X(a_i) = t(a_i)$, for all $a_i \in X$.

**Definition 2 (Functional Dependence).** Let $R$ be a relation over $A$. Any affirmation of the type $X \rightarrow Y$, where $X, Y \subseteq A$, is named functional dependence over $R$. We say that $R$ satisfies $X \rightarrow Y$ if, for all $t_1, t_2 \in R$ we have that: $t_1/X = t_2/X$ implies that $t_1/Y = t_2/Y$. We denote by $\text{FD}_R$ the following set:

$$\text{FD}_R = \{X \rightarrow Y \mid X, Y \subseteq A, R \text{ satisfies } X \rightarrow Y\}$$

W. W. Armstrong shows the semantics of the FD in the following proposition which characterizes the properties that satisfies the set $\text{FD}_R$ (the proof was presented in [3]):

**Proposition 1 (Armstrong Axioms).** Let $R$ be a relation over $A$, then\(^3\):

1. If $Y \subseteq X \subseteq A$ then $X \rightarrow Y \in \text{FD}_R$.
2. If $X \rightarrow Y \in \text{FD}_R$ then $X \rightarrow XY \in \text{FD}_R$.
3. If $X \rightarrow Y, Y \rightarrow Z \in \text{FD}_R$ then $X \rightarrow Z \in \text{FD}_R$.
4. If $X \rightarrow Y, X \rightarrow Z \in \text{FD}_R$ then $X \rightarrow YZ \in \text{FD}_R$.
5. If $X \rightarrow Y \in \text{FD}_R$ then $X \rightarrow Y - X \in \text{FD}_R$.
6. If $X \rightarrow Y \in \text{FD}_R$, $X \subseteq U \subseteq A$ and $V \subseteq XY$ then $U \rightarrow V \in \text{FD}_R$.
7. If $X \rightarrow Y, X' \rightarrow Z \in \text{FD}_R$, $X' \subseteq XY$, $X \subseteq U \subseteq A$ and $V \subseteq ZU$ then $U \rightarrow V \in \text{FD}_R$.

3 The Paredaens Logic

In the above section we present the notion of functional dependence (definition 2) and show some properties which allow the management of all the FDs that are satisfied in a given relation (proposition 1). In this section we introduce Paredaens Logic [23] named $L_{Pa_{a,r}}$, which allows the formal specification and manipulation of FDs. As we mention in

\(^2\) E.F. Codd died on April the 18th. We are in doubt with him for their revolutionary idea about data storage and management and we particularly appreciate his tireless fight at the beginning of the 70’s, when academic and business organizations had no faith in his Relational Model.

\(^3\) If $X$ and $Y$ are sets of attributes, $XY$ denotes the set $X \cup Y$. 
the introduction, there exists other well-known logics [4, 14, 18, 25] that are equivalent\(^4\) to \(L_{Par}\). Moreover, all of them are correct and complete, i.e. their axiomatic systems are congruent with the notion of satisfiability introduced in definition 2 and they cover proposition 1.

**Definition 3 (The \(L_{Par}\) Language).** Let \(\Omega\) be an infinite numerable set of atoms and let \(\land \rightarrow\) be a binary connective, we define the language

\[
L_{Par} = \{X \rightarrow Y \mid X, Y \in 2^\Omega \text{ and } X \neq \emptyset\}
\]

In the literature, attributes must be non-empty. Nevertheless we may consider the empty attribute, denoted \(\top\), and extend the original language of \(L_{Par}\).

Now, we introduce the axiomatic system \(S_{Par}\):

**Definition 4.** \(L_{Par}\) is the logic given by the pair \((L_{Par}, S_{Par})\) where \(S_{Par}\), has as axiom scheme \(Ax_{Par}\):

\[\Gamma \vdash_{S_{Par}} X \rightarrow Y, \text{ if } Y \subseteq X\]

and the following inference rules:

\[
\begin{align*}
[\text{Trans}] & \quad X \rightarrow Y, Y \rightarrow Z \vdash_{S_{Par}} X \rightarrow Z & \text{Transitivity Rule} \\
[\text{Augm}] & \quad X \rightarrow Y, \vdash_{S_{Par}} X \rightarrow XY & \text{Augmentation rule}
\end{align*}
\]

In \(S_{Par}\) we have the following derived rules (these rules appear in [23]):

\[
\begin{align*}
[\text{Union}] & \quad X \rightarrow Y, X \rightarrow Z \vdash_{S_{Par}} X \rightarrow YZ & \text{Union Rule} \\
[\text{Comp}] & \quad X \rightarrow Y, W \rightarrow Z \vdash_{S_{Par}} XW \rightarrow YZ & \text{Composition Rule} \\
[\text{Inters}] & \quad X \rightarrow Y, X \rightarrow Z \vdash_{S_{Par}} X \rightarrow Y \cap Z, \text{ where } Y \cap Z \neq \emptyset & \text{Intersection Rule} \\
[\text{Redc}] & \quad X \rightarrow Y \vdash_{S_{Par}} X \rightarrow Y \setminus X, \text{ where } Y \setminus X \neq \emptyset & \text{Reduction Rule} \\
[\text{Frag}] & \quad X \rightarrow YZ \vdash_{S_{Par}} X \rightarrow Y & \text{Fragmentation Rule} \\
[\text{gAugm}] & \quad X \rightarrow Y \vdash_{S_{Par}} U \rightarrow V, \text{ where } X \subseteq U \text{ and } V \subseteq XY & \text{Generalized Augmentation Rule} \\
[\text{gTrans}] & \quad X \rightarrow Y, Z \rightarrow U \vdash_{S_{Par}} V \rightarrow W, \text{ where } Z \subseteq XY, X \subseteq V \text{ and } W \subseteq UV & \text{Generalized Transitivity Rule}
\end{align*}
\]

The concepts of deducted \(wffs\), denoted \(\Gamma \vdash_{S_{Par}} \varphi\) and FD equivalent sets, denoted \(\Gamma \vdash_{S_{Par}} \Gamma'\) are introduced as usual.

4 A New Tool for Removing Redundancy

In [11] we propose the introduction of two substitution rules that allow to remove redundancy in a efficient way. Moreover, these rules have a strong formal base, the lattice theory and concretely the concept of ideal-ond for formalizing the redundancy notion. We summarize these concepts:

\[\text{We selected Paredaens Logics with no loss of generality, because all the other FD logics have the same structure in their syntax, semantics and axiomatic system.}\]
Definition 5. Let $\Gamma \subseteq \mathcal{L}_{Par}$, and $\varphi = X \rightarrow Y \in \Gamma$. We say that $\varphi$ is **superfluous** in $\Gamma$ if $\Gamma \setminus \{\varphi\} \vdash_{\mathcal{S}_{Par}} \varphi$. We say that $\varphi$ is **l-redundant** in $\Gamma$ if exists $\emptyset \neq Z \subseteq X$ such that $(\Gamma \setminus \varphi) \cup \{(X - Z) \rightarrow Y\} \vdash_{\mathcal{S}_{Par}} \varphi$. We say that $\varphi$ is **r-redundant** in $\Gamma$ if exists $\emptyset \neq U \subseteq Y$ such that $(\Gamma \setminus \varphi) \cup \{X \rightarrow (Y - U)\} \vdash_{\mathcal{S}_{Par}} \varphi$. We say that $\Gamma$ has **redundancy** if it have an element $\varphi$ that it is superfluous or it is l-redundant or it is r-redundant in $\Gamma$.

The rules that we will introduce are transformations of $\mathcal{S}_{Par}$-equivalence. This way, the application of these rules does not imply the incorporation of new wff, but the substitution of wffs by simpler ones, with an efficiency improvement.

The following theorem allow us to introduce the substitution rules, see the proof in [11].

**Theorem 1.** Let $X \rightarrow Y, U \rightarrow V \in \mathcal{L}_{Par}$ with $X \cap Y = \emptyset$.

(a) If $X \subseteq U$ then $\{X \rightarrow Y, U \rightarrow V\} \equiv_{\mathcal{S}_{Par}} \{X \rightarrow Y, (U - Y) \rightarrow (V - Y)\}$. Therefore, if $U \cup Y \neq \emptyset$ or $V \cap Y \neq \emptyset$ then $U \rightarrow V$ is l-redundant or r-redundant in $\{X \rightarrow Y, U \rightarrow V\}$ respectively.

(b) If $X \subseteq U$ and $X \subseteq UV$ then $\{X \rightarrow Y, U \rightarrow V\} \equiv_{\mathcal{S}_{Par}} \{X \rightarrow Y, U \rightarrow (V - Y)\}$. Therefore, if $V \cap Y \neq \emptyset$ then $U \rightarrow V$ is r-redundant in $\{X \rightarrow Y, U \rightarrow V\}$.

The above theorem allows us to define the substitution and r-substitution rules as follows:

<table>
<thead>
<tr>
<th>Rule</th>
<th>$\Gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[Sust]$</td>
<td>$X \rightarrow Y, U \rightarrow V \vdash_{\mathcal{S}_{Par}} (U - Y) \rightarrow (V - Y)$ if $X \subseteq U$, $X \cap Y = \emptyset$</td>
</tr>
<tr>
<td>$[rSust]$</td>
<td>$X \rightarrow Y, U \rightarrow V \vdash_{\mathcal{S}_{Par}} U \rightarrow (V - Y)$, where $X \subseteq UV$, $X \cap Y = \emptyset$</td>
</tr>
</tbody>
</table>

The following example shows the advantages of the substitution rules.

**Example 1.** Given $\Gamma = \{a \rightarrow bc, ab \rightarrow ce, bd \rightarrow ac, af \rightarrow b, cd \rightarrow ba\} \subseteq \mathcal{L}_{Par}$, we can apply the substitution rules to obtain FDs sets with less redundancy.

We would like to remark the importance of the substitution rules. No FD axiomatic system has such a rule that is able to detect and eliminate redundancy in an efficient way from a set of FDs. Integrating substitution rules to an axiomatic system has the following advantages:

- Systematic application of the rules of the axiomatic system.
- Elimination of redundant attributes from the determinant and determinate of FDs.

We show now an interested FD normal form.
Definition 6 (Reduced Functional Dependency Set). [5, 1]

A set \( \Gamma \) of FDs is in reduced form if for all \( X \rightarrow Y \) then \( X \cap Y = \emptyset \).

The following theorem ensures a good properties concerning the FDs in reduced form.

**Theorem 2.** Given \( X, Y, Z \in 2^\Omega \), then we have that \( \{ X \rightarrow Y \} \equiv_{\mathcal{S}_{Pa,r}} \{ X \rightarrow (Y - X) \} \)

In databases it is usual to work with reduced FDs. The following example illustrates the importance of this definition and shows what happens if \( \Gamma \subseteq \mathcal{L}_{Pa,r} \) contains non-reduced FDs

**Example 2.**
Let \( A = \{ a, b, c, d \} \subseteq \Omega \) and \( \Gamma = \{ ab \rightarrow bd, abc \rightarrow de \} \subseteq \mathcal{L}_{Pa,r} \).

In this DFs set, substitution rules cannot be applied to eliminate redundancy in \( \Gamma \) as there is no fulfillment of hypothesis \( X \cap Y \neq \emptyset \) that appears in Theorem 1.

Nevertheless, Theorem 2 proves that \( \Gamma \) is equivalent to the set of reduced FDs \( \Gamma' = \{ ab \rightarrow d, abc \rightarrow de \} \subseteq \mathcal{L}_{Pa,r} \). To that end, we will simply apply the rule \([\text{Reduce}]\) to \( \Gamma \) with linear cost.

The rule \([\text{Sust}]\) can be applied to obtain \( ab \rightarrow d, abc \rightarrow de \vdash_{\mathcal{S}_{Pa,r}} ab \rightarrow e \) and eliminate the r-redundant attribute \( d \) from \( abc \rightarrow de \).

We thus obtain \( \Gamma'' = \{ ab \rightarrow d, ab \rightarrow e \} \), which is \( \mathcal{S}_{Pa,r} \)-equivalent to \( \Gamma \).

From now on we consider wffs reduced of \( \mathcal{L}_{Pa,r} \). In the following section, we will introduce a preprocessing transformation and we will carry out an empirical test of its efficiency.

5 A Preprocessing Transformation

Based on the Substitution Paradigm

In this section we will present the design and implementation of a pre-processing transformation that will allow us to transform any given set of FDs into another equivalent one with less redundancy. This transformation is directly based on the substitution rules we just introduced.

Besides that, we present an empirical study of this preprocessing transformation which allows us to analyze the benefits of the new substitution rules.

First we will show the design in pseudo-code that describes how we will use the rules that take part in the transformation that we propose to eliminate redundancy in FDs sets. Such transformation does not completely eliminate all the redundancy. The preprocessing transformation establishes an efficient preprocessing pruning based mainly on the substitution rules, and allows for the application of any other depuration method over the new FD set, which is shorter than the original one. In some cases, our preprocessing transformation captures the redundancy of the original FD set entirely, with the corresponding benefits for the efficiency.

The transformation depicted in figure 1 applies the following steps:

5 We use Prolog to implement the preprocessing transformation. We have used SWI-Prolog version 5.1.8.

6 The transformation has quadratic complexity.
removeRedundancy

**Input:** $\Gamma$ (a set of FDs)

**Output:** $\Gamma'$ (a FDs set with less redundancy)

\[\begin{align*}
\text{BEGIN} \\
1. & \mid \text{Reduc} \mid \\
2. & \mid \text{Union} \mid \\
\text{Repeat} \quad 3. & \mid \text{Substitution} \mid \text{Sust} \mid + \mid \text{rSust} \mid \\
\text{until more substitution cannot be applied} \\
4. & \text{Check if it is possible to apply Generalized Transitivity}
\text{END}
\end{align*}\]

**Fig. 1.** A Pre-processing transformation

- In step 1, the rule $[\text{Reduc}]$ transforms FDs into reduced FDs.
- In step 2, the rule $[\text{Union}]$ renders FDs with disjoint determinants.
- In step 3, we exhaustively apply the substitution rules. After each application of substitution if the result requires it, the union rule or the $\top$ elimination will be applied before the following substitution.
- In step 4, we will check if it is necessary to apply transitivity. This way, we will check if the original set has been thoroughly treated.

It is convenient to remark that before starting step 3 the size of the FDs set has been reduced with limited linear cost. We will achieve an important improvement with respect the rest of the FDs algorithms as all of them apply the rule $[\text{Frag}]$ as their first transformation, which causes an increase in the number of FDs.

The following example (introduced in [13]) shows the application of this pre-processing transformation to a set of FDs.

**Example 3.** We apply removeRedundancy to:

$\Gamma = \{b \rightarrow a, b \rightarrow g, b \rightarrow h, d \rightarrow a, bn \rightarrow h, ab \rightarrow d, ab \rightarrow e, ab \rightarrow f, ab \rightarrow g, abci \rightarrow d, abci \rightarrow j, abo \rightarrow k\}$

**Step 1** $[\text{Reduc}]$

**Step 2**

\[\begin{align*}
[\text{Union}] & \quad b \rightarrow a, b \rightarrow g, b \rightarrow h \vdash s_{par} b \rightarrow agh \quad 7 \\
[\text{Union}] & \quad ab \rightarrow d, ab \rightarrow e, ab \rightarrow f, ab \rightarrow g \vdash s_{par} ab \rightarrow defg. \\
[\text{Union}] & \quad abo \rightarrow d, abo \rightarrow j, abo \rightarrow k \vdash s_{par} abo \rightarrow djk.
\end{align*}\]

**Step 3**

\[\begin{align*}
[\text{Sust}] & \quad b \rightarrow agh, bn \rightarrow h \vdash s_{par} bn \rightarrow \top \quad 8 \\
[\text{AxPar}] & \quad bn \rightarrow \top \quad 9 \\
[\text{Sust}] & \quad b \rightarrow agh, b \rightarrow defg \vdash s_{par} b \rightarrow def \\
[\text{Union}] & \quad b \rightarrow agh, b \rightarrow def \vdash s_{par} b \rightarrow adefg \\
[\text{Sust}] & \quad b \rightarrow adefg, abo \rightarrow djk \vdash s_{par} b \rightarrow adefg \\
[\text{rSust}] & \quad d \rightarrow a, b \rightarrow adefg \vdash s_{par} b \rightarrow adefg
\end{align*}\]

**Step 4** It is not necessary to apply GTransitivity.

---

7 We remove $b \rightarrow a, b \rightarrow g, b \rightarrow h$ and we add $b \rightarrow agh$.
8 We substitute $bn \rightarrow h$ by $bn \rightarrow \top$.
9 We remove $bn \rightarrow \top$. 
We obtain the following depurated FD set: \( \Gamma' = \{ b \rightarrow de\, f\, gh, d \rightarrow a, b \rightarrow jk \} \). This same example is depurated in [13] using 16 \(^+\)-closures and in [12] applying 5 \(^+\)-closures and and 6 r-closures\(^{10}\). Our \texttt{removeRedundancy} transformation obtains the same result without using a closure operator.

5.1 Statistics of the Application of the Substitution Rules

We have not found Benchmarks that allow us to carry out comparisons with other author’s results, nor utilize \texttt{fdsAleatory} that allows us to randomly generate a set \( \Gamma \) of FDs over a set of attributes \( A \).

We must emphasize that the results of the application of the algorithm are similar starting from \( \text{NumSet} = 50 \). As a matter of fact, as can be seen in the following table, application percentages of each rule suffer no significative variation in 50, 100, 150 and 200 tested FDs sets.

<table>
<thead>
<tr>
<th>NumSets</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reduc</td>
<td>Union</td>
<td>Subst</td>
</tr>
<tr>
<td>50</td>
<td>12.06</td>
<td>7.45</td>
<td>80.49</td>
</tr>
<tr>
<td>100</td>
<td>11.73</td>
<td>7.67</td>
<td>80.60</td>
</tr>
<tr>
<td>150</td>
<td>11.84</td>
<td>6.01</td>
<td>82.15</td>
</tr>
<tr>
<td>200</td>
<td>11.79</td>
<td>6.88</td>
<td>81.33</td>
</tr>
</tbody>
</table>

Therefore, we consider in our experiment 50 random sets of FDs. In all the experiments the percentage of times that each one of the rules that take place in the transformation (Step 1, Step 2, Step 3) is measured. Likewise, we check if it is also necessary to apply the transitivity rule because there is still redundancy and, finally, we provide the percentage in which the size of the problem has been reduced with the preprocessing transformation. The have carried out tree experiments:

**Experiment 1.** In this experiment we will vary the \( \text{NumFDs} \) parameter, that determines the maximum size of \( \Gamma \). The random generator receives this argument and produces a set of FDs with \( 1 \leq |\Gamma| \leq \text{NumFDs} \). In the following table we see the results of applying the transformation for \( \text{NumFDs} = 10, 20, 30, 40, 50, 60 \).

<table>
<thead>
<tr>
<th>NumFDs</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reduc</td>
<td>Union</td>
<td>Subst</td>
</tr>
<tr>
<td>10</td>
<td>27</td>
<td>13.2</td>
<td>59.80</td>
</tr>
<tr>
<td>20</td>
<td>10.59</td>
<td>7.48</td>
<td>81.93</td>
</tr>
<tr>
<td>30</td>
<td>7.41</td>
<td>5.05</td>
<td>87.54</td>
</tr>
<tr>
<td>40</td>
<td>4.89</td>
<td>4.68</td>
<td>90.43</td>
</tr>
<tr>
<td>50</td>
<td>4.12</td>
<td>4.16</td>
<td>91.72</td>
</tr>
<tr>
<td>60</td>
<td>3.29</td>
<td>4.55</td>
<td>92.16</td>
</tr>
</tbody>
</table>

\(^{10}\) A closure operation defined by those authors.
We also remark, as an important result, that in a 38,33% of the FDs sets it is not necessary to apply the transitivity rule and also that the substitution has been able to reduce the scheme to a 56,24% of its initial size.

**Experiment 2.** In this experiment, we generate 50 random sets of FDs (NumSet = 50) with a maximum of 50 (NumFDs = 50) and we will take as a parameter the number of attributes, that is, 1 ≤ |A| ≤ NumAttr. We can see in the following table the results of applying the preprocessing transformation for NumAttr = 10, 20, 30, 40, 50, 60.

<table>
<thead>
<tr>
<th>NumAttr</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reduc</td>
<td>Union</td>
<td>Subst</td>
</tr>
<tr>
<td>10</td>
<td>14.33</td>
<td>17.63</td>
<td>68.04</td>
</tr>
<tr>
<td>20</td>
<td>8.61</td>
<td>8.52</td>
<td>82.87</td>
</tr>
<tr>
<td>30</td>
<td>5.69</td>
<td>6.75</td>
<td>87.57</td>
</tr>
<tr>
<td>40</td>
<td>5.03</td>
<td>5.11</td>
<td>89.86</td>
</tr>
<tr>
<td>50</td>
<td>4.22</td>
<td>4.57</td>
<td>91.21</td>
</tr>
<tr>
<td>60</td>
<td>3.75</td>
<td>3.77</td>
<td>92.47</td>
</tr>
</tbody>
</table>

In this experiment, in a 19,33% of the cases it is not necessary to apply the transitivity rule and the scheme has been reduced in a 47,09%.

**Experiment 3.** In real world databases, the number of attributes that appear in an FD is not very large, that is why we consider this study case. In the following experiment, we generate 50 random sets of FDs (NumSet = 50), a maximum of 50 FDs (NumFDs = 50), we take as a parameter the number of attributes (1 ≤ |A| ≤ NumAttr) and we restrict the length of the determinant and determinate of the FDs to a third, and to a fifth of NumAttr. We see in the following table the results of applying the rules.

<table>
<thead>
<tr>
<th>NumAttr</th>
<th>1/3 Reduc</th>
<th>Union</th>
<th>Subst</th>
<th>1/5 Reduc</th>
<th>Union</th>
<th>Subst</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>23.8</td>
<td>23.53</td>
<td>52.67</td>
<td>41.89</td>
<td>29.82</td>
<td>28.34</td>
</tr>
<tr>
<td>20</td>
<td>12.95</td>
<td>13.31</td>
<td>73.74</td>
<td>22.97</td>
<td>18.26</td>
<td>58.77</td>
</tr>
<tr>
<td>30</td>
<td>8.15</td>
<td>7.59</td>
<td>84.26</td>
<td>12.77</td>
<td>9.43</td>
<td>77.79</td>
</tr>
<tr>
<td>40</td>
<td>7.24</td>
<td>5.21</td>
<td>87.55</td>
<td>13.16</td>
<td>7.94</td>
<td>78.9</td>
</tr>
<tr>
<td>50</td>
<td>6.20</td>
<td>3.55</td>
<td>90.24</td>
<td>11.0</td>
<td>4.59</td>
<td>84.4</td>
</tr>
<tr>
<td>60</td>
<td>5.93</td>
<td>2.49</td>
<td>91.59</td>
<td>8.33</td>
<td>2.56</td>
<td>89.11</td>
</tr>
</tbody>
</table>

For the first case, (LengthMaxLeft = LengthMaxRight = NumAttr/3), in a 25,33% of the cases, it is not necessary to apply transitivity and the scheme has been reduced to a 56.86% of its size. For the second case (LengthMaxLeft = LengthMaxRight = NumAttr/5) these values are 30,00% and 51,38% respectively.

5.2 Conclusions

As we show in [11], substitution rules make possible the design of a new kind of FDs logics that are not centered in the transitivity paradigm. In this work, we have demonstrated how a preprocessing transformation enables us to prune effectively the problem of eliminating redundancy in FDs sets. As a main advantage with respect to indirect
algorithms proposed in the literature, our transformation uses directly an axiomatic systems to eliminate redundancy and it is possible to give explanations.

As can be seen in all the experiments carried out, the percentages of application of the substitution rules are very high and are increased substantially with the complexity of the FDs set. Specifically, the experiments enable us to draw the following general conclusions:

- In a 28, 25% of FDs sets it is not necessary to apply transitivity and the preprocessing transformation eliminates redundancy efficiently.
- The size of FDs sets has been reduced in a 52, 89%.
- When the number of attributes is increased, the number of cases in which it is not necessary to apply transitivity is also increased. This demonstrates that the substitution rule is specially adequate for dealing with large databases schemes.
- The percentages of application of the substitution rules are independent from the number of attributes and from the length of the FD.
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Abstract. In 1977 Makanin stated that the solvability problem for word equation systems is decidable ([10]). Makanin’s algorithm is very complicated and the solvability problem for word equations remains NP-hard ([1]). We show that testing solvability of word equation systems is a NP-complete problem if we look for solutions of length bounded by some given constant greater than or equal to two over some single letter alphabet. Up to this moment several evolutionary strategies have been proposed for other NP-complete problems, like 3-SAT, with a remarkable success. Following this direction we introduce here an evolutionary local search algorithm for solving word equation systems provided that some upper bound for the length of the solutions is given. We present some empirical results derived from our algorithm which indicate that our approach to this problem becomes a promising strategy. Our experimental results also certify that our local optimization technique clearly outperforms a simple genetic approach.

1 Introduction

Given a word equation like, for instance:

\[ x01x1y = 1y0xy \] (1)

where \( x, y \) are variables, trying to find a solution giving values to the variables over \( \{0, 1\}^* \) (strings over the alphabet \( \{0, 1\} \)) or show it has none, is a surprisingly difficult problem. As appears in [5], the problem of solving equations in algebras is a well-established area in Computer Science called Unification. Solving equations in strings has applications in many areas such as string unification in PROLOG-3 or unification in theories with associative non-commutative operators, which, due to the current state of the art of the problem, are still of

* Partially supported by the Spanish grant BFM2000-0349.
no practical use. Other applications such as pattern-matching with variables, imprimitiveness, periodicity or conjugation can be seen in ([7]).

Due to their theoretical and practical relevance, word equation systems (WES) have been extensively studied. Partial solutions to WES were known long ago: in [9], [12] or [14] we can find semi-decision procedures which give a solution if the system has one but they could run forever otherwise. Other partial results can be found in Hmelevskii where the problem is solved for equations in three variables (see also [6]). In 1977, Makanin solved the problem in its complete generality giving the first algorithm to find solutions for arbitrary string equations if there exist and determining the no existence of solutions otherwise (see [10]). The time complexity of this algorithm is \(2^{2^{P(n)}}\) nondeterministic time, where \(P(n)\) is a single exponential function of the size of the equation \(n\) ([8]). In recent years a lot of work related to the word equation systems problem has been done, giving better complexity upper bounds ([5], [11]), or solving particular instances of the problem as the case where each variable appears at most twice in the equation ([13]).

From the structural point of view it is known that the solvability problem for word equations is \(NP\)-hard, even if one considers solutions with the length bounded by a linear function and the right side of equations contains no variables (see ([1]). In this context the main open problem is to close the gap between \(NP\) and \(2^{2^{P(n)}}\), and show that the length of a minimal solution is at most singly exponential w.r.t. the size of the equation (see [11] for a detailed discussion of this question). In this situation, handling \(NP\)-hard problems with genetic algorithms (G.A.) is a great challenge; and G.A. have demonstrated to be useful on problems with a combinatorial explosion of possible solutions.

In the present paper we introduce an evolutionary algorithm, which incorporates some kind of local optimization for the problem of solving systems of word equations as that in (1), assuming that an upper bound for the length of the solutions is given. So far we have not found in the literature any references for solving this problem in the framework of evolutionary strategies involving local search. The paper is organized as follows: in section 2 we explicitly state the WES problem with bounds and the 3-SAT reduction to it, showing the \(NP\)-completeness. Section 3 describes the evolutionary algorithm with the local search procedure. In section 4, we present the experimental results, solving some word equation systems randomly generated forcing solvability. Finally, section 5 contains some conclusive remarks on this contribution and addresses future research directions.

2 The Word Equation Systems Problem

Let \(A\) be an alphabet of constants and let \(\Omega\) be an alphabet of variables. We assume that these alphabets are disjoint. As usual we denote by \(A^*\) the set of words on \(A\), and given a word \(w \in A^*\), \(|w|\) stands for the length of \(w\); \(\varepsilon\) denotes the empty word.
Definition 1. A word equation over the alphabet $A$ and variables set $\Omega$ is a pair $(L, R) \in (A \cup \Omega)^* \times (A \cup \Omega)^*$, usually denoted by $L = R$. A word equation system (WES) over the alphabet $A$ and variables set $\Omega$ is a finite set of word equations $S = \{L_1 = R_1, \ldots, L_n = R_n\}$, where, for $i \in \{1, \ldots, n\}$, each pair $(L_i, R_i) \in (A \cup \Omega)^* \times (A \cup \Omega)^*$.

Definition 2. Given a WES over the alphabet $A$ and variables set $\Omega$, $S = \{L_1 = R_1, \ldots, L_n = R_n\}$, a solution of $S$ is a morphism $\sigma : (A \cup \Omega)^* \rightarrow A^*$ such that $\sigma(a) = a$, for $a \in A$, and $\sigma(L_i) = \sigma(R_i)$, for $i \in \{1, \ldots, n\}$.

The WES problem, in its general form, is stated as follows: given a WES over the alphabet $A$ and with variables set $\Omega$, $S = \{L_1 = R_1, \ldots, L_n = R_n\}$, find a solution if there exists anyone or determine the no existence of solutions otherwise. The problem we are going to study in this contribution is not as general as stated above, but it is also a NP-complete problem, as we show in Theorem 5 below. In our formulation of the problem also an upper bound $d$ for the length of the variable values in a solution is given. We name this variation the $d$-WES problem.

$d$-WES Problem: Given a WES over the alphabet $A$ with variables set $\Omega$, $S = \{L_1 = R_1, \ldots, L_n = R_n\}$, find a solution $\sigma : (A \cup \Omega)^* \rightarrow A^*$ such that $|\sigma(x)| \leq d$, for each $x \in \Omega$, or determine the no existence otherwise.

Example 3. For each $d \geq 1$, let $F_d$ and $\text{WordFib}_d$ be the $d$-th Fibonacci number and the $d$-th Fibonacci word over the alphabet $A = \{0, 1\}$, respectively. For any $d \geq 2$ let $S_d$ be the word equation system over the alphabet $A = \{0, 1\}$ and variables set $\Omega = \{x_1, \ldots, x_{d+1}\}$ defined as:

$$
x_1 = 0 \\
x_2 = 1 \\
01x_1x_2 = x_1x_2x_3 \\
01x_1x_2x_2x_3 \ldots x_{d-1}x_d = x_1x_2x_3 \ldots x_{d+1}.
$$

Then, for any $d \geq 2$, the morphism $\sigma_d : (A \cup \Omega)^* \rightarrow A^*$, defined by

$$
\sigma_d(x_i) = \text{FibWord}_i,
$$

for $i \in \{1, \ldots, d+1\}$, is the only solution of the system $S_d$. This solution satisfies $|\sigma(x_i)| = F_i \leq F_{d+1}$, for each $i \in \{1, \ldots, d+1\}$. Recall that $\text{FibWord}_1 = 0$, $\text{FibWord}_2 = 1$ and $\text{FibWord}_i = \text{FibWord}_{i-2}\text{FibWord}_{i-1}$ if $i > 2$.

Remark 4. Example 3 is quite meaningful itself. It shows that any exact deterministic algorithm which solves the WES problem in its general form (or any heuristic algorithm solving all instances $S_d$) must have, at least, exponential worst-case complexity. This is due to the fact that the system $S_d$ has polynomial size in $d$ and the only solution of $S_d$, namely $\sigma_d$, has exponential length w.r.t $d$. 


A problem which does not allow to exhibit the exponential length argument for lower complexity bounds is the $d$-WES problem stated above. Up to this moment, we are not able to prove an exponential worst-case complexity lower bound for it, but the corresponding solvability problem, let us name it the $d$-SWES problem, becomes $\text{NP}$-complete. The $d$-SWES problem is stated as follows:

**$d$-SWES Problem:** Given a WES over the alphabet $A$ with variables set $\Omega$, $S = \{L_1 = R_1, \ldots, L_n = R_n\}$, determine if there exists a solution $\sigma : (A \cup \Omega)^* \rightarrow A^*$ satisfying $|\sigma(x)| \leq d$, for each $x \in \Omega$.

Next, we show the reduction from 3-SAT to the 2-SWES problem. It is easy to see that this reduction holds for any $d \geq 2$.

**Theorem 5.** For any $d \geq 2$ the $d$-SWES problem is $\text{NP}$-complete.

**Proof.** Clearly the $d$-SWES problem belongs to the class $\text{NP}$. For the completeness, let us suppose that $S = \{C_0, \ldots, C_m\}$ is an instance for the 3-SAT problem, where

$$C_i = \{\bar{x}_{3i}, \bar{x}_{3i+1}, \bar{x}_{3i+2} \}; \; \bar{x}_j \in \{v, \overline{v}\}, \; v \in \text{Variables}(S)$$

Then, we build from $S$, in polynomial time, the following $d$-SWES instance over the single letter alphabet $A = \{1\}$:

- For each $v \in \text{Variables}(S)$ we introduce the new variables $y_v, z_v$ and the equation
  $$y_vz_v = 1 \; . \tag{2}$$

- For each clause $C_i = \{\bar{x}_{3i}, \bar{x}_{3i+1}, \bar{x}_{3i+2}\}$ we introduce the new variables $c_i$ and the equation
  $$c_i\bar{v}_{3i}, \bar{v}_{3i+1}, \bar{v}_{3i+2} = 111 \; . \tag{3}$$

Where $\bar{v}_j = y_v$ if $\bar{x}_j = v$ and $\bar{v}_j = z_v$ if $\bar{x}_j = \overline{v}$, $v \in \text{Variables}(S)$.

Under these conditions, it is straightforward to see that, the 3-SAT instance $S$ is satisfiable if and only if the WES defined by the sets of equations (2) and (3) with 2 as length bound for the variables, has a solution in $A^*$.

\[ \Box \]

### 3 The Evolutionary Algorithm

In this section, we present an evolutionary algorithm for solving the $d$-WES problem. Before describing in detail the genetic operators acting on the chromosomes of our algorithm we introduce the following notation: given an alphabet $A$ and some string over $A$, $\alpha \in A^*$, for any pair of positions $i, j$, $1 \leq i \leq j \leq |\alpha|$, in the string $\alpha$, $\alpha[i, j] \in A^*$ denotes the substring of $\alpha$ given by the extraction of $j - i + 1$ consecutive many letters $i$ through $j$ from string $\alpha$. In the case $i = j$, we denote by $\alpha[i]$ the single letter substring $\alpha[i, i]$, which represents the $i$-th symbol of the string $\alpha$. 

3.1 Individual Representation

Given an instance for the d-WES problem, that is, a word equation system $S = \{L_1 = R_1, \ldots, L_n = R_n\}$ with $n$ equations and $m$ variables, over the alphabet $A = \{0, 1\}$ and variables set $\Omega = \{x_1, \ldots, x_m\}$, if a morphism $\sigma$ is candidate solution for $S$, then for each $i \in \{1, \ldots, m\}$, the size of the value of any variable $x_i$, $|\sigma(x_i)|$, must be less than or equal to $d$. This motivates the following definition.

**Definition 6.** With the above assumptions, given an instance $S$ for the d-WES problem, a chromosome $\bar{\alpha}$ (representing a candidate solution for $S$) is a list of $m$ strings $\{\alpha_1, \ldots, \alpha_m\}$ where, for each $i \in \{1, \ldots, m\}$, $\alpha_i = \alpha_i'\alpha_i''$ is a word over the alphabet $\bar{A} = \{0, 1, B\}$ of size $|\alpha_i| = d$, such that the value of the variable $x_i$, is represented in the chromosome by the substring $\alpha_i' \in A^*$. The string $\alpha_i''$ is a word over the single letter alphabet $\{B\}$. The symbol $B$, in the extended alphabet $\bar{A}$, stands for the blank symbol.

3.2 Choosing a Suitable Fitness Function

Given a word equation system $S = \{L_1 = R_1, \ldots, L_n = R_n\}$ over the alphabet $A = \{0, 1\}$ with set variables $\Omega = \{x_1, \ldots, x_m\}$ and a chromosome $\bar{\alpha} = \{\alpha_1, \ldots, \alpha_m\}$, representing a candidate solution for $S$, the fitness of $\bar{\alpha}$ is computed as follows:

First, in each equation, we substitute, for $j \in \{1, \ldots, m\}$, every variable $x_j$ for the corresponding string $\alpha_j' \in A$, and, after this replacement, we get the expressions $\{L_1(\bar{\alpha}) = R_1(\bar{\alpha}), \ldots, L_n(\bar{\alpha}) = R_n(\bar{\alpha})\}$ where $\{L_i(\bar{\alpha}), R_i(\bar{\alpha})\} \subset A^*$ for all $i \in \{1, \ldots, n\}$.

For each $i \in \{1, \ldots, n\}$, let $l_i = |L_i(\bar{\alpha})|$ and $r_i = |R_i(\bar{\alpha})|$ be the size of the left and right side in the expression $L_i(\bar{\alpha}) = R_i(\bar{\alpha})$, respectively, and let

$$s_i = \#\{k \in \{1, \ldots, min\{l_i, r_i\}\} : L_i(\bar{\alpha})[k] = R_i(\bar{\alpha})[k]\},$$

this is, the number of matching symbols in the expression $L_i(\bar{\alpha}) = R_i(\bar{\alpha})$. Then, the fitness of the chromosome $\bar{\alpha}$, $f(\bar{\alpha})$, is defined as:

$$f(\bar{\alpha}) = \sum_{i=1}^{n} (Max\{l_i, r_i\} - s_i).$$

According to the previous definition of the fitness of a chromosome and due to Definition 6 one can easily prove the following fact.

**Proposition 7.** Let $S = \{L_1 = R_1, \ldots, L_n = R_n\}$ be a word equation system over the alphabet $A = \{0, 1\}$ with set variables $\Omega = \{x_1, \ldots, x_m\}$ and let $\bar{\alpha} = \{\alpha_1, \ldots, \alpha_m\}$ be a chromosome representing a candidate solution for $S$. Define the morphism $\sigma : (A \cup \Omega)^* \rightarrow A^*$ as $\sigma(x_i) = \alpha_i'$, for each $i \in \{1, \ldots, m\}$. Then the morphism $\sigma$ is a solution of system $S$ if and only if the fitness of the chromosome $\bar{\alpha}$ is equal to zero, that is $f(\bar{\alpha}) = 0$. 
3.3 Genetic Operators

Selection: We make use of the roulette wheel selection procedure (see [3]).

Crossover: Given two chromosomes \( \alpha = \{\alpha_1, \ldots, \alpha_m\} \) and \( \beta = \{\beta_1, \ldots, \beta_m\} \), the result of a crossover is a chromosome constructed applying a local crossover to every of the corresponding strings \( \alpha_i, \beta_i \). According to Definition 6 suppose that, for each \( i \in \{1, \ldots, m\} \), \( \alpha_i = \alpha'_i \alpha''_i \) and \( \beta_i = \beta'_i \beta''_i \), where \( \alpha'_i, \beta'_i \in A^* \) and \( \alpha''_i, \beta''_i \) are words over the single letter alphabet \( B \). Fixed \( i \in \{1, \ldots, m\} \), the crossover of the strings \( \alpha_i, \beta_i \), denoted as \( cr_i \), is given as follows. Assume \( \alpha_i = |\alpha'_i| \leq |\beta'_i| \) then, the substring \( cr_i[1, a_i] \) is the result of applying uniform crossover ([3]) to the strings \( \alpha'_i \in A^* \) and \( \beta'_i[1, a_i] \). Next, we randomly select a position \( k_i \in \{a_i + 1, \ldots, d\} \) and define \( cr_i[a_i + 1, k_i] = \beta'_i[a_i + 1, \min\{k_i, |\beta'_i|\}] \) and \( cr_i[k_i + 1, d] = B^{d-k_i} \in \{B\}^* \). We clarify this local crossover by means of the following example:

Example 8. Let \( \alpha_i = 01BBBBB \) and \( \beta_i = 10011B \) be the variable strings. In this case, we apply uniform crossover to the first two symbols. Let us suppose that 11 is the resulting substring. This substring is the first part of the resulting child. Then, for the corresponding parents substrings, \( BBB \) and \( 0011B \), if the selected position were, for instance, position 4, the second part of the child would be \( 00BB \), and the complete child would be \( 1100BB \).

Mutation: We apply mutation with a given probability \( p \). The concrete value of \( p \) in our algorithms is given in Section 4 below. Given a chromosome \( \bar{\alpha} = \{\alpha_1, \ldots, \alpha_m\} \), the mutation operator applied to \( \bar{\alpha} \) consists in replacing each gene of each word \( \alpha_i \) with probability \( \frac{1}{m} \), where \( d \) is the given upper bound. Remember that the possible values of the genes are \( \{0, 1, B\} \), so after mutation, we need to move, for each variable, the blank symbols to the tail of the string.

3.4 Local Search Procedure

We present here the local search procedure which is sketched below. The local search procedure takes as input a chromosome \( \bar{\alpha} = (\alpha_1, \ldots, \alpha_m) \), and yields a chromosome \( \bar{\beta} = (\beta_1, \ldots, \beta_m) \), which satisfies the following properties. First, if \( f \) is the fitness function, it holds \( f(\bar{\beta}) \leq f(\bar{\alpha}) \). Second, the output chromosome \( \bar{\beta} \) cannot be improved either by flipping any single entry of any \( \alpha'_i \) or by modifying (by one unit) the length of any single string \( \alpha''_i \). At this point recall that for any \( i \in \{1, \ldots, n\} \), the word \( \alpha_i = \alpha'_i \alpha''_i \), where \( \alpha'_i \in \{0, 1\}^* \) stands for the value of the variable \( x_i \) and \( \alpha''_i \) is a word over the single letter alphabet \( \{B\} \) of size \( d - |\alpha'_i| \). In this context, modifying by one unit the length of \( \alpha'_i \) means either to add a bit 0 or 1 to the end of the string \( \alpha'_i \) or to replace the last bit of \( \alpha'_i \) by a blank symbol \( B \).

The computational local search process produces a sequence of chromosomes

\[ \bar{\alpha} = \bar{\gamma}_0, \bar{\gamma}_1, \ldots, \bar{\gamma}_s = \bar{\beta} \]

satisfying the following properties:
1. \( f(\tilde{\gamma}_{j+1}) < f(\tilde{\gamma}_j) \), \( j \in \{0, \ldots, s - 2\} \);
2. for each \( i \in \{1, \ldots, m\} \) and for each \( j \in \{0, \ldots, s - 1\} \), \( \gamma_{j+1_i}' \) is the result of flipping the bits from \( \gamma_{j_i}' \), and \(|| \gamma_{j+1_i}' || - || \gamma_{j_i}' || | \leq 1;\)
3. \( \tilde{\gamma}_s = \tilde{\gamma}_{s-1} \)

Below, we display the pseudo-code of the local search procedure taking as input a chromosome with \( m \) string variables of size \( d \) (one for each variable).

\[
\text{Repeat} \\
\text{for i=1 to m do} \\
\text{String}_i := \text{String}_i \_\text{of} \_\text{Chromosome}; \\
\text{New\_string}_i := \text{flip\_and\_modify\_length(String}_i) \\
\text{Chromosome} := (\text{New\_string}_1, \ldots, \text{New\_string}_m) \\
\text{until New\_string}_i = \text{String}_i \text{ for each i in } \{1, \ldots, m\}
\]

Notice that, according to the individual representation (see Definition 6), a string \( \alpha_i = \alpha_i' \alpha_i'' \), turns out to be \( \alpha_i' B^{d-a_i} \) (where \( a_i = ||\alpha_i'|| \)). The procedure \text{flip\_and\_modify\_length}, having this string \( \alpha_i \) as input, runs first over each bit of \( \alpha_i' \), and then flips the corresponding bit if it produces a gain in the fitness function. Hence \( \alpha_i' \) moves to \( \alpha_{i\_flip} \) keeping the length, i.e. \( a_i = ||\alpha_i'|| = ||\alpha_{i\_flip}|| \). Next, \( \alpha_i \) is modified, and consequently \( a_i \), if there is an improvement in the fitness, producing as final output the best from the following four strings:

\[
\alpha_{i\_flip} B^{d-a_i}, \alpha_{i\_flip} 0 B^{d-(a_i+1)}, \alpha_{i\_flip} 1 B^{d-(a_i+1)}, \alpha_{i\_flip}[1, a_i - 1] B^{d-(a_i-1)}
\]

Summarizing, the pseudo-code of our evolutionary algorithm is the following:

\[
\text{Generation} := 0; \\
\text{Population} := \text{initial\_population}; \\
\text{evaluate(Population);} \\
\text{while (not_termination\_condition) do} \\
\text{Best} := \text{best\_individual(Population);} \\
\text{New\_population} := \{\text{Best}\}; \\
\text{while (||New\_population|| < ||Population||) do} \\
\text{Pair} := \text{select\_parents(Population);} \\
\text{Child} := \text{crossover(Pair);} \\
\text{Child} := \text{mutation(Child, probability);} \\
\text{Child} := \text{local\_search(Child);} \\
\text{New\_population} := \text{insert(Child, New\_population);} \\
\text{Population} := \text{New\_population;} \\
\text{Generation} := \text{Generation} + 1
\]

\textbf{Remark 9.} Note that, with respect to the evolutionary algorithm, the initial population is randomly generated. The procedure \text{evaluate(Population)} computes the fitness of all individuals in the population. Finally, the termination condition is true when a solution is found (the fitness at some individual equals zero) or the number of generations attains a given value.
4 Experimental Results

We have performed our experiments over problem instances having \( n \) equations, \( m \) variables and a solution of maximum variable length \( q \), denoted as \( pn-m-q \). We run our program for various upper bounds of variable length \( d \geq q \). Let us note that, \( m \) variables and \( d \) as upper bound for the length of a variable, determine a search space of size \((\sum_{i=0}^{d}2^{i})^{m} = (2^{d+1} - 1)^{m}\).

Since we have not found in the literature any benchmark instance for this problem, we have implemented a program for random generate word equation systems with solutions, and we have applied our algorithm to these systems\(^1\).

All runs where performed over a processor AMD Athlon XP 1900+; 1,6 GHz and 512 Mb RAM. For a single run the execution time ranges from two seconds, for the simplest problems, to five minutes, for the most complex ones. The complexity of a problem is measured through the average number of evaluations to solution.

4.1 Probability of Mutation and Size of the Initial Population

After some previous experiments, we conclude that the best parameters for our program are population size equals 2 and probability of mutation equals 0.9. It may seem something singular such a small population size and such a large probability of mutation but, analyzing many of the evolutive algorithms for solving 3-SAT problem, ([2] or [4]), we see that all of them have the property of very small size of population (frequently size one) and very large probability of mutation (sometimes 1). Motivated by this situation, we have run our algorithm without crossover and only applying mutation, and the obtained results, rather successful, were not as good as using the above mentioned parameters allowing crossover.

4.2 Local Search vs. Simple Genetic Algorithm

We show the local search efficiency executing some experiments without local search. Also we execute the experiments only applying local search to individuals randomly generated, i.e. without crossover and mutation. In all the executions, the algorithm stops if a solution is found or the limit of 1500000 evaluations is reached. The results of our experiments are displayed in the following table based on 50 independent runs for each instance. As usually in this type of problems, the performance of the algorithm is measured first of all by the Success Rate (SR), which represents the portion of runs where a solution has been found. Moreover, as a measure of the time complexity, we use the Average number of Evaluations to Solution (AES) index, which counts the average number of fitness evaluations performed to find a solution in successful runs.

4.3 Conclusions

The results of the experiments reported in Table 1, indicate that the use of evolutive algorithms is a promising strategy for solving the \(d\)-WES problem, and

\(^1\) Available on line in http://www.aic.uniovi.es/Tc/spanish/repository.htm
Table 1. Experimental results for various sizes of search space (S.S.). We have also run the simple genetic algorithm without local search (SR0 & AES0) and a purely local search algorithm (SR1 & AES1). The elements of column U.B. are the different upper bounds.

<table>
<thead>
<tr>
<th>P. instance</th>
<th>U.B.</th>
<th>S.S.</th>
<th>SR</th>
<th>SR0</th>
<th>SR1</th>
<th>AES</th>
<th>AES0</th>
<th>AES1</th>
</tr>
</thead>
<tbody>
<tr>
<td>p10-8-3</td>
<td>3</td>
<td>2^{32}</td>
<td>100%</td>
<td>98%</td>
<td>100%</td>
<td>3593.14</td>
<td>243568</td>
<td>1725.22</td>
</tr>
<tr>
<td>p25-8-3</td>
<td>3</td>
<td>2^{32}</td>
<td>100%</td>
<td>98%</td>
<td>100%</td>
<td>771.66</td>
<td>86942</td>
<td>446.48</td>
</tr>
<tr>
<td>p10-8-3</td>
<td>4</td>
<td>2^{40}</td>
<td>100%</td>
<td>72%</td>
<td>100%</td>
<td>7094</td>
<td>464914</td>
<td>4250.42</td>
</tr>
<tr>
<td>p25-8-3</td>
<td>5</td>
<td>2^{48}</td>
<td>100%</td>
<td>74%</td>
<td>100%</td>
<td>1405.06</td>
<td>393360</td>
<td>1171.22</td>
</tr>
<tr>
<td>p25-8-3</td>
<td>6</td>
<td>2^{56}</td>
<td>100%</td>
<td>42%</td>
<td>100%</td>
<td>2502.06</td>
<td>644780</td>
<td>1846.3</td>
</tr>
<tr>
<td>p5-15-3</td>
<td>3</td>
<td>2^{60}</td>
<td>100%</td>
<td>50%</td>
<td>100%</td>
<td>19332.8</td>
<td>290949</td>
<td>85397.9</td>
</tr>
<tr>
<td>p10-15-3</td>
<td>3</td>
<td>2^{60}</td>
<td>100%</td>
<td>62%</td>
<td>100%</td>
<td>9788.18</td>
<td>458878</td>
<td>209762</td>
</tr>
<tr>
<td>p15-12-4</td>
<td>4</td>
<td>2^{60}</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>644.94</td>
<td>193523</td>
<td>789.6</td>
</tr>
<tr>
<td>p10-8-3</td>
<td>7</td>
<td>2^{64}</td>
<td>100%</td>
<td>4%</td>
<td>100%</td>
<td>221302</td>
<td>60725</td>
<td>18062.5</td>
</tr>
<tr>
<td>p25-8-3</td>
<td>8</td>
<td>2^{72}</td>
<td>100%</td>
<td>16%</td>
<td>100%</td>
<td>4946.56</td>
<td>389959</td>
<td>4934.46</td>
</tr>
<tr>
<td>p10-8-3</td>
<td>10</td>
<td>2^{88}</td>
<td>76%</td>
<td>0%</td>
<td>100%</td>
<td>577926</td>
<td>–</td>
<td>86715.5</td>
</tr>
<tr>
<td>p5-15-3</td>
<td>5</td>
<td>2^{90}</td>
<td>100%</td>
<td>6%</td>
<td>40%</td>
<td>192842</td>
<td>366681</td>
<td>770198</td>
</tr>
<tr>
<td>p10-15-3</td>
<td>5</td>
<td>2^{90}</td>
<td>98%</td>
<td>10%</td>
<td>12%</td>
<td>362663</td>
<td>712000</td>
<td>801046</td>
</tr>
<tr>
<td>p10-15-5</td>
<td>5</td>
<td>2^{90}</td>
<td>100%</td>
<td>2%</td>
<td>0%</td>
<td>104509</td>
<td>801145</td>
<td>–</td>
</tr>
<tr>
<td>p25-23-4</td>
<td>4</td>
<td>2^{115}</td>
<td>96%</td>
<td>0%</td>
<td>28%</td>
<td>493575</td>
<td>–</td>
<td>870265</td>
</tr>
<tr>
<td>p25-23-4</td>
<td>5</td>
<td>2^{138}</td>
<td>78%</td>
<td>0%</td>
<td>2%</td>
<td>593530</td>
<td>–</td>
<td>220356</td>
</tr>
<tr>
<td>p15-25-5</td>
<td>5</td>
<td>2^{150}</td>
<td>96%</td>
<td>0%</td>
<td>0%</td>
<td>359897</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>p5-15-3</td>
<td>10</td>
<td>2^{165}</td>
<td>4%</td>
<td>0%</td>
<td>0%</td>
<td>464710</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>p25-8-3</td>
<td>20</td>
<td>2^{168}</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
<td>31189.3</td>
<td>–</td>
<td>157516</td>
</tr>
</tbody>
</table>

that our algorithm has a good behavior also dealing with large search space sizes. Note, as well, that the local search in combination with our crossover and mutation is much better than the simple genetic approach and also better than a purely local search procedure. Nevertheless, these promising results, there are some hard problems, as p10-8-3 or particulary p5-15-3, over which our algorithm has some difficulties trying to find a solution and in other ones, as for example p25-8-3, the program always finds just the same. In both cases, the found solution is always the same and agrees with that proposed by the random problem generator. In this sense, we have not a conclusion about the influence either of the number of equations or of the ratio size of the system/number of variables, on the difficulty of the problem.

5 Summary and Future Work

In this paper we have introduced an effective evolutive algorithm for solving the \(d\)-WES problem. The main novelty with respect to previous work on this subject is the use of heuristics. Unfortunately the performance of our heuristic method cannot be compared, at least on the set of instances we have randomly generated, with any exact algorithm, because, due to its very high complexity, no implementation of deterministic algorithms for the \(d\)-WES problem is available.
In a work in progress, we plan to design an evolutionary algorithm for the general problem of solving systems of word equations (WES) that profits a logarithmic compression of the size of a minimal solution of a word equation via Lempel–Ziv encodings of words. Such encoding dramatically reduces the size of the search space. We hope that this reduction may allow to avoid the restriction of looking for short solutions (bounded length solutions) and treat the WES problem in its complete generality.
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Abstract. A great deal of research has been carried out into the main architectures, learning abilities and applications of fuzzy systems. Studies have addressed the problem of selecting different T-norm, T-conorm, types of membership function, different defuzzifier operator and fuzzy implication operator; these constitute the essential functional components of fuzzy inference process. In this paper, and statistical analyses have been carried out into the influence on the behaviour of the fuzzy system arising from the use of different alternatives of the main functional block. Thus, as a complement to the existing intuitive knowledge, it is necessary to have a more precise understanding of the significance of the different alternatives. In the present contribution, the relevance and relative importance of the parameters involved in such a design are investigated by using a statistical tool, the ANalysis Of the VAriance (ANOVA).

1 Introduction

Fuzzy logic and particularly fuzzy controllers have been widely applied to both many consumer products and many industrial process controls. A typical configuration of fuzzy system consists of four principal units: (1) fuzzifier which converts a crisp input to a fuzzy term set; (2) fuzzy rule base which stores fuzzy rules describing how the fuzzy system performs; (3) fuzzy inference engine which performs an approximate reasoning by associating input variables with fuzzy rules; and (4) defuzzifier which converts the fuzzy output to a crisp value for the actual system. The performance of the fuzzy system is influenced by the selection of the fuzzy sets of the linguistic variables, the shapes of membership functions, the fuzzy rule base, the inference mechanism (T-norm, T-conorm and fuzzy implication operator), and the defuzzification method. There exist many possibilities to select the set of basic operations in the fuzzy inference process. As there are many possibilities to select the set of basic operators used in the fuzzy inference process, the search for the fuzzy operators that are most suitable for the different steps of a fuzzy system, their characterization and evaluation, can be included among the most important topics in the field of fuzzy logic. A better insight into the performances of the alternative operators would make it easier to develop a fuzzy application. Examining the specialized literature, it is clear that the selection of the best fuzzy implication operator has become one of the main question in the design of a fuzzy system, being occasionally contradictory (at present there are more than 72 fuzzy implication proposed and investigated). An ap-
proach to the problem from a different perspective is given. The question is to determine whether the selection of the fuzzy implication operator is more important with respect to the behaviour of the fuzzy system than the operators (mainly T-norm) involved in the definition of the implication function and in the rest of the inference process. Also, which implication operators have similar behaviour?

The structure of a fuzzy system comprises a set of IF-THEN fuzzy rules, $\Psi$, composed of $r$ rules, $R_p$ ($p=1,...,r$): $\Psi = \{R_p ; p=1,...,r\}$. Each rule has the form: IF $X$ is $A$ THEN $Y$ is $B$ where $A$ and $B$ are fuzzy variables (linguistic variables such as old, small, high, etc.) described by membership functions in universes of discourse $U$ and $V$, respectively, where the variables $X$ and $Y$ take their values. To interpret the fuzzy relationship that defines the fuzzy rules, a fuzzy implication operator, $I$, is used to produce the conclusion of the rule using the compositional rule of inference:

$$\mu_B(y) = \sup_{x \in U} \{T(\mu_A(x), I(\mu_A(x), \mu_B(y)))\}$$  (1)

where $\mu_A$ and $\mu_B$ are the membership functions of $A$ and $B$, and $I$ is the implication operator which is defined in terms of the so called T-norm and T-conorm operators. When the fuzzy rules have more than one input variable in the antecedent part (rules in the form IF $X_1$ is $A_1$ AND ... $X_m$ is $A_m$ THEN $Y$ is $B_1$), the membership value $\mu_A(X^t)$ is calculated by:

$$\mu_A(X^t) = T(\mu_{A_1}(X_1), ..., \mu_{A_m}(X_m))$$  (2)

where $X^t = (X_1(t), ..., X_m(t))$ is the vector of the input crisp signals fed to the fuzzy system in the time $t$, and $T$ represents a T-norm operator. In this way, the most important elements in the fuzzy inference process are the fuzzy implication operator, $I$, the T-norm and T-conorm operators. Triangular norms and conorms are widely used in many contexts. In particular,

- Triangular norms have been used in statistical metric spaces [10] in order to construct the laws which determine the joint distribution of two random metric variables.
- In fuzzy set theory the two laws define intersection and union of fuzzy sets ([16]) and characterize the decomposable fuzzy measures.
- In the fuzzy logic framework they determine the different types of inference rules.
- In the axiomatic theory by Forte–Kampé de Fèriet the norm is related with the independence notion and the conorm with the incompatible events [1].

In the literature there are many possibilities for the selection of the fuzzy operators that determine how each individual rule is evaluated and how to obtain a final conclusion of all the rules in conjunction. The proper definition of connectives (conjunction, disjunction, negation, implication, etc) constitutes a central issue in the theoretical and applied studies of the area [2]. This paper analyzes the performance of some fuzzy implications proposed in the bibliography together with the operators needed for their definition and for the fuzzy inference process. To do this, an appropriate statistical tool has been used: the multifactorial analysis of the variance ANOVA [3][4], which consists of a set of statistical techniques that allow the analysis and comparison of experiments, by describing the interactions and interrelations between either the quantitative or qualitative variables (called factors in this context) of the system.
2 Application of ANOVA in the Design of a Fuzzy System

The ANalysis Of the VAriance (commonly referred to as ANOVA) is one of the most widely used statistical techniques. The theory and methodology of ANOVA was developed mainly by R.A. Fisher during the 1920s [3]. ANOVA belies its name in that it is not concerned with analyzing variances but rather with analyzing the variation in means. ANOVA examines the effects of one, two or more quantitative or qualitative variables (termed factors) on one quantitative response. ANOVA is useful in a range of disciplines when it is suspected that one or more factors affect a response. ANOVA is essentially a method of analyzing the variance to which a response is subject into its various components, corresponding to the sources of variation which can be identified.

Suppose the easy case that the number of factors affecting the outcome of the experiment is two. We denote by $X_{ij}$ (i=1, ... n1; j=1,..., n2) the value observed when the first factor is at the i-th level and the second at the j-th level. It is assumed that the two factors do not act independently and therefore that there exists an interaction between them. In this case, the observations fit the following equation:

$$X_{i,j,k} = \mu + \alpha_i + \beta_j + (\alpha\beta)_{ij} + \epsilon_{i,j,k}$$  \hspace{1cm} (3)

where $\mu$ is the fixed effect that is common to all the populations, $\alpha_i$ is the effect associated with the i-th level of the first factor and $\beta_j$ is the effect associated with the j-th level of the second factor. The term $(\alpha\beta)_{ij}$ denotes the joint effect of the presence of level i of the first factor and level j of the second one; this, therefore, is denominated the interaction term. The term $\epsilon_{i,j,k}$ is the influence on the result of everything that could not be assigned or of random factors. The null hypothesis is proposed that each term of the above equation is independent of the levels involved; in other words, on the one hand we have the two equality hypotheses for the levels of each factor:

$$H_{01} : \alpha_1 = ... = \alpha_i = ... = \alpha_{n1}$$  \hspace{1cm} (4a)

$$H_{02} : \beta_1 = ... = \beta_j = ... = \beta_{n2}$$  \hspace{1cm} (4b)

and on the other, the hypothesis associated with interaction, which can be expressed in an abbreviated way as:

$$H_{03} : (\alpha\beta)_{ij} = 0, \hspace{0.5cm} \forall i, j$$  \hspace{1cm} (5)

The hypothesis of the equality of several means arises when a number of different treatments or levels of the main factors are to be compared. Frequently one is interested in studying the effects of more than one factor, or the effects of one factor when certain other conditions of the experiment vary, which then play the role of additional factors. With ANOVA, we test a null hypothesis that all of the population means are equal against an alternative hypothesis that there is at least one mean that is not equal to the others. We find the sample mean and variance for each level of the main factor. Using these values, we obtain two different estimates of the population variance. The first one is obtained by finding the sample variance of the $n_k$ sample means from the overall mean. This variance is referred to as the variance between the means. The second estimate of the population variance is found by using a weighted average of
the sample variances. This variance is called the variance within the means. Therefore, ANOVA allows us to determine whether a change in the measure of a given variable is caused by a change in the level of a factor or is just originated by a random effect. In this way, it allows us to distinguish between the components which cause the variations appearing in a set of statistical data and to determine whether the discrepancies between the means of the factors are greater than would reasonably be expected according to the variations within these factors.

The two estimates of the population variance are then compared using the F-ratio test statistic. Calculating the sum of the squares of the observations extended to the levels of all the factors (S_T) and the sum of squares within each level (S_R), and dividing S_T and S_R by the appropriate number of degrees of freedom (D.F), obtaining s_T and s_R respectively, the F-ratio is computed as s_T/s_R. This calculated value of the F-ratio for each factor is then compared to a critical value of F of Snedecor with the appropriate degrees of freedom to determine whether we should reject the null hypothesis. When there is no treatment effect, the ratio should be close to 1. If a level of a main effect has a significant influence on the output variable (observed variable, in our case the Error Index), the observed value of F will be greater than the F-Snedecor distribution, with a sufficiently high confidence level (usually 95%). In this case the null hypothesis is rejected and it is argued that at least one of the levels of the analyzed factor must affect the response of the system in a different way. The F-ratio test assumes normal populations with equal variance and independent samples. The analysis is sensitive to inequality of variance (heteroscedasticity) when the sample sizes are small and unequal and care should be taken in interpreting the results.

The comparison between the F-ratio and the F-Snedecor distribution is expressed through the significance level (Sig. Level). If this significance level is lower than 0.05 then the corresponding levels of the factor are statistically significant with a confidence level of 95%. Thus, this is the main statistical parameter that will be considered in next Sections in order to derive conclusions about the different factors influencing the design of a fuzzy system.

As a first step, ANOVA determines whether or not the null hypothesis is true, indicating whether all the effects of the different levels of each factor are mutually equivalent and whether the interactions of a certain order are null. From this point, the goal is to verify which factors produce meaningful alterations in the output when their levels change. In the case of the null hypothesis being rejected, a more profound study must be carried out to classify the levels of the most significant factors, taking into account the size of their effects and seeking differences in the output response produced when using a given level of those factors [3]. The levels of a factor that are not statistically different form a homogeneous group and therefore the choice between the various levels belonging to a given homogeneous group has no significant repercussion on the response. Thus, once we discover that some of the factors involved in the design of an fuzzy system do not fulfil the null hypothesis, a study is carried out of the levels of this factor that may be considered statistically non-significant, using Multiple Range Test tables for this purpose; these tables describe the homogeneous groups possible for each of the levels of the factor being analyzed.

In the statistical study performed in next sections, the factors considered are the implication operators, T-norm and T-conorm, the type of defuzzifier and the shape of the membership function. Table 1 gives the different levels considered in each factor when carrying out multifactorial ANOVA (this is not a one-way ANOVA, because
we considered all the factors simultaneously). Each of these factors has different levels. For example minimum, product, Einstein, Giles, Dombi, Hamacher and Yager are the levels considered for the type of T-norm. The response variable used to perform the statistical analysis is the mean square error in the output transfer function of a fuzzy system, when some of the levels of the factor considered vary with respect to a reference design. The changes in the response variable are produced when a new combination of T-norm, T-conorm, fuzzy implication function, defuzzification method or membership function is considered, thus changing the structure of the fuzzy system.

3 Selection the Main Parameter in the Design of a Fuzzy System

In the specialized literature, it is proposed that a huge amount of operators can be used as implication operators in the fuzzy control inference process. The fuzzy implication functions can be classified as follows: 1) Strong Implications (S-Implications). This family corresponds to the definition of implications in fuzzy logic based on classical Boolean logic. Examples belonging to this family are the Diene, Dubois-Prade and Mizumoto implications. 2) Quantum Logic Implications (QL-Implications). These type of implications have the form I(a,b)=S(N(a), T(a,b)), where T is a T-norm. An example of this type of operator is the Zadeh implication. 3) Residual Implications (R-Implications). The functions belonging to this family reflect a partial ordering on propositions, and are obtained by residuation of a T-norm in the form I(a,b)= sup{β∈[0,1] / T(a,β) ≤ b}. Examples of this class of functions are the Gödel, Lukasiewicz and Sharp fuzzy implications. 4) Interpretation of the implication as a conjunction. The form of this function is I(a,b)=T(a,b), which is clearly not an operator that fulfils the condition to be considered as a fuzzy implication. However, in the fuzzy control field, implications which are represented by a T-norm, such as the minimum (Mamdani) or product (Larsen), are usually used for the design of the inference process [8].

With respect to the T-norm and T-conorm operators, many studies on the mathematical properties of these functions and their influence on the fuzzy inference process have been made [11]. Dozens of mathematical functions, each more complex and difficult to implement than the last, have been proposed [5],[11],[12],[15]. Moreover, parametrical operators [5] [15] have been frequently used. Because of the great variety of proposed T-norms, it might be thought that some of them should be able to combine fuzzy sets as human beings aggregate information. In practice the minimum and product operators are used for the conjunction of fuzzy sets because of their simplicity of implementation. However, there are empirical studies [5] that have pointed out that these classical operators do not represent the way human beings aggregate information.

Concerning the shape of the membership function considered, we have selected the most used in the bibliography: triangular, trapezoidal and gaussian. Also, we have include an splined-based curve, denominated as \( \Pi \)-shape membership function. This function is defined by Matlab\textsuperscript{TM} software as:

\[
\mu_{\Pi\text{-shape}} = \text{pimf}(x,[a,b,c,d])
\]  

where \( a \) and \( d \) specify the “feet” of the curve, while \( b \) and \( c \) specify its “shoulders”. The generalized bell-shaped membership functions is defined by:
\[
\mu_{\text{ghellmf}}(a,b,c) = \frac{1}{1+\left|\frac{x-c}{a}\right|^b}, \mu_{\text{sigmoidal}} = \frac{1}{1+e^{-a_1(x-c_1)}} \ast \frac{1}{1+e^{-a_2(x-c_2)}},
\]

(7)

where the parameter \( b \) is positive, \( c \) is the center and \( a \) is a dilation factor. Finally the \textit{Product of two Sigmoidal functions} is the previous equation, where \( a_1 \) and \( a_2 \) have different sign, and \( c_1 \) and \( c_2 \) are the centers.

\textbf{Table 1.} Levels of each factor considered in the statistical analysis.

<table>
<thead>
<tr>
<th>Membership Function</th>
<th>Fuzzy implication operator</th>
<th>T-norm</th>
<th>T-conorm</th>
<th>Defuzzifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1</td>
<td>Triangular</td>
<td>Mamdani (( R_m ))</td>
<td>Minimum</td>
<td>Maximum</td>
</tr>
<tr>
<td>Level 2</td>
<td>Trapezoidal</td>
<td>Stochastic (( R_s ))</td>
<td>Product</td>
<td>Goguen</td>
</tr>
<tr>
<td>Level 3</td>
<td>Gaussian</td>
<td>Kleene-Dienes (( R_b ))</td>
<td>Einstein</td>
<td>Einstein</td>
</tr>
<tr>
<td>Level 4</td>
<td>Product of two Sigmoidal</td>
<td>Lukasiewicz (( R_s ))</td>
<td>Giles</td>
<td>Giles</td>
</tr>
<tr>
<td>Level 5</td>
<td>Generalized bell curve</td>
<td>Cao (( R_{\text{Cao}} ))</td>
<td>Dombi (( \gamma=0.5 ))</td>
<td>Dombi (( \gamma=0.5 ))</td>
</tr>
<tr>
<td>Level 6</td>
<td>( \xi )-shape memb. functions</td>
<td>Early-Zadeh (( R_\xi ))</td>
<td>Dombi (( \gamma=1 ))</td>
<td>Dombi (( \gamma=3 ))</td>
</tr>
<tr>
<td>Level 7</td>
<td>Gödel (( R_\delta ))</td>
<td>Hamacher (( \lambda=0.5 ))</td>
<td>Hamacher</td>
<td>( \xi )-Quality (( \xi=2 ))</td>
</tr>
<tr>
<td>Level 8</td>
<td>Gaines (( R_{\text{gaines}} ))</td>
<td>Yager (( \beta=2 ))</td>
<td>Yager (( \beta=2 ))</td>
<td>Slide Defuz (( \delta=0.1 ))</td>
</tr>
<tr>
<td>Level 9</td>
<td>Wu (( R_\mu ))</td>
<td>Yager (( \beta=4 ))</td>
<td>Yager (( \beta=4 ))</td>
<td>Slide Defuz (( \delta=0.9 ))</td>
</tr>
</tbody>
</table>

During the last few years a great deal of research work has focused on the use of different types of defuzzifier and on the analysis of the properties of new defuzzification methods [5]. For example [14] introduces a parameterized family of defuzzification operators, called Semi LIinear DEfuzzification (SLIDE). To carry out the statistical study, a selection is made of a set of alternatives representative of each of the factors to be considered. As previously remarked, the response variable used to perform the statistical analysis is the mean square error in the output transfer function of a fuzzy controller, when the factors considered change with respect to a reference. This reference is the combination of implication function, T-norm, T-conorm and defuzzifier shown in bold print in Table 1, that give the different levels considered in each factor to carry out the multifactorial ANOVA.
4 Results of the ANOVA Statistical Study

For the statistical study, a total of 40 fuzzy controllers were examined using systems found in the bibliography, with different numbers and types of membership functions and rules, in order to obtain wide-ranging results. Therefore, all the possible configurations of factors used (T-norm, T-conorm, fuzzy implication, defuzzification method and membership functions) are evaluated for each of the 40 different knowledge bases. The statistical study was carried out using fuzzy system with two input variables and one output, being the number of rules defining each system in the interval [16,49]. For each fuzzy system different simulations have been carried out corresponding to the number of combination of the levels presented in Table 1 (6*9*9*9).

The objective of the statistical analysis is to determine the influence in the behaviour of the system (the output surface) when the different alternative to define the levels of the main factor considered in the fuzzy inference process are modified. All the fuzzy systems have a complete set of rules.

Table 2 gives the four-way variance analysis for whole set of examples of fuzzy systems studied. The analysis of variance table containing the sum of squares, degrees of freedom, mean square, test statistics, etc, represents the initial analysis in a compact form. This kind of tabular representation is customarily used to set out the results of ANOVA calculations. As can be seen from Table 2, the defuzzification method and the type of T-norm present the greatest statistical relevance because the higher the F-Ratio or the smaller the Significance level, the greater the relevance of the corresponding factor. The fuzzy implication operator and the T-conorm selected are not so significant. These conclusions are also confirmed by the multiple range tables for the different factors (Table 3). Analyzing the different levels of each of these main factors, it is possible to understand their influence on the characteristics of the inference process and on the fuzzy implication, enabling levels with the same response repercussion to be grouped homogeneously. From Table 3, it is clear that there are two homogeneous groups of implication operators that are not disjoint, thus there exists fuzzy implication which can be classified within the two groups. One group includes the $R_m$, $R_g$, $R_a$, $R_{st}$, $R_{Gaines}$, $R_W$ and $R_{Cao}$ implication operators and the other contains $R_{g'}$, $R_{at}$, $R_{st}$, $R_{Gaines'}$, $R_{W'}$, $R_{Cao'}$, $R_b$ and $R_Z$. The biggest difference in the mean appears between the Mamdani operator (which, indeed, should be considered as a T-norm operator and not an implication one) and the Zadeh operator. Table 3 shows the results for the T-norm operators, giving three homogeneous groups. The analysis for the T-conorm factor, there are two not disjoint homogeneous groups, with similar behaviour on the design of a fuzzy system. It is important to point out that the ANOVA analysis is capable of ordering the T-norms and T-conorms from more to less restrictive.

<table>
<thead>
<tr>
<th>Main Factors</th>
<th>Sum of Squares</th>
<th>D.F</th>
<th>F-Ratio</th>
<th>Sig.level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy implication operator</td>
<td>3.4</td>
<td>8</td>
<td>1.12</td>
<td>0.312</td>
</tr>
<tr>
<td>Membership functions</td>
<td>2.1</td>
<td>5</td>
<td>1.53</td>
<td>0.213</td>
</tr>
<tr>
<td>T-norm</td>
<td>6.1</td>
<td>8</td>
<td>2.25</td>
<td>0.031</td>
</tr>
<tr>
<td>T-conorm</td>
<td>3.1</td>
<td>8</td>
<td>1.13</td>
<td>0.412</td>
</tr>
<tr>
<td>Defuzzifier</td>
<td>12.2</td>
<td>8</td>
<td>5.35</td>
<td>0.000</td>
</tr>
</tbody>
</table>
Table 3. Multiple Range test for the variables analyzed.

<table>
<thead>
<tr>
<th>Levels of variable Fuzzy Implication operator</th>
<th>Mean</th>
<th>Homogeneous Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Mamdani ($R_{m}$)</td>
<td>.41</td>
<td>X</td>
</tr>
<tr>
<td>4: Łukasiewicz ($R_{a}$)</td>
<td>.65</td>
<td>X</td>
</tr>
<tr>
<td>7: Gödel ($R_{g}$)</td>
<td>0.95</td>
<td>X</td>
</tr>
<tr>
<td>2: Stochastic ($R_{st}$)</td>
<td>1.11</td>
<td>X</td>
</tr>
<tr>
<td>8: Gaines ($R_{Gaines}$)</td>
<td>1.24</td>
<td>X</td>
</tr>
<tr>
<td>5: Cao ($R_{Cao}$)</td>
<td>1.51</td>
<td>X</td>
</tr>
<tr>
<td>9: Wu ($R_{w}$)</td>
<td>1.85</td>
<td>X</td>
</tr>
<tr>
<td>3: Kleene-Dienes ($R_{b}$)</td>
<td>2.12</td>
<td>X</td>
</tr>
<tr>
<td>6: Early-Zadeh ($R_{e}$)</td>
<td>2.46</td>
<td>X</td>
</tr>
</tbody>
</table>

Limit to establish significant differences: ± 1.41

<table>
<thead>
<tr>
<th>Levels of variable T-norm operator</th>
<th>Mean</th>
<th>Homogeneous Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Minimum</td>
<td>0.13</td>
<td>X</td>
</tr>
<tr>
<td>9: Yager ($\beta=4$)</td>
<td>0.68</td>
<td>X</td>
</tr>
<tr>
<td>6: Dombi ($\gamma=1$)</td>
<td>1.19</td>
<td>X</td>
</tr>
<tr>
<td>2: Product</td>
<td>1.66</td>
<td>X</td>
</tr>
<tr>
<td>8: Yager ($\beta=2$)</td>
<td>1.74</td>
<td>X</td>
</tr>
<tr>
<td>7: Hamacher ($\lambda=0.5$)</td>
<td>1.87</td>
<td>X</td>
</tr>
<tr>
<td>3: Einstein</td>
<td>1.98</td>
<td>X</td>
</tr>
<tr>
<td>5: Dombi ($\gamma=0.5$)</td>
<td>3.23</td>
<td>X</td>
</tr>
<tr>
<td>4: Giles</td>
<td>3.29</td>
<td>X</td>
</tr>
</tbody>
</table>

Limit to establish significant differences: ± 1.41

<table>
<thead>
<tr>
<th>Levels of variable T-conorm operator</th>
<th>Mean</th>
<th>Homogeneous Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Maximum</td>
<td>0.11</td>
<td>X</td>
</tr>
<tr>
<td>6: Dombi ($\gamma=3$)</td>
<td>0.24</td>
<td>X</td>
</tr>
<tr>
<td>9: Yager ($\beta=4$)</td>
<td>0.33</td>
<td>X</td>
</tr>
<tr>
<td>7: Hamacher</td>
<td>0.52</td>
<td>X</td>
</tr>
<tr>
<td>8: Yager ($\beta=2$)</td>
<td>0.71</td>
<td>X</td>
</tr>
<tr>
<td>2: Goguen</td>
<td>0.85</td>
<td>X</td>
</tr>
<tr>
<td>3: Einstein</td>
<td>1.12</td>
<td>X</td>
</tr>
<tr>
<td>5: Dombi ($\gamma=0.5$)</td>
<td>1.16</td>
<td>X</td>
</tr>
<tr>
<td>4: Giles</td>
<td>1.73</td>
<td>X</td>
</tr>
</tbody>
</table>

Limit to establish significant differences: ± 1.41

<table>
<thead>
<tr>
<th>Levels of variable Defuzzifier method</th>
<th>Mean</th>
<th>Homogeneous Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Middle of Maxima</td>
<td>0.11</td>
<td>X</td>
</tr>
<tr>
<td>9: Slide Defuzzification ($\delta=0.9$)</td>
<td>0.53</td>
<td>X</td>
</tr>
<tr>
<td>7: $\xi$-Quality Defuzzification ($\xi=2$)</td>
<td>0.84</td>
<td>X</td>
</tr>
<tr>
<td>2: First of Maxima</td>
<td>1.59</td>
<td>X</td>
</tr>
<tr>
<td>3: Last of Maxima</td>
<td>1.74</td>
<td>X</td>
</tr>
<tr>
<td>4: Height Defuzzification</td>
<td>2.82</td>
<td>X</td>
</tr>
<tr>
<td>8: Slide Defuzzification ($\delta=0.1$)</td>
<td>3.24</td>
<td>X</td>
</tr>
<tr>
<td>6: $\xi$-Quality Defuzzification ($\xi=1$)</td>
<td>3.35</td>
<td>X</td>
</tr>
<tr>
<td>5: Centre of Area</td>
<td>3.55</td>
<td>X</td>
</tr>
</tbody>
</table>

Limit to establish significant differences: ± 1.41
Table 3. (Cont.)

<table>
<thead>
<tr>
<th>Levels of variable Membership functions method</th>
<th>Mean</th>
<th>Homogeneous Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Triangular</td>
<td>0.35</td>
<td>X</td>
</tr>
<tr>
<td>2: Gaussian</td>
<td>0.69</td>
<td>X</td>
</tr>
<tr>
<td>6: Triangle membership functions</td>
<td>0.95</td>
<td>X</td>
</tr>
<tr>
<td>2: Trapezoidal</td>
<td>1.39</td>
<td>X</td>
</tr>
<tr>
<td>5: Generalized bell curve</td>
<td>1.84</td>
<td>X</td>
</tr>
<tr>
<td>4: Product of two Sigmoidal functions</td>
<td>2.39</td>
<td></td>
</tr>
</tbody>
</table>

Limit to establish significant differences: ± 1.41

In Table 3 the levels of the defuzzifier have been grouped into three groups (the last ones with empty intersections, which means that there are no similarities between them). The first group is composed by the Middle of Maxima, Slide and \( \xi \)-Quality Defuzzification with \( \delta=0.9 \) and \( \xi=2 \), respectively. The second group is composed by the Slide \( (\delta=0.9) \), \( \xi \)-Quality \( (\xi=2) \) First Maximum and the Last Maximum. Finally, the third group includes the Height defuzzification, Slide \( (\delta=0.1) \), \( \xi \)-Quality \( (\xi=1) \) and the Centre of Area.

Although indeed, it cannot make sure that the conclusions can be extrapolated to all the application fields in fuzzy logic, it is possible to establish similarities among different levels of the main factor considered in the statistical analysis, so that the fuzzy system designer doesn't have to worry in excess in the selection of different alternatives for the realization of the fuzzy inference process. For example, although an abundant bibliography exists on the different alternatives for the implementation of a T-conorm, the designer of fuzzy system, should be worry more about other parameters that define the fuzzy system than if an operator T-conorm of the Dombi family with \( \gamma = 3 \) or of Yager with \( \beta = 4 \) has been used.

5 Conclusion

The goal of this paper is to get a better insight into determining the factor that have the most relevant influence on the design and performance of a fuzzy system, in order to establish the main factor to be carefully studied when a real application is developed. To do this, an appropriate statistical tool has been used: multifactorial analysis of the variance, that allow the analysis and comparison of experiments, by describing the interactions and interrelations between either the quantitative or qualitative variables (called factors in this context) of the system. The selection of an appropriate implication operator is unfortunately one of the most confusing tasks a designer must face. Choosing an implication operator from the many viable options is a hard task, not just because there is a chance of selecting the wrong one, but because it is difficult to justify the choice. Furthermore, we have to consider that the final output is not only determined by the implication operator but also by the accompanying aggregation operator (mainly T-norm and T-conorm), the defuzzification method and the shape of the membership functions. These different alternatives yields more than a hundred combinations to be examined when considering the different methods found in the literature. The present statistical study was motivated by the great variety of alternatives that a designer has to take into account when developing a fuzzy system. Thus, instead of the existing intuitive knowledge, it is necessary to have a more precise understanding of the significance of the different alternatives.
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Abstract. Self-organizing neural networks endeavour to preserve the topology of an input space by means of competitive learning. This capacity is used for the representation of objects and their motion. In addition, these applications usually have real-time constraints imposed on them. This paper describes several variants of a Growing Neural Gas self-organizing network that accelerate the learning process. However, in some cases this acceleration causes a loss in topology preservation and, therefore, in the quality of the representation. Our study quantifies topology preservation using different measures to establish the most suitable learning parameters, depending on the size of the network and on the time available for adaptation.

1 Introduction

Through competitive learning, self-organizing neural models adapt the reference vectors of neurons and the network that interconnects them, thereby obtaining a network that tries to preserve the topology of a high-dimensional input space [1], that is, similar patterns are mapped onto adjacent neurons and, vice versa, neighbouring neurons activate or code similar patterns. This capability is usually employed to extract the most important features of an input space in order to improve or to facilitate a later classification. In our laboratory we use these neural models in a different way, approximating a self-organizing network, Growing Neural Gas (GNG) [2], to an input space of the same dimensionality and thereby obtaining a reduced representation of the data manifold. Our interest lies in the final structure of the network that interconnects the neurons and that allows the representation of objects [3] (figure 1). These models are also capable of continuously readapting to new input patterns, it not being necessary to recommence the learning process. This latter capacity has particular applications in motion analysis [4].

These two applications – representation of objects and of their motion – are in many cases subject to high temporal constraints, which is why the complete adaptation of the network within the available time must be assured. This is made possible by modifying the learning parameters of the GNG so as to terminate within the time available. Nevertheless, this modification can affect the quality of the adaptation, measured in terms of the topology preservation of the input space.

In other applications with no time limit the process of adaptation to the network can be interrupted. What this means is that a good preservation of the topology should be maintained throughout the learning process in order to ensure a correct representation of the input space.

Several modifications to accelerate learning are considered in this paper and applied to the representation of two-dimensional objects. We also consider the degree of topology preservation depending on the learning parameters and on the time available for their adaptation.

**Fig. 1.** Representation of two-dimensional objects using a self-organizing network.

### 2 Growing Neural Gas

Growing Neural Gas is an incremental neural model that does not require a prior specification of network size (as happens with other methods). From a minimal network, a growth process takes place that is continued until a termination condition is fulfilled. In contrast with other methods - where learning falls basically in decaying parameters - the learning parameters are constant in time.

The GNG learning algorithm for approximating the network to the input manifold is as follows:

1. Start with two neurons $a$ and $b$ at random positions $w_a$ and $w_b$ in $\mathbb{R}^d$.
2. Generate an input signal $\xi$ according to a density function $P(\xi)$.
3. Find the nearest neuron (winner neuron) $s_1$ and the second nearest neuron $s_2$.
4. Increase the age of all the edges emanating from $s_1$.
5. Add the square of the distance between the input signal and the winner neuron to an error counter for $s_1$:

$$\Delta \text{error} (s_1) = |w_{s_1} - \xi|^2$$

6. Move the winner neuron $s_1$ and its topological neighbours (neurons connected to $s_1$) towards $\xi$ according to learning steps $\epsilon_w$ and $\epsilon_n$, respectively:

$$\Delta w_{s_1} = \epsilon_w (\xi - w_{s_1})$$

$$\Delta w_{s_n} = \epsilon_n (\xi - w_{s_n})$$

7. If $s_1$ and $s_2$ are already connected by an edge, set the age of this edge to 0. If no connection exists, create one.
8. Remove any edges older than $a_{max}$. If this results in isolated neurons (those without emanating edges), remove these as well.

9. For each number $\lambda$ of input signals generated, insert a new neuron as follows:
   - Determine the neuron $q$ with the maximum accumulated error.
   - Insert a new neuron $r$ between $q$ and its most distant neighbour $f$:
     \[
     w_r = 0.5(w_q + w_f)
     \]  
   - Insert new edges connecting the neuron $r$ with neurons $q$ and $f$, removing the old edge between $q$ and $f$.
   - Decrease the error variables for neurons $q$ and $f$, multiplying them by a constant $\alpha$. Start the error variable of $r$ with the new value for the error variable for $q$ and $f$.

10. Decrease all error variables by multiplying them by a constant $\beta$.

11. If the stopping criterion is not yet achieved, return to step 2.

To sum up, the adaptation of the network to the input space takes place in step 6. The insertion of connections (step 7) between the two neurons nearest to each input pattern eventually establishes a Delaunay triangulation induced by the input space [1]. Elimination of connections (step 8) removes the edges that should no longer form part of this triangulation. This is done by eliminating the connections between neurons that are no longer close by or that have nearer neurons. Finally, the accumulated error (step 5) allows the identification of those zones of the input space where it is necessary to increase the number of neurons to improve mapping.

3 Modifying Growing Neural Gas Parameters to Accelerate Learning

Termination of GNG competitive learning is usually determined by the insertion of all the neurons until a predetermined size is obtained. Nevertheless, if a temporal factor is included as a condition for termination, in some cases it will not be possible to complete the adaptive process, with the consequent loss of topology preservation from the creation of connections between neurons that should not be joined or the absence of others that should be created (figure 2). This will create differences between the final configuration of the network and the Delaunay triangulation that should have been established.

If a complete network is required, with all its neurons and within a predetermined time, the learning algorithm needs to be modified to accelerate termination. The main factor affecting learning time is the number of input signals generated per iteration, since new neurons are inserted (step 9 above) at smaller intervals, with less time required to complete the network.

Another alternative is to insert more than one neuron per iteration, with step 9 of the learning algorithm (above) repeated as often as necessary. (See [6] for a description of the insertion of two neurons per iteration, depending on circumstances). In our case, several neurons are inserted in those zones where the greatest accumulated error exists.
Fig. 2. Incomplete (incorrect) adaptations due to early termination of the learning process.

Nevertheless, these alternatives affect the preservation of the topology of the input space, i.e. the quality of the representation (figure 3). For this reason, different measures of topology preservation will be used here in order to evaluate the correction of the different adaptations over time.

Fig. 3. Final adaptations according to the number of neurons inserted per iteration: (a) 1, (b) 2, (c) 5 and (d) 10.

4 Measures of Topology Preservation

The quality of the adaptation of self-organizing neural networks is mainly measured in two aspects: resolution and preservation of the topology of the input space.

The resolution measure usually employed is the quantization error [5], expressed as:

$$E = \sum_{\forall \xi \in \mathbb{R}^d} \|w_{\xi} - \xi\| p(\xi)$$

(5)

where $s_\xi$ is the nearest neuron to each input pattern $\xi$.

The first measure developed to evaluate topology preservation was the topographic product [7], which compares the neighbourhood relationship between each pair of neurons in the network with respect to both their position on the map and their reference vectors:

$$P = \frac{1}{N(N-1)} \sum_{i=1}^{N} \sum_{k=1}^{N-1} \log \left( \prod_{i=1}^{k} \frac{d^v(w_j, w_{s_i(s_i(j))})}{d^v(w_j, w_{s_i(s_i(j))})} \cdot \frac{d^\alpha(j, n_{s_i}^\alpha(j))}{d^\alpha(j, n_{s_i}^\alpha(j))} \right)^{\frac{1}{2k}}$$

(6)
where \( j \) is a neuron, \( w_j \) is its reference vector, \( n^V_l \) is the \( l \)-th closest neighbour to \( j \) in the input manifold \( V \) according to a distance \( d^V \), and \( n^A_l \) is the \( l \)-th nearest neuron to \( j \) in the network \( A \) according to a distance \( d^A \). In order to use this measure for non-linear input spaces the geodesic distance \([8]\) is employed as \( d^V \).

Another measure is the topographic function \([9]\), which compares the resulting neural network with the Delaunay triangulation induced by the input space, measuring the number of neurons with adjacent receptive fields but which are not connected and vice versa.

It would be desirable for all measures to take into account both aspects of resolution and topology preservation. This is not the case for the above measures, however, even though both the topographic product and the topographic function assume resolution as implicit in the competitive learning of self-organizing models.

Kaski and Lagus \([10]\) proposed a goodness measure \( C \) that combined both aspects. First obtained is the closest reference vector for each input pattern, and then the path from that neuron to the second-closest reference vector in the map. The result is the sum of these distances.

Deviations from zero in these three measures indicate a loss in topology preservation, with the sign indicating, in the case of the product and the topographic function, whether the dimensionality of the network is larger or smaller than that of the input space to be represented.

5 Comparative Study of the Different Alternatives

In this section we will compare the quality of the representation of different networks in which some learning parameters have been modified to accelerate adaptation. Some others of the learning parameters are fixed (\( \varepsilon_1 = 0.1 \), \( \varepsilon_2 = 0.01 \), \( \alpha = 0.5 \), \( \beta = 0.0005 \), \( a_{\text{aux}} = 250 \)). The different alternatives will be denoted as \( G^{\lambda}_\chi \) where \( \lambda \) indicates the number of input signals and \( \chi \) represents the number of neurons per iteration.

Our study included all the input spaces depicted in Figure 1. Since results are very similar, in the interest of brevity we will only discuss the results obtained for the most complex input space (the hand).

Table 1(a) gives the learning times for the different options when the pre-established termination condition is a network size of 100 neurons. Table 1(b) shows the number of neurons in each network by the time the fastest variant (\( G^{10000}_1 \)) terminates. Obviously, inserting several neurons or reducing the signals per iteration means that networks of greater size are obtained in less time.

Figures 4 and 5 depict topology preservation for the studied alternatives, not only of the final networks, but of the intermediate networks generated during the adaptive process. In this way it is possible to consider the degree of topology preservation of the network should learning be interrupted by an external event.
Table 1. (a) Learning time for networks with 100 neurons and (b) number of neurons in the networks at 0.12 seconds.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Time (sec.)</th>
<th>Neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td>$GNG_1^{10000}$</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>$GNG_2^{5000}$</td>
<td>0.57</td>
<td>30</td>
</tr>
<tr>
<td>$GNG_2^{10000}$</td>
<td>0.30</td>
<td>51</td>
</tr>
<tr>
<td>$GNG_2^{1000}$</td>
<td>0.13</td>
<td>93</td>
</tr>
<tr>
<td>$GNG_2^{10000}$</td>
<td>0.56</td>
<td>30</td>
</tr>
<tr>
<td>$GNG_5^{10000}$</td>
<td>0.24</td>
<td>62</td>
</tr>
<tr>
<td>$GNG_7^{10000}$</td>
<td>0.17</td>
<td>79</td>
</tr>
<tr>
<td>$GNG_{10}^{10000}$</td>
<td>0.12</td>
<td>100</td>
</tr>
</tbody>
</table>

5.1 Topology Preservation Depending on the Number of Neurons

Figure 4 shows topology preservation of the GNG variants depending on the number of neurons in the network and as the learning process advances. This is of interest in cases where, although there are no temporal constraints to limit the adaptive process, a possible maximum size of the network is established, e.g. 100 neurons.

Quantization error is similar for all the alternatives since the resolution depends mainly on the number of neurons in the network. The slower alternatives, which better situate each neuron, naturally present a lower quantization error.

In the initial adaptation stages the networks attempt to make a rapid representation of the input space, and for this reason the preservation of the topology fluctuates considerably. When a small number of neurons are inserted, this is stabilized. Nevertheless, if the faster options are employed, topology preservation is poorer throughout the adaptive process, since there are edges between neurons that should not be connected and vice versa. Similar results are obtained for combined resolution and topology preservation measures. Included also as a combined measure is the product of the quantization error and the topographic product.

One particular observation is that, above a certain number of neurons, the different measures stabilize; in Figure 4, for example, stabilization occurs when the networks reach a size of around 40 neurons.

5.2 Topology Preservation Depending on the Time Available

Figure 5 shows topology preservation throughout the adaptation process of the network, with no restrictions in the number of neurons but with a time limit. In this case, the time limit set is that necessary to complete the variant $GNG_1^{10000}$ with 100 neurons.

It can be observed that the faster variants, by creating a greater number of neurons (table 2), produce a better resolution and, therefore, a smaller quantization error.
Fig. 4. Topology preservation according to different numbers of neurons.
Fig. 5. Topology preservation according to the time available.
Table 2. Number of neurons created in a preestablished time.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Neurons</th>
<th>Variant</th>
<th>Neurona</th>
</tr>
</thead>
<tbody>
<tr>
<td>$GNG_{1000}$</td>
<td>100</td>
<td>$GNG_{2000}$</td>
<td>146</td>
</tr>
<tr>
<td>$GNG_{1900}$</td>
<td>149</td>
<td>$GNG_{3000}$</td>
<td>247</td>
</tr>
<tr>
<td>$GNG_{2000}$</td>
<td>221</td>
<td>$GNG_{4000}$</td>
<td>294</td>
</tr>
<tr>
<td>$GNG_{3000}$</td>
<td>350</td>
<td>$GNG_{5000}$</td>
<td>372</td>
</tr>
</tbody>
</table>

Differences in topology preservation of the different options are not significant when measured using the topographic product. Nevertheless, because the number of input signals per iteration is insufficient to adapt all the neurons, topology preservation is lost when the number of neurons is high.

The topographic function, on the other hand, shows differences in topology preservation, indicating that the faster networks have incorrect connections.

Finally, the combined measures are highly dependent on the quantization error and are, therefore, more suitable for larger networks.

6 Discussion

Growing Neural Gas topology preservation is affected by both learning parameters and the time available. Faster methods improve resolution but in many cases cause topology preservation to deteriorate. This is because the relationship between the number of neurons and the input signals per iteration decreases, which would indicate that there is an upper limit to the network size for each learning acceleration alternative. It can, however, also be observed that there is no improvement in the quantization error or in topology preservation above a certain number of neurons. This would indicate that a minimum network size is necessary to obtain an acceptable representation of objects. Likewise, topology preservation should be kept between acceptable limits during the longest possible learning time, in case some external event should interrupt the adaptation.

Related research is presently underway in which we are studying the degree of topology preservation for other self-organizing models (Neural Gas [11], GWR [12]). Our intention is to identify the characteristics of these networks that will allow a suitable and rapid representation of an input space, with a view to developing new combined self-organizing neural networks.

The application of these models to the representation of objects and their motion will be made possible by adapting the different learning parameters so that a good quality representative network is obtained within the time available.
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Abstract. In this work we develop and compare multi-parent crossover operators based on the extraction of characteristics from the best individuals in the population (average, median, standard deviation and quantiles). These statistics evolve in parallel with the algorithm. The proposed operators are used in combination with a real-coded genetic algorithm for the evolution of polynomial functions to solve microbial growth problems. Their performance is compared to other crossover operators for real-coded genetic algorithms. Both the prediction errors made in the modelling of systems and the objectivity and speed in the identification of models show the viability of this type of models that mix base functions with evolutionary computation.

1 Introduction

Nowadays, the modelling of systems is one of the most interesting problems in many scientific branches. The resolution of this problem has been classically approached by using regression techniques in order to minimize an error function, over a model type previously established by the researcher. Most often the functional model to apply is non-linear and it usually presents a high dimensionality, making the process considerably more composite, as there is scarce additional information, or none at all.

The most common approximation functions are linear and generalized linear models, flattened hyperplanes, response surfaces, artificial neural networks, Fourier series, wave functions, decision trees and flattened kernel functions. All of them provide explicit models for the relationship between the predictive variables $x$ and the response variable $y$ [2] (only one in our case).

In this work we present an methodology for the estimation of Response Surface (RS) polynomial models through Real-Coded Genetic Algorithms (RCGA) using specific real-coded crossover operators: BLX-$\alpha$ [3], an adaptation of BLX-$\alpha$, and the recently developed multi-parent crossovers CIXL and CIXL2 [4].

In Section 2 we introduce multiparent crossover operators. Section 3 presents a general approach to the evolution of RS models with RCGAs and a crossover operator

* This work has been funded by the spanish Ministry of Science and Technology, MCyT, through Project TIC 2002-04026-C02, and by FEDER funds.
adapted from BLX-α. Section 4 shows the results of a equality of means test over two factors: grade of the initial RS and type of crossover used. Conclusions are drawn and presented in Section 5.

2 Crossover Algorithms Based on Confidence Intervals

In the resolution of RS polynomial models, the multi-parent crossover operators give to the RCGA the additional value of being able to use information from several individuals to create a new one, with a better fitness if possible. We present in this section a type of multi-parent crossover algorithm based on the location and dispersion characteristics of the genes from the best individuals in the population. These characteristics will be used to build virtual parents that inherit the traits associated to the previous estimators.

The aforementioned idea leads to the definition of two crossover operators based on Confidence Intervals using the norms $L_2$ (CIXL2) and $L_1$ (CIXL1), whose equilibrium between exploration and exploitation seems to be very suitable for this type of problems. Their performance in model identification problems has been made clear in [6], where they have been applied to non-linear regression problems taken from "the Statistical Reference Datasets Projects (STRDP)” which can be consulted in http://www.nist.gov/itl/div898/strn/nls.

2.1 Intervals Associated to Median and Mean as Location Parameters of the Genes

Let $\beta$ be the set of the $n$ individuals in the population and let $\beta^{*}\subset \beta$ be the set formed by the best $n$ individuals (the ones with highest fitness). If we consider that the genes $\beta_i$ of the chromosomes $\beta^{*}$ are independent random variables following a continuous distribution function $H(\beta_i)$, with a location parameter $\mu_\beta$, then we have the model $\beta_i = \mu_\beta + e_i$, being $e_i$ a random variable, for each $i=1,...,p$.

If we suppose, for each $i$, that the best $n$ individuals actually form a simple random sample $(\beta_{i1}, \beta_{i2}, ..., \beta_{in})$ of the $\beta_i$ distribution then the model takes the form

$$\beta_{ij} = \mu_\beta + e_{ij}, \text{ for } j=1,...,n \quad \text{(1)}$$

Now, from the model proposed in (1), if we consider the norm $L_1$, given by $||\beta||_1 = \sum_{j=1}^{n}|\beta_{ij}|$, and we look for an estimator of $\mu_\beta$ associated with the negative gradient method, that is, $S1 (\mu_\beta) = -dD_1 (\mu_\beta)/d\mu_\beta$, where the dispersion function induced by the norm $L_1$ is $D_1 (\mu_\beta)=\sum_{j=1}^{n}|\beta_{ij} - \mu_\beta|$, and we define $H$ as the distribution function of the $\beta_i$, then we have that the negative gradient estimator of the location
parameter through the norm $L_1$ is the median of the $\beta_i$ distribution. That is, $\mu_\beta = M_\beta$ being its distribution binomial with parameters $n$ and $\frac{1}{2}$. From this distribution we can already build confidence intervals for the location parameter, populational median, whose estimator is the sample median $M_\beta$ of the genes of the $n$ better individuals, for a generic sample of size $n$, with a confidence coefficient $1-\alpha$. In this case we apply the Neyman method for calculating confidence intervals and we have that

$$I_{1-\alpha}(\mu_\beta) = [\beta_{(k+1)}, \beta_{(n-k)}],$$  \hspace{1cm} (2)

being $\beta_{(k+1)}$ and $\beta_{(n-k)}$ the values of the genes associated to the position $k+1$ and $n-k$ when the sample has been sorted, and where the $k$ value is determined from the underlying binomial distribution.

If we take into consideration the norm $L_2$, defined as $\|\beta_i\|_2 = \sum_{j=1}^{n} \beta_{ij}^2$, it can be proved that the negative gradient estimator of the location parameter through the norm $L_2$ is the average of the distribution $\beta_i$. Assuming that the distribution of the genes $H(\beta_i)$ is normal, the confidence interval is calculated as:

$$I_{1-\alpha}(\mu_\beta) = [\beta_i^+ - t_{n-1,\alpha/2} \times \sigma_\beta / \sqrt{n}; \beta_i^- + t_{n-1,\alpha/2} \times \sigma_\beta / \sqrt{n}] \hspace{1cm} (3)$$

where $t_{n-1}$ is a Student t distribution with $n-1$ degrees of freedom.

From the previous confidence intervals we build 3 virtual parents: one formed by all the lower limits ($CILL$), other formed by all the upper limits ($CIUL$) and a third one ($CIM$) formed by the average (if using CIXL2) or median (if using CIXL1) values of the confidence intervals of each gene. The $CILL$ and $CIUL$ individuals divide the domain of each gene, $D_i$, into 3 subintervals $I_i^L$, $I_i^{IC}$ and $I_i^R$, such that $D_i \equiv I_i^L \cup I_i^{IC} \cup I_i^R$, $I_i^L \equiv [a_i,\text{CILL}_i]$, $I_i^{IC} \equiv (\text{CILL}_i,\text{CIUL}_i]$ and $I_i^R \equiv [\text{CIUL}_i,b_i]$, being $a_i$ and $b_i$ the lower and upper limits of the domain $D_i$.

The crossover operators will create a single offspring $\beta^s$ from the individual $\beta^f \in \beta$, the individuals $CILL$, $CIUL$ and $CIM$, and their fitnesses, in the following way:

- If $\beta^f_i \in I_i^L$ then, if the fitness of $\beta^f$ is bigger than that of $CILL$, then $\beta^s_i = r(\beta^f_i - \text{CILL}_i) + \beta^f_i$, else $\beta^s_i = r(\text{CILL}_i - \beta^f_i) + \text{CILL}_i$;

- If $\beta^f_i \in I_i^{IC}$ then, if the fitness of $\beta^f$ is bigger than that of $CIM$, then $\beta^s_i = r(\beta^f_i - \text{CIM}_i) + \beta^f_i$, else $\beta^s_i = r(\text{CIM}_i - \beta^f_i) + \text{CIM}_i$;

- If $\beta^f_i \in I_i^R$ then, if the fitness of $\beta^f$ is bigger than that of $CIUL$, then $\beta^s_i = r(\beta^f_i - \text{CIUL}_i) + \beta^f_i$, else $\beta^s_i = r(\text{CIUL}_i - \beta^f_i) + \text{CIUL}_i$,

where $r$ is a random number in the interval $[0,1]$. 
3 Estimation and Design of Polynomial Base Functions with RCGA

In general, the modelling of a system whose equation is known is a problem of conventional regression. In this type of problems there is a functional relationship between a series of independent variables $x_i$ and a dependent variable $y$, in the form:

$$y = f(\beta_0, \beta_1, \ldots, \beta_m, x_1, \ldots, x_n)$$ (4)

where $\beta_i$ are the coefficients to be adjusted in order to minimize the sum of squared residuals. This optimization problem can be solved with a classical algorithm, or with a genetic algorithm. If we opt for the second option we would codify the individual as a set of genes, each one representing a coefficient.

3.1 Response Surface Models and Genetic Algorithms

Response surface models explain a large variety of phenomena. The expression that defines them is a grade $G$ polynomial in each variable [5][8]. Therefore they are functions following the form

$$f(x_1, x_2, \ldots, x_n) = c_0 + \sum_{i=1}^{n} c_i x_i + \ldots + \sum_{i_k \leq \ldots \leq i_l} c_{i_1 \ldots i_l} x_{i_1} x_{i_2} \ldots x_{i_l}$$ (5)

where $G$ is the grade of the model, $x_i$ are the independent variables, $n$ is the number of independent variables and $\beta_i$ are the coefficients.

If we want to model the structure of a phenomenon by using the aforementioned model, we will codify individuals with as many genes as the coefficients in the model that we pretend to develop. This number of coefficients depends on the number of variables and the grade of the model in question but, as we already mentioned, the interpretability of the models is a very desirable characteristic in every type of modeling, and that leads us to seek simple models. The codification of an individual uses one gene for each coefficient of the model. However, this gene has two well-differentiated parts. On one hand, there is an allele which indicates the presence or absence of the corresponding term (monomial) in the model; and on the other hand there is another allele to codify the value of the coefficient in question.

Figure 1 shows an individual that represents a grade 2 RS with 3 variables, adapted to this method. To obtain expressions with the minimum number of terms, we include one term in the fitness function that rewards the smaller (i.e. simpler) models. In this way, our problem turns into a problem with two objectives: on one hand, it is convenient that the error is minimum, but, on the other hand, it is also interesting to obtain models with a small number of coefficients.

<table>
<thead>
<tr>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_{11}$</th>
<th>$c_{12}$</th>
<th>$c_{13}$</th>
<th>$c_{22}$</th>
<th>$c_{23}$</th>
<th>$c_{33}$</th>
</tr>
</thead>
</table>

**Fig. 1.** Individual that represents a response surface of order 2 with 3 independent variables.
Since the number of objectives is very reduced, we did not consider a multi-objective algorithm and to simplify we chose a fitness function that calculates a linear combination of them, weighing up their importance with a coefficient.

### 3.2 Microbian Growth Models

In this work we develop a model for the growth prediction of the altering microorganism *Leuconostoc mesenteroides ssp. mesenteroides* [9], which has been frequently isolated as a responsible for the alteration of different types of meat products. The available data have been 210 signal-time curves of Leuconostoc Mesenteroides growth under different conditions of temperature $T$ (10.5, 14, 17.5, 21 and 24º C), pH (5.5, 6, 6.5, 7 and 7.5), sodium chloride concentration $\text{NaCl}$ (0.25, 1.75, 3.25, 4.75 and 6.25%) and sodium nitrite concentration $\text{NaNO}_2$ (0, 50, 100, 150 and 200 ppm). These 210 curves correspond to 30 different experimental conditions chosen according to a Composite Central Design$^1$ of experiments. From each one of these 30 conditions, 7 experiment replicas were conducted. Five of the experimental results sets were chosen at random to form the training set, and the remaining two formed the generalization set. Thus the training set is composed of 150 curves and the generalization (or test) one by 60.

Next, these resultant values of absorbancy, considered throughout the time, were adjusted by means of an exponential Baranyi and Roberts-type model [1] with the help of the DMFit 1.0 program (József Baranyi, Institute of Food Research, Norwich Research Park, Norwich NR4 7UA, UK). The results were the training and generalization values of the kinetic growth parameters $\ln \text{lag}$, $\text{grate}$ and $\text{yend}$ (the logarithm of the adaptation phase, the growth rate and the maximum density) of the microorganism for each experimental condition.

### 3.3 Genetic Algorithm

Table 1 summarizes the parameters used for the genetic algorithm. The fitness function presents two terms; the first one represents the error term (according to the minimization of the squared residuals sum) and the second one represents the complexity term of the model (according to the minimization of the number of coefficients).

The first term is a transformation of the standard error of prediction ($\%\text{SEP}$), an adimensional coefficient of the form:

$$SEP = 100 \sqrt{\frac{\sum^{n}_{i=1} (y_i - \hat{y}_i)^2}{\bar{y} n}},$$

where $y_i$ represents the value of the function in this point, $\hat{y}_i$ is the estimated value and, $\bar{y}$ the mean value of all the $y_i$. The second term modulates linearly the number of terms in the expression, growing as the number $n_T$ of terms decreases. In this way, the fitness expression would be:

$^1$ This type of experiments design focuses the sampling on the central values of the experimental variables.
\[ A = (1-\alpha)(1-\frac{SEP}{K}) + \alpha \left(1-\frac{n_T - n_{TM}}{n_{TM} - n_{Tm}}\right) \] (7)

where the coefficients \( n_{Tm} \) and \( n_{TM} \) represent respectively the minimum and maximum number of coefficients that the model can represent, and the constant \( K \), whose values \( (1 \leq K < \infty) \) are obtained heuristically, modulates the SEP value to weight the differences among patterns in order to get equilibrium between the two objectives.

**Table 1.** Parameters used in the genetic algorithms for the modelling of the response surfaces.

<table>
<thead>
<tr>
<th>GENERAL ASPECTS OF THE ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Population size</strong></td>
</tr>
<tr>
<td><strong>Duplication</strong></td>
</tr>
<tr>
<td><strong>Tournament selection</strong></td>
</tr>
<tr>
<td><strong>Crossover</strong></td>
</tr>
<tr>
<td><strong>BLX-( \alpha ) (( \alpha = 0.5 ))</strong></td>
</tr>
<tr>
<td><strong>CIXL1 and CIXL2 (( 1-\alpha = 0.7, n=5 ))</strong></td>
</tr>
<tr>
<td><strong>Mutation</strong></td>
</tr>
<tr>
<td><strong>Random selection</strong></td>
</tr>
<tr>
<td><strong>Non uniform mutation (parameter ( b = 5 ))</strong></td>
</tr>
<tr>
<td><strong>Stop criterium</strong></td>
</tr>
</tbody>
</table>

This nondecreasing fitness function takes a maximum value of 1, which could be possible only if the standard error of prediction was null and the model had \( t_m \) terms.

The number of genes forming each individual of the population will depend on the grade of the chosen RS for the model. The crossover operators used in the genetic algorithm have been the BLX-\( \alpha \) crossover [3], three adaptations of this crossover to this problem, and the multi-parent crossovers CIXL1 and CIXL2 [4]. The mutation operator has been the Non Uniform. These operators, specific for the real coding, have been adapted to be able to work with the double codification previously explained.

All the algorithms have been implemented in Java using Sun Microsystems Java Development Kit version 1.3.1, and the JCLEC class library for evolutionary computation [10]. The analysis of variance for the comparison of means has been performed using the statistics software SPSS version 11.0.

### 3.4 Adaptation of the BLX\( \alpha \) Crossover

We have designed an adaptation of the BLX-\( \alpha \) operator (even though it could have been any other arity-2 crossover designed for RCGA). Let \( \beta^1 = \{(s_1^1, c_1^1), ..., (s_p^1, c_p^1)\} \) and \( \beta^2 = \{(s_1^2, c_1^2), ..., (s_p^2, c_p^2)\} \) be two parents chosen for crossover, with \( p \) genes each one and representing two RS models with \( p \) coefficients. Each gene corresponds to a monomial in the corresponding RS, and each allele represents, respectively a selector that indicates the presence or absence of the monomial in the model and the value of the coefficient associated to the term. These two
parents will generate two offsprings \( \beta^h_1 = \{ (s_i^{h_1}, c_i^{h_1}), \ldots, (s_i^{h_1}, c_i^{h_1}), \ldots, (s_p^{h_1}, c_p^{h_1}) \} \) and \( \beta^h_2 = \{ (s_i^{h_2}, c_i^{h_2}), \ldots, (s_i^{h_2}, c_i^{h_2}), \ldots, (s_p^{h_2}, c_p^{h_2}) \} \). The genes of the best parent will be inherited more likely than those of the other, so that each gene \((s_i^{h_1}, c_i^{h_1})\) and \((s_i^{h_2}, c_i^{h_2})\) will have the following values:

\[
\text{If } \text{round}(s_i^1) = \text{round}(s_i^2) \\
\text{then } s_i^{h_1} \leftarrow s_i^{h_2} \leftarrow \text{round}(s_i^1) \\
( c_i^{h_1}, c_i^{h_2} ) \leftarrow \text{application of BLX}_\alpha \text{ over the alleles } ( c_i^1 \text{ and } c_i^2 ) \\
\text{else } \text{apt}_1 \leftarrow \text{fitness of parent } \beta^1 ; \text{apt}_2 \leftarrow \text{fitness of parent } \beta^2 \\
\text{n}_1 \text{ and } n_2 \leftarrow \text{two random integers with a probability } \text{apt}_1/(\text{apt}_1+\text{apt}_2) \text{ of taking value 1 and probability } \text{apt}_2/(\text{apt}_1+\text{apt}_2) \text{ of taking value 2} \\
( s_i^{h_1}, c_i^{h_1} ) \leftarrow ( s_i^{n_1}, c_i^{n_1} ) ; ( s_i^{h_2}, c_i^{h_2} ) \leftarrow ( s_i^{n_2}, c_i^{n_2} ) \\
\]  

EndIf

That is, the generated offspring will inherit the terms existing in both parents and the BLX\(\alpha\) crossover will be applied to the coefficients of these terms. When the terms exist only in one of the parents, the more fit this parent is compared to the other, the more possibilities of passing to the offspring they will have.

### 4 Results

We have searched for an optimal topology as well as the coefficients of the model using RS of grades 2 to 5, so as to check if our methodology is able to find models for different topologies previously used. It means that the size of the weight space to estimate increases exponentially with the grade of the starting polynomial. For each one of the 3 growth parameters we have analyzed if there are significative differences in the mean values of the generalization SEP according to the grade of the polynomial (RS2 to RS5) and according to the four types of crossover operators used (BLX\(\alpha\), BLX\(\alpha\)AD1, CIXL1 and CIXL2). An test for equality of means has been performed, taking into account both intrapopulation variances and interpopulation variances. For each cell of the ANOVAII model, 30 runs were performed\(^2\), using the parameters discussed in the previous section, and we can affirm with a significance level of 99% that for the three performed analysis, one for each parameter of the growth curves:

1. There are significative differences in the variances associated to each cell (Sig=0.000). There are significative differences in the averages: according to the interaction between the grade of the starting polynomial and the type of crossover used (Sig=0.000), according to the polynomial grade (Sig=0.000) and according to the crossover type (Sig=0.000). There are not significative differences when starting with RS2 or RS3, but they appear when starting with RS4 or RS5.

\(^2\) Currently, more tests are being executed to confirm the results.
Table 2. Statistic results summary (Mean, Standard Deviation) in the three experiments.

<table>
<thead>
<tr>
<th>Parameter/SR Crossover</th>
<th>lnlag / SR3</th>
<th>grate / SR2</th>
<th>yend / SR2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>StdDev</td>
<td>Mean</td>
</tr>
<tr>
<td>BLX-alfa</td>
<td>7.92</td>
<td>0.52</td>
<td>15.51</td>
</tr>
<tr>
<td>BLXAD1</td>
<td>8.15</td>
<td>1.51</td>
<td>15.62</td>
</tr>
<tr>
<td>CIXL1</td>
<td>7.25</td>
<td>0.55</td>
<td>11.79</td>
</tr>
<tr>
<td>CIXL2</td>
<td>12.55</td>
<td>2.59</td>
<td>21.17</td>
</tr>
</tbody>
</table>

\[
\text{lnlag} = 1.8585 - 0.2366(T) - 0.0938(pH) + 0.1029(NaNO_2) + 0.0374(pH)^2 - 0.1294(pH)(NaCl) - 0.0569(pH)(NaNO_2) - 0.0923(pH)(NaCl)(NaNO_2)
\]

\[
\text{Grate} = 0.1802 + 0.0718(T) + 0.0250(T)^2 + 0.0206(NaCl)^2 - 1.9315(T)(NaNO_2) - 10.4226(pH)^2(NaNO_2) + 0.0071(pH)(NaCl)^2 - 0.0102(NaCl)^3 + 12.3471(NaCl)(NaNO_2)^2
\]

\[
\text{yend} = -0.6844 + 0.1522(T) - 0.2222(NaCl) - 0.2437(NaNO_2) + 0.0591(pH)(NaCl) - 0.0427(NaCl)^2 + 0.1510(T)(pH) + 4.3559(T)(NaCl) + 0.0301(pH)(NaNO_2) + 0.0186(pH)^2 + 5.2791(pH)(NaCl) - 0.017(pH)(NaCl)(NaNO_2) - 9.6772(NaCl)(NaNO_2)^3
\]

2. In the models where the dependent variable is \textit{lnlag}:
   - The RS of grade 3 produces the best total results (for the six crossovers) in mean (8.97). The means and variances are shown in Table 3.
   - There are no significative differences in mean between the crossovers BLX and CIXL1. But there are between them and the crossover CIXL2. The CIXL1 crossover is the one that produces the best results in mean starting with a grade 2 polynomial and especially grade 3. These differences are significant if we eliminate the results of the crossovers CIXL2.
   - We concluded using polynomials of grade 3 and the CIXL1 crossover. In this way the statistic results of the 30 proofs are shown in Table 3. The best model chosen according to %SEP and smaller number of parameters is shown in equation 8.

3. In the models where the dependent variable is \textit{grate}:
   - The RS of grade 2 produces the best total results (for the six crossovers) in mean (16.02). The means and variances are shown in Table 3.
   - There are no differences in mean between the crossovers BLX and CIXL1. But there are between them and the crossover CIXL2. The CIXL1 crossover is the one that produces the best results in mean starting with a grade 2 polynomial, being these differences significant if we eliminate the results of the crossover CIXL2.
   - We concluded using polynomials of grade 2 and CIXL1 crossover. In this way, the statistic results of the 30 proofs are shown in Table 3. The best model chosen according to %SEP and smaller number of parameters is shown in equation 9.

Table 3. Data of the best models obtained in the three experiments with CIXL1.

<table>
<thead>
<tr>
<th>%SEP Training</th>
<th>Lnlag</th>
<th>grate</th>
<th>yend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7.17</td>
<td>8.51</td>
<td>-11.88</td>
</tr>
<tr>
<td>%SEP Test</td>
<td>7.05</td>
<td>9.22</td>
<td>-13.49</td>
</tr>
<tr>
<td>Num. coefficients</td>
<td>9</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>Fitness</td>
<td>0.69</td>
<td>0.65</td>
<td>0.48</td>
</tr>
</tbody>
</table>
4. In the models where the dependent variable is $y_{end}$:
   - The RS of grade 2 produces the best total results (for the six crossovers) in mean (17.12). The means and variances of the %SEP for RS2 and the 6 crossovers are shown in Table 3.
   - There are no differences in mean between the crossovers BLX and CIXL1. But there are between them and the crossover CIXL2. The crossover CIXL1 is the one that produces the best results in mean starting with a grade 2, but these differences are not significant even though we eliminate the results of the crossover CIXL2.
   - We concluded using polynomials of grade 2 and CIXL1 crossover. In this way, the statistic results of the 30 proofs are shown in Table 3. The best model chosen according to %SEP and smaller number of parameters is shown in equation 30.

5 Conclusions

We have experimentally demonstrated how, starting from overdimensionated response surface models, our methodology finds the model fitting the phenomenon’s response. A fitness function has been proposed that considers the quadratic relative errors and weights up the simplicity of the model as well. This makes the expressions evolve until they present a minimum size, improving their interpretability through the decrease of the number of terms in the polynomial function and their capacity of generalization. A specialized genetic algorithm has been implemented, using a double codification and specifically adapted operators. These operators, CIXL1 and CIXL2, make possible to extract the adaptive statistic characteristics of the best individuals and to use them to lead the search in the most effective way. In particular we checked that with the CIXL1 crossover operator we obtained better results, proposing its use in this type of algorithm. This procedure represents an advantage over the use of statistic tests to eliminate coefficients and identify the model exactly, much more tedious and, in some cases, biased by the subjective appreciations of the investigator. We also checked that with this algorithm it is possible to reach better results than the ones obtained with non-linear regression.
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Abstract. Recent popularity of hand-held devices and pervasiveness of e-commerce have increased web accesses through mobile devices. However, due to the limited screen size, users have to scroll a lot to locate what they want. Even worse, network connections are usually too slow to support most of the data-intensive applications. Therefore, an efficient scheme for navigating web contents through these devices should be addressed in this arena. In this paper, we propose a web agent system, ASPerson that enables users to browse ordinary web pages efficiently even on the small screen mobile devices. It extracts any specific sections of interest from web pages and reorganizes them based on user preference for convenient browsing.

1 Introduction

Recently, due to the rapid progress of web and mobile technology; web pages have been accessed more frequently than ever using mobile devices. However, most existing web pages are written in HTML and optimized for desktop computers. Even though the screen resolution and computing power of mobile devices have been improved, they are still not as capable as desktop computers. They inherently have small screen, low network bandwidth, low battery capacity and weak computing power. These limitations impose serious problems when mobile users navigate web pages. Browsing web pages using a small screen device is inconvenient and inefficient. For example, it needs multiple scrolling and takes much longer time to access any desired contents. Nevertheless, more people want to access web pages through mobile devices. Many works have been done to relieve this problem and can be divided into two categories: 1) personalizing or recommending for each user and 2) trimming unimportant contents. Personalized service is based on the prediction of user’s action
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from the past usage pattern. However, it is not easy to acquire information that re-

flects each user’s interest. Trimming service may suffer from missing some valuable

information, unless each user’s preference is identified accurately during the trim-

ming process. In this paper, we propose an agent system, ASPerson, to provide a per-

sonalized news service automatically to mobile users based on their preference. The

system utilizes a unit called newsletter that expresses a topic in a typical web page. In

fact, a newsletter can be defined as a meaningful area to a particular user. ASPerson

makes it feasible to navigate web pages on a small screen even over low bandwidth

connection.

The rest of this paper is organized as follows. Section 2 discusses related works

and our approach. Section 3 describes the process of extracting user preference from

web log. Section 4 shows overall system architecture. Section 5 describes the system

performance through several simulations, and finally Section 6 concludes the paper.

2 Related Works

There have been many researches on navigating web pages efficiently through small

display devices. Pda++ [1] was proposed to zoom on the display. CZ [2] web and

Widgets [3] have been suggested for summarizing web pages. In WEST [4], a

scheme called “focus + context” was proposed to provide an overview of a web page.

Power Browser [5] divides web pages into semantic textual units and composes

summary based on the unit. Bickmore et al. [6] suggested an accordion style summa-

rization using structural page transformation and sentence elision in Digestor. Trevor

et al. [7] used a new user interface that splits current mode of integrating “link fol-

lowing” and “reading” into separate mode, namely, navigating and acting.

One of the current trends on the web related applications is how to display as much

information as possible in a page. However, with this, it is getting more difficult to

find information on a mobile device. On the other hand, previous researches did not

consider personalized service, although every visitor has different interest and behav-

ior. For personalized service, many researches have used web mining [8, 9, 10] meth-

ods. Web mining can help discover knowledge information and improve web site

design. Usually, preprocessing is used before web mining due to the incompleteness

of available data. In order to discover any usage pattern or user interest, pattern dis-

ccovery methods such as statistical analysis, clustering, classification, sequential pat-

tern and dependency modeling are used. The goal of pattern analysis is to filter out

uninteresting rules or patterns from the set found in the pattern discovery phase.

In this paper, we also adopt web usage mining to support personalized services to

mobile users. More specifically, in order to provide personalized news services, we

propose a segmentation unit called newsletter. For the segmentation, we first identify

various topics of a news web page, and then consider each news section as a newsletter.

This means that a web page is divided into several topics. Detailed steps are as fol-

lows:
• **User preference analysis**: In this step, various browsing behaviors of mobile web visitors are gathered. Previous browsing behaviors with the web site are analyzed for web browsing patterns. Those browsing patterns are used to provide personalized news contents. Here, we will use the link information to find user’s traversal patterns of web page.

• **Extracting newslets**: In this step, we analyze web pages and extract a collection of *newslets*. During the web page analysis, we extract topic areas from each page using weights of keywords and the number of links in the HTML elements.

• **Reorganizing newslet sequence**: In this step, we reorder *newslets* appropriately for the mobile devices. Those *newslets* in which users have more interest should be displayed before the one that users have less interest on the screen. Consequently, mobile user with small display and low bandwidth can receive convenient news services without multiple scrolling.

   Our *newslet* scheme can automatically personalize the contents of a web page according to individual user’s preference, and reduce low network bandwidth. Moreover, it can present the whole contents of a web page on a small screen. This will increase the readability and understandability of mobile web page users.

3  **Finding User Preference**

Finding user preference page sequence involves three steps. First, representative keywords are extracted from news pages. And then page sequences are extracted from user behavior pattern. Finally, news pages are divided into *newslets* by the topic or function.

3.1  **Extracting Keywords from News Web Pages**

A news page contains many topics that can be divided into categories such as politics, economics and sports. In order to decide the category to which a given *newslet* belongs, we check the weights of selected keywords in the *newslet*. To do that, we first describe how to extract related keywords from the news page. During this step, extracting too many keywords might cause an ambiguity in the decision of the news section boundary. Therefore, we assign higher weight to important sentences. The sentence rank itself is decided by the sum of weights and scores of related keywords. In addition, in order to choose important sentences from the web page, we use the Luhn's keyword cluster technique [11], the frequencies of the keywords in the `<Title>` tag and the modified keyword weight.

First of all, we decide whether a sentence is important or not. For example, if the sum of keyword weights in the sentence becomes higher than a predefined weight threshold, we consider it as a significant sentence. Then we assign the rank of each sentence using the keywords in the `<Title>` tag and extract keywords from the high-ranked sentences. Finally, we consider different font size, color and thickness. Since web page authors are generally decorating keywords to emphasize the sentences, the sentence with the decorated keywords is more important than the other sentences.
3.2 Browsing Sequence Extraction from User Patterns

We use traversal pattern algorithm to extract meaningful user access patterns from the browsing behavior history for news pages. In the web environment where pages are linked together, users tend to traverse pages back and forth by following the link. As a result, some pages will be revisited because of its location rather than its content. For example, in a web page of structure shown in Fig. 1, to reach a sibling web page, users will use the backward icon and then go to a sibling page instead of typing its URL. Consequently, while extracting user access patterns from the log file, such backward references should be taken into consideration.

In this paper, assuming that the backward reference is used for ease of traveling, we concentrate on the discovery of forward reference patterns. During navigation, as soon as a backward reference occurs, its forward reference path is considered to terminate. This forward reference path is called as maximal forward reference.

![Fig. 1. Traversal pattern example.](image)

Suppose the log file contains the following traversal path (A, B, C, D, C, B, E, F, E, B, A, G, H, I, H, J) for web pages of structure shown in Fig 1. Then, maximal forward references are ABCD, ABEF, AGHI, and AGHJ, when using algorithm in [12]. Here, we use link anchor text, the text that appears between the <a> tags in a link. For example <a href="http://www.ajou.ac.kr">ajou university, welcome to ajou</a>, "ajou university, welcome to ajou" is the link text. We call the keywords of link anchor as Link Anchor Keywords (LAKs). Since link anchors contain significant information about the link, we use the LAKs to classify each news sections.

After extracting maximal forward references, LAKs are created in the order of visited links. For example, assume that the user visited links in the order of A, B, C, D, and that extracted LAKs were Computer, IT, mobile devices, Microsoft. Then we can guess that those LAKs are relevant to the IT news section. After all, we will decide its news category using keyword matching with LAKs. This step will repeat iteratively until exhausting maximal forward references.
3.3 Newslet Extraction from News Pages

Extracting a table block from a web page has several problems. First, since an HTML document has a tree structure internally and permits a table within a table recursively, it is difficult to see a table as one unit of topic. Even though a news page is divided by topic or function, since the HTML tag is restricted, we cannot give appropriate meaning to each topic area. In this paper, we extract topic areas of each news page using weights of keywords and the number of the links in the HTML element.

Whenever the user navigates a specific page, the proposed system analyzes the HTML document, extracts the HTML element and then constructs its parse tree. After that, the first node of the parse tree is stored in the queue.

Next, it removes a node element from the queue. When the number of the child node's links is larger than or equal to a threshold, then it is considered to represent some different topic. We define such node as a newslet and store it into a newslet queue; otherwise, it is more likely to be integrated to its parent. This process is repeated until there are no more elements in the queue. The keywords in the selected newslet area are extracted to identify its meaning.

4 System Overview of News Contents Reorganization

Navigation of web pages on the mobile devices can be limited by many factors such as battery capacity, network bandwidth, and small display. In this paper, we implemented our prototype system in the proxy server that is an extension to the HTTP proxy server. That is, all the relevant functions for reconstructing web pages are running on the proxy server. Fig 2 shows the overall system architecture. When a mobile user requests a news page, the target web page will be displayed by the following steps.

1. When the user accesses the web page using a mobile device, the Extracting Engine module analyzes user patterns. In addition, the extracting engine module stores analyzed user interests into the database.

2. When the User Analyzer module of the proxy server receives a request from the WWW server, it identifies the user and acquires user information through the user interest database. Then it transmits user information and the web page to the HTML parser module.

3. When the HTML parser module receives the web page, it constructs a parse tree for the web page. After that, Link Analyzer module extracts link information in order to make a newslet. The Newslet Divider module analyzes the number of linked HTML nodes in order to identify facility areas and construct a newslets for the web page.

4. Page Reconstruct and Rearrangement module rearrange the newslets’ sequences in order to find news sections of user interest. The sections that the user has more interest in should be displayed on the top part of the screen.
5 Experiments

While most web pages are designed with at least 800 x 600 or 1024 x 768 resolution, small devices usually have 320 x 240 resolution. We construct *newsletter* that can fit into 320 x 240 resolution device. We have simulated a prototype system that supports browsing of HTML web pages using embedded Visual Basic 3.0 with a mobile emulator. It equipped with small display with web ability.

5.1 Scenario

We use log file in order to discover user access pattern. Typical log file contains a lot of information such as IP address of visitors, user identifier, access time, methods of request, the URL of the requested page, used protocol, and the number of transmitted bytes etc. Preprocessing is performed to filter out irrelevant data such as image file information, error code and protocol.

After that, we extract maximal forward references and LAKs in the order of visited links. The news section is determined by the maximal forward reference using LAKs. Fig 3 shows how to extract user’s preferred news sections using the link information. LAKs are obtained from the link information and then user’s preferred news sections are identified from the LAKs. Assuming that a user accesses pages in the order of P, B, E, T, M, S as shown in Fig 3, our proposed system would reorganize the web pages and send them in the following order: P → B → E → T → M → S.

5.2 Evaluation

To evaluate the efficiency of our system, we have performed several experiments for various types of news pages. We evaluate its performance by measuring (i) the number of scrolls involved and (ii) the page size.
Table 1 shows the number of scrolling without reorganization. Typical news sections for Politics, Technology, Business, Sports, Entertainment, and Movies are indicated as P, T, B, S, E, and M respectively. We assume a typical news page is viewed in the order of P, B, T, S, E, M, and mobile screen can show three news sections at a time.

First of all, we calculate the number of up/down scrolls to check whether the reorganized pattern is adequate or not. In order to evaluate the efficiency of our reorganizing scheme, we calculate the total number of user scrolls to read the given sequence of article.

<table>
<thead>
<tr>
<th>Link information</th>
<th>LAKs (Link anchor keywords)</th>
<th>News section</th>
</tr>
</thead>
<tbody>
<tr>
<td>~/newsArticle.jhtml?type=politicsNews&amp;storyID=2844205</td>
<td>Congress, Try, Solve Medicare Problems</td>
<td>Politics (P)</td>
</tr>
<tr>
<td>~/newsArticle.jhtml?type=politicsNews&amp;storyID=2844971</td>
<td>Israel, Palestinians, Peace, Steps</td>
<td></td>
</tr>
<tr>
<td>~/tsclsii/markets/marketstory/10090182.html</td>
<td>Stocks, Turn, Mixed,</td>
<td>Business (B)</td>
</tr>
<tr>
<td>~/financeNewsArticle.jhtml?type=busineesNews&amp;storyID=2845238</td>
<td>Jobless, Claims, Fall, Continued, Claims, Up</td>
<td></td>
</tr>
<tr>
<td>~/newsArticle.jhtml?type=entertainmentNews&amp;storyID=2844570</td>
<td>Thanks, Memory, Americans, Rock</td>
<td>Entertainment (E)</td>
</tr>
<tr>
<td>~/newsArticle.jhtml?type=entertainmentNews&amp;storyID=2842373</td>
<td>Idol, Fox, Pop, Albums, Charts</td>
<td></td>
</tr>
<tr>
<td>~/technologyNewsArticle.jhtml?type=technologyNews&amp;storyID=2843665</td>
<td>Computer, European Broadband, mobile</td>
<td>Technology (T)</td>
</tr>
<tr>
<td>~/internetNewsArticle.jhtml?type=technologyNews&amp;storyID=2837894</td>
<td>Microsoft, Windows, Linux</td>
<td></td>
</tr>
<tr>
<td>~/internetNewsArticle.jhtml?type=internetNews&amp;storyID=2842114</td>
<td>Matrix, Reloaded, radio, television,</td>
<td>Movie (M)</td>
</tr>
<tr>
<td>~/internetNewsArticle.jhtml?type=internetNews&amp;storyID=2839697</td>
<td>X-Men, United, Hulk, Movie</td>
<td></td>
</tr>
<tr>
<td>~/newsArticle.jhtml?type=politicsNews&amp;storyID=2840773</td>
<td>Bush, G8, Iraq, Debate</td>
<td>Politics (P)</td>
</tr>
<tr>
<td>~/newsArticle.jhtml?type=politicsNews&amp;storyID=2843578</td>
<td>Anti-War, Polish, Mayor, Bush Visit</td>
<td></td>
</tr>
<tr>
<td>~/golfNewsArticle&amp;storyID=2820132</td>
<td>Leading, prize-money, winners, U.S., PGA, tour,</td>
<td>Sports (S)</td>
</tr>
<tr>
<td>~/baseballNewsArticle&amp;storyID=2820183</td>
<td>Language, Police, baseball, homerun</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Finding news sequence.
Table 1. The number of scrolls without reorganization.

<table>
<thead>
<tr>
<th>User</th>
<th>Display sequence without reorganization</th>
<th>User sequence</th>
<th>The number of scrolls for each sequence</th>
<th>Total number of scrolls</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>P,B,T,S,E,M</td>
<td>P,B,E,T,M,P,E</td>
<td>0,0,2,0,1,3,2</td>
<td>8</td>
</tr>
<tr>
<td>B</td>
<td>M,B,E,P,B,M,B</td>
<td>M,B,E,P,B,M,B</td>
<td>3,2,1,2,0,3,2</td>
<td>13</td>
</tr>
<tr>
<td>C</td>
<td>M.E.B.P.S.T,S</td>
<td>M.E.B.P.S.T,S</td>
<td>3,0,2,1,1,0,0</td>
<td>7</td>
</tr>
<tr>
<td>D</td>
<td>M.T,S,M.E.T,M</td>
<td>M.T,S,M.E.T,M</td>
<td>3,1,0,1,0,1,1</td>
<td>7</td>
</tr>
<tr>
<td>E</td>
<td>E.M.S.T,P,B,P</td>
<td>E.M.S.T,P,B,P</td>
<td>2,1,0,1,2,0,0</td>
<td>6</td>
</tr>
<tr>
<td>F</td>
<td>P.B,S.E.T,M,T</td>
<td>P.B,S.E.T,M,T</td>
<td>0,0,0,1,1,1,0</td>
<td>3</td>
</tr>
</tbody>
</table>

The fixed display sequence of news sections is P, B, T, S, E and M, in case reorganization is not involved. User A access news pages in the order of P, B, E, T, M, P and E. Since the simulated device can show three sections at a time, the user A can only see (P, B, T). First when the user A access news section P, he/she does not need to scroll to see P. He/she does not need scrolls to access B either. Next, user A accesses news sections E, and in this case he/she needs to scroll up two times to access E showing (T, S, E) at the screen. Next, the user A does see T without any scroll. In order to see news section M, user A should perform one scroll only; therefore mobile screen shows (S, E, M). Finally user A performs five scroll-downs to see news section P and E. The total number of scrolls for user A is therefore 8 (2+1+3+2).

Table 2. The number of scrolling with reorganization.

<table>
<thead>
<tr>
<th>User</th>
<th>Display sequence with Reorganization</th>
<th>User sequence</th>
<th>The number of scrolling for each sequence</th>
<th>Total number of scrolling</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>P.B,E,T,M,S</td>
<td>P.B,E,T,M,P,E</td>
<td>0,0,0,1,1,2,0</td>
<td>4</td>
</tr>
<tr>
<td>B</td>
<td>M.B,E,P,S,T</td>
<td>M.B,E,P,B,M,B</td>
<td>0,0,0,1,0,1,0</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>M.E.B,P,S,T</td>
<td>M.E.B,P,S,T</td>
<td>0,0,0,1,1,1,0</td>
<td>3</td>
</tr>
<tr>
<td>D</td>
<td>M.T,S,E,P,B</td>
<td>M.T,S,M,E,T,M</td>
<td>0,0,0,0,1,0,0</td>
<td>1</td>
</tr>
<tr>
<td>E</td>
<td>E.M.S.T,P,B</td>
<td>E.M.S.T,P,B,P</td>
<td>0,0,0,1,1,1,0</td>
<td>3</td>
</tr>
<tr>
<td>F</td>
<td>P.B,S,E,T,M</td>
<td>P.B,S,E,T,M,T</td>
<td>0,0,0,0,1,1,0</td>
<td>2</td>
</tr>
</tbody>
</table>

The case where reorganization is involved is shown in Table 2. Now, the personalized display sequence is P, B, E, T, M and S. The user A can only see P, B, E, because the simulated device can show three sections on the screen as in the earlier case. User A accesses news pages in the order of P, B, E, T, M, P, E. First when the user A accesses news section P, he/she does not need to scroll to see P. He/she does not need scrolls to access B and E either. Next, user A accesses news sections T, and in this case user A need one scroll-up, watching (B, E, T) at the screen. In order to see news section M, user A should perform just one scroll-up, leaving E, T and M on the screen. Finally user A scrolls down two times to see news section P. User A does not need scrolling because mobile screen already has P, B and E. Therefore, the user A needs only 4 scrolls in total. Consequently, reorganization scheme of user preference is more convenient to mobile users.

Table 3 compares the file size and display size before and after the page reconstruction. From the table, we see that with the proposed scheme, the file size and display size were reduced a lot. The average file size and display size were decreased by 72% and 74%, respectively.
Table 3. Page file of web pages after rebuilding.

<table>
<thead>
<tr>
<th>Page</th>
<th>Original page size</th>
<th>Newslet size</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>122.4 Kb</td>
<td>25.5 Kb</td>
</tr>
<tr>
<td>BBC</td>
<td>110.6 Kb</td>
<td>23.2 Kb</td>
</tr>
<tr>
<td>MSNBC</td>
<td>123.4 Kb</td>
<td>25.6 Kb</td>
</tr>
<tr>
<td>ABCNews.com</td>
<td>115.8 Kb</td>
<td>22.5 Kb</td>
</tr>
<tr>
<td>Google news</td>
<td>118.2 Kb</td>
<td>30.7 Kb</td>
</tr>
<tr>
<td>USATODAY</td>
<td>128.1 Kb</td>
<td>28.1 Kb</td>
</tr>
<tr>
<td>CBS SportsLine</td>
<td>117.4 Kb</td>
<td>27.2 Kb</td>
</tr>
<tr>
<td>CNET news.com</td>
<td>114.3 Kb</td>
<td>29.7 Kb</td>
</tr>
<tr>
<td>TechWeb</td>
<td>126.6 Kb</td>
<td>27.0 Kb</td>
</tr>
</tbody>
</table>

From the experiment result, we see that the decreased file size relieves the low bandwidth limitation of mobile display devices and the deduction of display size relieves the small display limitation.

Different page sequences due to user interest are shown in Fig 4, where display screen shows user interests in the order of Politics, Business, Entertainment, etc and Business, Entertainment, Technology, etc, for user A and B, respectively. Consequently, contents on the small screen are personalized according to the user interest.

6 Conclusions

In this paper, we proposed a web agent system for personalizing web pages to mobile users. Basic approach is to divide a typical web page into several regions called newslet depending on the topic or function. We extract preference sections from news web pages and automatically reorganize them. We have developed a simulated prototype system and performed several experiments to show its effectiveness. Especially, we focused on two factors: the number of scrolls involved and the resulting file size. A newslet is much smaller in file size compared to the original page, which helps relieve network bandwidth limitation of wireless connection. Consequently, it enables mobile users to browse ordinary news web pages on small screen.
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Abstract. This paper addresses the recovery of epipolar geometry using homographies computed automatically from matched lines between two views. We use lines because they have some advantages with respect to points, particularly in man made environments. Although the fundamental matrix cannot be directly computed from lines, it can be deduced from homographies obtained from them. We match lines lying on a plane, estimating simultaneously a planar projective transformation with a robust method. A homography allows us to select and to grow previous matches that have been obtained combining geometric and brightness image parameters. Successive homographies can be computed depending on the number of planes in the scene. From two or more, the fundamental matrix can be obtained.

1 Introduction

The recovery of epipolar geometry has been more broadly treated using points [1]. The use of lines as image features has some advantages, mainly in man made environments. Straight lines can be accurately extracted in noisy images, they capture more information than points, and they may be used where partial occlusions occur. The epipolar geometry cannot be computed directly from lines, but it can be made through homographies [2].

Line matching, which has also been previously treated [3], is more difficult than point matching [4] because the end points of the extracted lines are not reliable. Besides that, there is no geometrical constraint, like the epipolar, for lines in two images. The putative matching of features based on image parameters has many drawbacks, resulting in non matched or wrong matched features.

Perspective images of planar scenes are usual in the perception of man made environments, and how to work with them is well known. Points or lines on the world plane in one image are mapped to points or lines in the other image by a plane to plane homography, also known as a plane projective transformation [5]. This is an exact transformation for planar scenes or for small baseline image pairs. We match lines between two images computing simultaneously a planar projective transformation.

\(^*\) This work was supported by projects DPI2000-1265, DPI2000-1272.
So, the first homography allows us to select and to grow previous matches which have been obtained combining geometric and brightness image parameters [6]. After that, successive homographies can be computed until no more of them could be obtained. As we use least median of squares to compute the homography and several homographies are supposed, we play with some percentile to select the inliers and outliers. From at least two homographies the fundamental matrix can be directly obtained.

After this introduction, we will present the process to obtain the initial matches which will be used to compute the homography (§2). The robust estimation of homographies from lines, and the process to obtain the final matches using geometrical constraints given by the homographies, is explained in §3. After that, we present in §4 how to compute fundamental matrix once we have information about two homographies of the scene. Experimental results with real images are presented in §5. Finally, §6 is devoted to exposing the conclusions.

2 Initial Matches

Lines are extracted using our implementation of the method proposed by Burns [7]. This method computes spatial brightness gradients to detect the lines in the image. Pixels having the gradient magnitude larger than a threshold are grouped into regions of similar direction of brightness gradient. These groups are named line-support regions (LSR). A least-squares fitting into the LSR is used to obtain the line. For each one, we store four geometric parameters: midpoint coordinates \((x_m, y_m)\), the line orientation \((\theta)\) and the length of the extracted line \((l)\). We also use two brightness attributes: agl and c (average grey level and contrast).

We determine correspondences between lines in two images without knowledge about motion or scene structure. The initial matching is made using the weighted nearest neighbor. Naming \(r_g\) the difference of geometric parameters between both images \((1, 2)\), \(r_g = [x_m^1 - x_m^2, y_m^1 - y_m^2, \theta_1 - \theta_2, l_1 - l_2]^T\), and \(r_b\) the variation of the brightness parameters between both images, \(r_b = [agl_1 - agl_2, c_1 - c_2]^T\), we can compute two Mahalanobis distances, one for geometric parameters, \(d_g = r_g^T S^{-1} r_g\), and the other for brightness parameters, \(d_b = r_b^T B^{-1} r_b\). To establish the matches, we test the geometric and the brightness compatibility. A line in the first image can have more than one compatible line in the second image. From the compatible lines, the line having the smallest \(d_g\) is selected as putative match. Details are in [6].

3 From Lines to Homographies

The representation of a line in the projective plane is obtained from the analytic representation of a plane through the origin: \(n_1x_1 + n_2x_2 + n_3x_3 = 0\). The equation coefficients \(n = (n_1, n_2, n_3)^T\) correspond to the homogeneous coordinates of the projective line. All the lines written as \(\lambda n\) are the same as \(n\). As cameras have a limited field of view, observed lines have usually \(n_3\) close to 0. Similarly, an
image point \( p = (x_1, x_2, 1)^T \) is also an element of the projective plane. A projective transformation between two projective planes (1 and 2) can be represented by a linear transformation \( H_{21} \), in such a way that \( p_2 = H_{21}p_1 \). Considering the above equations for lines in both images, we have \( n_2 = [H_{21}]^T n_1 \). A homography requires eight parameters to be completely defined, because there is an overall scale factor. A corresponding point or line gives two linear equations in terms of the elements of the homography. Thus, four corresponding lines assure a unique solution for \( H_{21} \), unless three of them are parallel or intersect in the same point. To have an accurate solution it is interesting to have the lines as separate as possible in the image.

### 3.1 Computing Homographies from Corresponding Lines

Here, we will obtain the projective transformation of points \( (p_2 = H_{21}p_1) \), but using matched lines. To deduce it, we suppose the start \((s)\) and end \((e)\) tips of a matched line segment to be \( p_{s1}, p_{e1}, p_{s2}, p_{e2} \), which will not usually be corresponding points. The line in the second image can be computed as the cross product of two of its points (in particular the observed tips) as

\[
 n_2 = p_{s2} \times p_{e2} = [p_{s2}] \times p_{e2},
\]

where \([p_{s2}] \times\) is the skew-symmetric matrix obtained from vector \( p_{s2} \).

As the tips belong to the line we have, \( p_{s2}^T n_2 = 0; p_{e2}^T n_2 = 0 \). As the tips of the line in the first image once transformed also belong to the corresponding line in the second image, we can write, \( p_{s1}^T H_{21}^T n_2 = 0; p_{e1}^T H_{21}^T n_2 = 0 \). Combining with equation (1) we have,

\[
 p_{s1}^T H_{21}^T [p_{s2}] \times p_{e2} = 0; p_{e1}^T H_{21}^T [p_{s2}] \times p_{e2} = 0.
\]

Therefore each couple of corresponding lines gives two homogeneous equations to compute the projective transformation, which can be determined up to a non-zero scale factor. Developing them according to the elements of the projective transformation, we have

\[
 \begin{pmatrix}
 Ax_{s1} & Ay_{s1} & A & Bx_{s1} & By_{s1} & B & Cx_{s1} & Cy_{s1} & C \\
 Ax_{e1} & Ay_{e1} & A & Bx_{e1} & By_{e1} & B & Cx_{e1} & Cy_{e1} & C
 \end{pmatrix}
 h = \begin{pmatrix}
 0 \\
 0
 \end{pmatrix},
\]

where \( h = (h_{11} h_{12} h_{13} h_{21} h_{22} h_{23} h_{31} h_{32} h_{33})^T \) is a vector with the elements of \( H_{21} \), and \( A = y_{s2} - y_{e2}; B = e_{21} - x_{s2} \) and \( C = x_{s2}y_{e2} - x_{e2}y_{s2} \), being \((x_{s1}, y_{s1})\) the coordinates of the start tip \( p_{s1} \).

Using four corresponding lines, we can construct a \( 8 \times 9 \) matrix \( M \). In order to have a reliable transformation, more than the minimum number of matches and an estimation method may be considered. Thus from \( n \) matches a \( 2n \times 9 \) matrix \( M \) can be built, and the solution \( h \) can be obtained from SVD decomposition of this matrix [5]. In this case the relevance of each line depends on its observed length, because the cross product of the segment tips is related to the segment length.

It is known that a previous normalization of data avoids problems of numerical computation. As our formulation only uses image coordinates of observed tips, data normalization proposed for points [8] has been used.
3.2 Robust Estimation

The least squares method assumes that all the measures can be interpreted with the same model, which makes it very sensitive to out of norm data. Robust estimation tries to avoid the outliers in the computation of the estimate. From the existing robust estimation methods [9], we have chosen the least median of squares method. This method makes a search in the space of solutions obtained from subsets of minimum number of matches. The algorithm to obtain an estimate with this method can be summarized as follows:

1. A Monte-Carlo technique is used to randomly select \( m \) subsets of 4 features.
2. For each subset \( S \), we compute a solution in closed form \( H_S \).
3. For each solution \( H_S \), the median or other percentile \( M_S \) of the squares of the residue with respect to all the matches is computed.
4. We store the solution \( H_S \) which gives the minimum percentile \( M_S \).

A selection of \( m \) subsets is good if at least in one subset the 4 matches are good. Assuming a ratio \( \epsilon \) of outliers, the probability of one of them being good can be obtained [10] as, \( P = 1 - \left[ 1 - (1 - \epsilon)^4 \right]^m \).

Once the solution has been obtained, the outliers can be selected from those of maximum residue. As in [9] the threshold is fitted proportionally to the standard deviation of the residue, estimated as [10], \( \hat{\sigma} = 1.4826 \sqrt{\frac{1 + 5/(n-4)}{M_S}} \). Assuming that the measurement error is Gaussian with zero mean and standard deviation \( \sigma \), then the square of the residues follows a \( \chi^2 \) distribution with 2 degrees of freedom. Taking, for example, that a 95% probability is established for the line to fit in the homography (inlier) then the threshold will be fixed to \( 5.99 \hat{\sigma}^2 \).

3.3 Growing Matches from Homography

From here on, we introduce the geometrical constraint introduced by the estimated homography to get a bigger set of matches. Thus final matches consist of two sets. The first one is obtained from the initial set of matches selected after the robust computation of the homography that passes an overlapping test compatible with the transformation of the segment tips additionally. The second set of matches is obtained using all the segments not matched initially and those previously rejected. With this set of lines a matching process similar to the basic matching is carried out. However, now the matching is made with the nearest neighbor segment transformed with the homography. The transformation is applied to the end tips of the image segments using the homography \( H_{21} \) to find, not only compatible lines but also compatible segments in the same line. In the first stage of the matching process, there was no previous knowing of camera motion. However, in this second step the computed homography provides information about an expected disparity and therefore the uncertainty of geometric variations can be reduced.
3.4 Several Homographies

Previously, we have explained how to determine a homography from lines, assuming some of the lines used are outliers. The first homography can be computed in this way, assuming that a certain percentage of matched lines between images are good matches of lines in the plane to be extracted, and the others are outliers. We have not got a priori knowledge about which plane of the scene is going to be extracted first, but the probability of being chosen increases with the number of lines on it. If we execute the process two times, the same plane will be extracted with high probability, unless the number of lines in two main planes of the scene are similar. So, the only reasonable way to extract a second plane of the scene consists of eliminating lines used to determine first homography, expecting the second plane to have the largest number of lines then. Here we are assuming that lines belonging to the first plane do not belong to the second plane. That is true except for the intersection line between both planes.

So, once we have computed a first homography we should eliminate all lines belonging to that plane, that is to say, the lines which verify the homography. Probably it is better to eliminate all lines belonging to the region where the plane has been extracted, but at the moment it is not easy to determine the limits of the region, and other planes could exist inside.

4 Fundamental Matrix from Homographies

Fundamental matrix is a $3 \times 3$ matrix of rank 2 which encapsulates the epipolar geometry. It only depends on cameras’ internal parameters and on relative motion.

As the images are obtained with the same camera whose projection matrix in a common reference system are $P_1 = K[I|0]$, $P_2 = K[R|t]$ (being $R$ the camera rotation, $t$ the translation and $K$ the internal calibration matrix), then, the fundamental matrix can be expressed as $F_{21} = K^T ([t] \times R) K^{-1}$. It can be computed from corresponding points [1], in such a way that epipolar constraint for points in both images can be expressed as $p^T F_{21} p = 0$.

It can also be computed from homographies obtained through two or more planes. In this way when there are planar structure, corresponding lines in two images can be used. If at least two homographies ($H_{\pi_1}^{\pi_2}$, $H_{\pi_2}^{\pi_1}$) can be computed between both images corresponding to two planes ($\pi_1, \pi_2$), a homology $H = H_{\pi_1}^{\pi_2} \cdot (H_{\pi_2}^{\pi_1})^{-1}$, that is mapping from the second image into itself, exists. Under this mapping the epipole in second image ($e_2$) is a fixed point and therefore $e_2 = H e_2$. So ($e_2$) may be determined by the eigenvector of $H$ corresponding to unary eigenvalue [5]. From two planes, the fundamental matrix can be either computed as $F_{21} = [e_2] \times H_{\pi_2}^{\pi_1}$ or $F_{21} = [e_2] \times H_{\pi_1}^{\pi_2}$.

Our algorithm consists of an iteration of robust estimation of a homography and elimination of lines verifying it. We can iterate while planes are extracted. Then, if we have extracted two or more, we can compute the fundamental matrix as we have described previously. If we have estimated a first homography, any new homography will not be good for fundamental matrix estimation.
fundamental matrix computed from two close planes is inaccurate. This can be avoided checking the condition number of the homology $H = H_{21}^\pi \cdot (H_{21}^{\pi 2})^{-1}$. If $H_{21}^\pi$ and $H_{21}^{\pi 2}$ are two homographies of the same plane, the condition number of the homology $H$ would be close to 1. We demand a greater value than a threshold. However, a large value is not suitable, because large condition numbers indicate a nearly singular matrix. So the condition number should fit into a fixed range. In this way, if second homography leads us to a homology with a condition number out of the fixed range, it is discarded and lines belonging to that plane are also eliminated, in order to let us get a new homography with the rest.

Moreover, knowledge of one homography of the scene restricts others. Linear subspace constraints on homographies have been previously derived in [11]. They showed that the collection of homographies of multiple planes between a pair of views span a 4-dimensional linear subspace. This constraint, however, requires the number of planes in the scene to be greater than 4. Zelnik-Manor and Irani apply it [12], replacing the need for multiple planes with the need for multiple views. They only need two planes, and often a single one (under restricted assumptions on camera motion). We work only with two images, and more than four planes in a scene are not always available, but easier constraints are possible. In fact, the knowledge of first homography allows us to compute the second only from three matched lines, and knowledge of first and second let us compute the third from two.

This method may fail if only one plane in the scene exists, or in case of pure rotation, because epipolar geometry is not defined and only one homography can be computed, but an automatic detection of this situation is made through condition number of the homology.

5 Experimental Results

The proposed method works properly with indoor images and outdoor images provided that at least two planes, containing enough lines, exist in the scene.

To measure the goodness of the computed fundamental matrix we use the first order geometric error computed as the Sampson distance [5] for points extracted and matched manually,

$$\sum_i \frac{(F_{21}^T p_1)^2}{(F_{21} p_1)_f^2 + (F_{21} p_1)_s^2} + \frac{(F_{21}^T p_2)^2}{(F_{21} p_2)_f^2 + (F_{21} p_2)_s^2}$$

(3)

here $(*)_f$ and $(*)_s$ indicate the first and second components of the corresponding vectors.

The square root resulting on dividing such value between the number of points used, gives us a measure in pixels comparable with other pairs of images. One pixel of error could have been introduced in the manual selection of point matches. Since point matches are different for every image pair, measure noise is also different, and comparisons should be done with care.
The first experiment is made with synthetic images (Fig. 1). The motion of the camera includes translation and rotation. The first image camera centre is on an equidistant line to the planes showed, four meters from each one. The motion is a rotation of 15 degrees using as axis the intersection line of both planes. We can compute theoretically the epipole and the fundamental matrix knowing the camera motion. The theoretical epipole can be compared with the obtained epipole, computing the angle of both epipoles in relation to the camera center. We have done 100 executions forcing the condition number over 1.4. The mean value of this error is 1.7628 degrees with a standard deviation of 0.6037. We want to emphasize that, in this case and for a standard execution, all final matches of lines between images are correct and are considered as belonging to the correct plane.
Fig. 2. Real images to compute the fundamental matrix. (a) and (b) Initial matching of straight lines. (c) and (d) Matches in the first homography. (e) and (f) Matches in the second homography. In both extracted planes we obtain new matches, whereas outliers are reduced significantly. (Images supplied by D. Tell, KTH Stockholm).
We also show an experiment carried out with real outdoor images. Initial matches of lines and final matches obtained computing two homographies in one execution can be seen in Fig. 2. Outliers are common in initial matching, whereas in final matching they are rare. Moreover, lines not considered initial matches, appear after estimating the homography. However, lines not belonging to the region of the plane in the image also appear in this phase, because they are close to satisfying the constraint imposed by it, because they are nearly collinear with corresponding epipolar line. We think they do not spoil neither the computed homography, nor therefore the fundamental matrix estimation. We have executed the algorithm 200 times, ordering executions by condition number. In this experiment the condition number has not been limited in any way, in order to analyze its influence on the quality of fundamental matrix. In Fig. 3, we show the Sampson distance and the condition number obtained in each execution. We can notice that it exists an interval (from execution 125 to 185 approximately), where Sampson distance takes low values. That is to say, we can use condition number to determine when an execution is good. In this experiment, an execution with condition number between 1.53 and 1.64 can be considered good. Out of this range, fundamental matrix should be discarded, and a new execution done.
6 Conclusions and Future Work

We have presented a method to compute automatically the fundamental matrix between two images using lines.

The proposed method works properly with indoor images and outdoor images provided that at least two planes, containing enough lines, exist in the scene. The condition number of the obtained homology can be used to decide the goodness of the fundamental matrix.

However, matches obtained not always belong to the corresponding region of the plane extracted. Lines used for the computation of one homography are discarded for the following homographies, but we should check that regions containing such lines are not overlapping. Another improvement consists of constraints between homographies. Knowledge of one homography of the scene restricts others. The use of regions associated to planes and constraints between homographies will lead us to a faster and more accurate algorithm.
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Abstract. This paper describes BOGAR_LN an agent-based component-ware framework which consist of a multi-layered library and support tools for component creation, retrieval, management, and reuse. BOGAR_LN library provides application developers with four categories of reusable component models: Agent Organization models, Agent models, Resource models, and Basic computing entities. For each category, there are generic components which represents abstract reusable patterns and application oriented components. Component instances are made up of three blocks of information: design description in UML, code implementation in Java, and an extensible collection of attribute-value descriptors. The initial repertoire of repository components, comes from previous experiences in developing Agent based telecom services. The paper also presents the metrics and the evaluation approach to assess the benefits of the framework. Evaluation data have been gathered by using the framework to develop a mixed-initiative spoken dialog system for appointment management over the telephone. Results showed significant reductions on both project duration and cost. Compared to previous developments the time and the engineering effort required to build the service, was on average 65% less when using BOGART_LN.

1 Introduction

Agent technology has the maturity demanded for successful inclusion in large scale industrial applications, however its utilization into commercial systems is merely testimonial. Demonstrating the advantages of agent technology face to conventional software technologies still a challenging issue.

In the telecom area there has been several research initiatives to asses and evaluate the benefits of agent technology [5] [7] [8] [23]. Experimental results confirm the advantages of agent technology when it is used in harmony with the concepts, the methodologies and the development environments for distributed software systems. Professional development of agent based systems requires the extension of method-
ologies for object-oriented software development to agent-oriented applications as well as the identification of tools to support this methodology. This issue was addressed by EURESCOM project P907 [1999-2001]. The project defined the MESSAGE methodology (Methodology for Engineering systems of software agents) [2][7], which consists of applicability guidelines, a modelling notation, and a process for analysis and design of agent systems. MESSAGE extends the basic UML concepts of Class and Association with knowledge level agent centric concepts, and adopts the Rational Unified Process [18] as the software development process. It also proposes a set of meta-models defined in OMG’s Meta-model Facility [17], that capture different views of multi-agent systems: Organization Model, to describe the overall structure of the system; Goal/Task Model, to determine what the MAS and constituent agents do in terms of the goals they work to attain, and the tasks they must accomplish in order to achieve goals; Agent Model, that contains a detailed and comprehensive description of each individual Agent and Role within the MAS; Domain (Information) Model, that acts as a repository of information (both entities and relations) concerning the problem domain, and Interaction Model, which is concerned with agent interactions with human users and other agents. Similar divisions can be found in other agent oriented methodologies such as MAS-CommonKADS [13], Vowel Engineering [4], and GAIA [25]. The MESSAGE contribution is that each meta-models provides the concepts, the underlying structure, and the rules for producing UML application models. Using MOF allows flexible notation and facilitates building design and implementation tools [5][11]. Extensions to MESSAGE modelling notations can be found in INGENIAS [14] and RT MESSAGE [16].

Although Agent centred concepts and notations proved to be suitable for analysis and preliminary design, developers need also guideline and support for other stages of the life cycle such as requirements, detailed design, implementation, testing and deployment. The transition from general design to detail design, and from detail design to implementation set up two complementary problems: Firstly how to identify computational models for implementing the functionality of the agents, and second how to translate those models into efficient implementations running in the target platform.

One solution experimented in MESSAGE consisted on defining a family of design patterns in UML, which are instances of the meta-models and incorporate computing models derived from previous engineering experiences [6] [23]. Design models for agents are component-based [22], and cover the more popular styles of agent architecture such as reactive and cognitive architecture. Agent based components provide standard external interfaces, and uniform internal structure, which in turn is made up of generic components, to achieve specific functionality, such as agent control, agent management, agent perception and communication, and agent internal state. Interaction among internal components is through their standard interfaces. This enables that each component might be implemented with different paradigms and technologies. For example a control mechanism might be implemented through a rule based processor, or a frame based processor; communication might be message oriented through FIPA protocols, operational oriented using RMI or CORBA, or other.

Experience in Telefonica I+D developing conversational services with spoken natural language interfaces, confirm the advantages of this approach. Viewing agents as reusable software component provides several advantages: 1) Applications are developed by selecting and assembling the appropriate components. 2) Integration
and inter-operability among agents, and standard component-ware technology and supporting tools is assured. 3) Developers unfamiliar with agent concepts and notations may choose agent based components to fulfil specific functionality of their application. This enables agent technology to be easily assimilated into current engineering practice.

In addition to agents, three categories of patterns were identified: 1) Organisations patterns modelling agent based applications; 2) Resource patterns encapsulating computing entities providing services to agents. These services include message oriented middleware, transaction monitors, security and authentication services, information services, databases, visualization, speech recognition and generation, etc.; 3) Basic components which models components for building new agent and resource models. These category includes abstract data types, specialized libraries, domain ontologies, rule processors, buffers, etc.

Working with such variety of heterogeneous components set up the need for developing tools that support specification and management of application components, and reuse. The BOGAR system was designed to achieve this goal by providing the following functionality.

- Creating and managing agent-oriented application components. Each component is characterised by three blocs of information: an extensible collection of attribute-value descriptors which defines semantic information attached to the component; component design in UML and component code in Java. BOGAR provides a component repository service to catalogue, store and retrieve components from partial descriptions.
- Facilitating the reuse process. BOGAR provides functions for component search, selection, analysis, and assembly. It also provides advice and guidance for adaptation and modification.

BOGAR’s implementation allowed to carry out one of the pioneering experiences to evaluate the benefits using agent based components for developing conversational services with natural language interfaces.

The following sections describe the principal features of the BOGAR framework, the component model, and the evaluation results. Final considerations, open issues and future work are addressed in the conclusion section.

2 BOGAR_LN Overview

BOGAR_LN (Biblioteca de OrGanizaciones, Agentes, Recursos y componentes básicos) is an agent-based component management system for component creation, retrieval, management, and reuse. BOGAR_LN has been conceived to attain a double objective:

- Providing organisations and software engineering teams with a component library and services to capture, store, manage, and disseminate their engineering knowledge.
- Supporting designers and developers for finding, analyzing, and integrating repository components into their application.
BOGAR_LN library contains an agent-centred collection of software components, which have been synthesized through practical experience in developing conversational services with natural language interfaces. In addition to searching and browsing facilities, the system provides advice and guidance to developers for adapting components to their application requirements. For complex components like agents, the system shows the steps needed for adaptation, indicating those internal components which might be changed, and giving examples of modification.

2.1 Component Characteristics

The concept of component used in BOGAR is aligned with standard definitions in software engineering [22] [23]: “self-contained piece of software, with contractually specified interfaces and context dependencies. It Encapsulates some coherent functionality and supports independent deployment and composition by third party”.

BOGAR components are characterised by three types of information:

- Component descriptors. This is an extensible collection of attribute-value pairs which allows: a) cataloguing the component according to different criteria such as identity, category, genericity, type, domain, and others; b) defining the component features and execution constraints such as functionality, dependency relationships with other components, hardware and software requirements, and other restrictions.
- Component design defined in UML using standard UML based tools.
- Component code conformant to design descriptions. This code is written in JAVA. There are also components written in C and C++ which have been wrapped with Java interfaces.

Component descriptors, design, and code constitute the component material substrate, with which developers might handle the software component like an entity similar to the components known in different engineering disciplines.

2.2 Component Types. Agents as Basic Components in the Engineering Process

BOGART allows cataloguing, storing and managing all kinds of software components. What differentiates BOGAR from other components repositories is that its component model and supporting functionality is specifically suited for agent based development. Therefore the fundamental entity which articulate the repository taxonomy, is the agent.

Agent components provides an external view which is made up of their external interfaces, and an uniform internal structure – Fig. 1 –. There are two type of interfaces: a) Agent management interfaces providing methods to activate, stop, delete, and monitor the agent; b) Agent communication interface to allow agent interaction with different entities that can be either agents – using agent communication languages (ACL) –, or computing entities in the environment such as web servers, data bases, call managers, messaging servers, mail servers, directory services, etc.

Agent’s internal structure is formed by the necessary subsystems to perform the perception-assimilation-control –act cycle. These subsystems are defined as internal components encapsulating its specific functionality, and communicating through
standard interfaces. A great variety of agent models can be obtained, depending on the characteristics of their perception mechanism, their control process, or their actuation model.

In the applications developed at Telefónica I+D in the period 1997-2003, two categories of agent components have been used.

**Cognitive Agents.** Their architectural pattern – Fig.1 – is based on a BDI cognitive processor.

The design model provides computational components to define different kinds of knowledge:

- Ontologies to model the application domain.
- Intentions. Agent intentions are defined through the collection of objectives that the agent should achieve.
- Tasks and actions. They represent methods or procedures to obtain the information required to achieve the objectives. Actions are computing primitives that allow the agent to get new beliefs by different mechanisms such as inference processes, acting over the environment assimilating incoming information, and communicating with other agents.
- Strategy and decision making. The decision model is declarative. Strategy and tactic rules might be defined for controlling objective generation, choosing the most suitable tasks to achieve a particular objective, and changing the focus of the resolution process by suspending the resolution of an objective and selecting a new one.

**Fig. 1.** Cognitive Agent Pattern.
The processing loop is based on a multithread implementation of the perception-reason-act-cycle. In the reasoning phase, the knowledge processor selects and executes inference and problem-solving-control primitives according to the agent’s knowledge. These primitives are implemented in the computing infrastructure of the knowledge processor. They allow to start internal inference process, execute tasks, and perform control decisions to change the focus of resolution, refine the existing objectives, clean the objective space, and generate new objectives according to the problem solving state.

In the actuation phase, the interfaces provided by the computing entities in the environment – e.g. agents, and resources – are used to obtain information. This information, if produced, will be sent through the agent perception interfaces. Although resource’s interfaces might be accessed directly, there is a need for adaptor components, which hide the complexity for locating, accessing and extracting information from the resource. The actuation component provides the agent a high level view of the environment. The knowledge processor uses its interfaces to carry out actions. Actions might be implemented as simple method invocations of internal classes, or may encapsulate launching complex process for locating and accessing the resources, including synchronous or asynchronous communication, exception handling, retries, time-outs, etc.

In the perception phase, asynchronous events and communication messages are received. The perception component implements the agent communication interfaces. Its processing model include extraction, filtering, storing, and assimilation mechanisms to transform incoming information into cognitive entities, which will be stored into the cognitive memory by the knowledge processor.

Reasoning cycles may conflict with information assimilation cycles. By default the reasoning has priority over information assimilation, however this priority might be modified dynamically. Typically, the knowledge processor starts with a reasoning phase where a set of objectives are generated. Strategy knowledge is used to select the most appropriate objective, and to start the resolution process by interpreting its specific resolution knowledge. This knowledge is defined by situation-action rules, where the situation part specify a partial state of the cognitive memory including the objective and its internal state, and the action part contains statements for launching inference process or executing tasks. Inference process may generate new believes which in turn might activate new resolution rules. When this rule chaining process stops, the knowledge processor adds to the cognitive memory the entities elaborated by the perception. This will create new conditions where strategic rules and objective resolution rules may be applied to continue solving the pending objectives.

In addition to the packages show in figure 1, the design pattern also includes the classes and diagrams for defining all the computing entities mentioned above, such as events, believes, messages, tasks, objectives, etc.

Reactive Agents. They differs from cognitive agents in its perception and control model. The perception works as an event handling mechanism. The control is modelled as an Extended Finite State Machine (EFSM) which consumes events stored in the perception, and perform transitions by changing its internal state, and invoking actions in the actuation model. Reactive agents behaves like event-consuming process which change its internal state and execute operations according to their state transition table. Agent behaviour is defined by specifying the events, the transition table in XML, and the actuation model.
2.3 Agent’s Organizations, Resources and Basic Components

To achieve their goals, agents need to interact with the computing entities in their environment. Agents view this entities as “resources”. More formally, in agent based applications we have called resources those computing entities that are not agents, and are used by the agents to obtain information for achieving their objectives. Examples of resources are: Data bases, protocol stacks, text to speech translators, speech processors, visualization systems, syntactic analysers, etc. As Agents do, resources should offer standard interfaces. This facilitates the management, use, and deployment in different processors.

Although there might be applications with only one agent, complex applications usually involve several agents communicating among them and accessing different kinds of resources. This model, in which a group of agents collaborate to achieve the system functionality corresponds to an agent organization – Fig 2 –. The architectural pattern for the agent organization has been defined through meta-modelling [5] [9]. This pattern is made up of agents playing specific roles such as agent managers, agent specialist, and resources.

2.4 Conceptual Model of the Component Library

The library structure has been defined to accommodate components according to different criteria – component category, role in the application, genericity, application domain, and component functionality. BOGAR conceptual model contemplates four categories of components: Organization, Agent, Resource and Basic component. This characterization, is inspired on methodological proposals such as Vowels[4], MESSAGE [7] and INGENIAS [14] Each category is divided into two sub-categories:

Generic Components. They are component patterns that are used to generate particular engineering components. Its structure and its behaviour are parameterized. The parameters values may be class, methods, interfaces or components. By giving
appropriate values to the component’s parameters specific components are obtained that then can be used in applications.

**Specific Components.** They can be downloaded from the library and assembled for building conversational services, if their installation and deployment requirements are met.

Generic and specific components can be further classified according to predefined attributes, such as the subcategory and the domain, and specific component descriptors that can be defined by the library administrator. For example the agent component in figure – is catalogued as follows: Entity type: Agent; Genericity: generic; Subtype: Cognitive; Domain: undefined; Component-Specific Descriptors: undefined. New sub-categories of generic cognitive agents for specific domains may be created by specifying domain values. The system administrator may also refine the classification model by defining an open list of attribute-value pairs descriptors in the Component-Specific Descriptors attribute. For example, reactive agents which appears in the organization pattern as agent managers, have been classified as follows: Entity type: Agent; Genericity: specific; Subtype: Reactive; Domain: generic; Component-Specific Descriptors: [Control Model: Extended Finite State Automata; Action model: parameterless].

3 BOGAR Architecture and Functionality

BOGAR architecture is modelled as an organization of agents – Fig.3. – to enable component catalogue, retrieval, management, and reuse. Its design model and its implementation was done by reusing the existing collection of agent-based components. These components, and the new components developed for building BOGAR – e.g. BOGAR organization, BOGAR agents, resources, and basic components –, were also catalogued and stored in the repository.

The agent organisation that implements the component framework is made up of the following agents:

**Management Agents.** Their role is to create, supervise and control other computing entities. They are also responsible for creating and activating all the computing infrastructure – objects and threads – necessary for the managed entities to achieve their function. Once the managed entities are created, the agent manager start checking that their functioning is correct. In cases where there are errors fault diagnostic and control actions are performed, to inform, restore, abort, or delete the affected entities. The organization has a hierarchical control model. The organization manager agent creates and controls the agent manager and the resource manager agent. These, in turn, have the responsibility of creating and supervising the specialist agents and the resources respectively. The managements agents are reactive agents whose code is 95% re-used from one application to another.

**Specialist Agents.** These implement the library management functions. The following agents exist:

**Access Agent.** This agent is responsible for user’s authentication giving access to personalized functionality according to user’s profile. The system supports two types of users: library administrators and developers. The supporting func-
tionality for each user role, is provided by cognitive agent assistants, which are activated when the access agent informs them of successful completion of the authentication process.

**Librarian Assistant Agent.** The mission of the library administrator is to catalogue new components and to guarantee the consistency, integrity, and correct functioning of all components stored in the library. The administrator assistant agent provides the administrator with graphical interfaces and tools for the cataloguing, searching, modifying, storage and removal of library components.

**Developer Assistant Agent.** It provides developers with the means for searching, browsing, and downloading components. It also provides advice and guidance for reusing the components. The search functions for component location allow visual navigation through the library conceptual model. The user may get the list of components associated to an abstract concept and progressively refine the search by specifying additional criteria such as component type, genericity, sub-type, etc. When the developer asks for detailed examination of component design and/or component code, the agent activates the pre-defined tools for design – Rational Rose – and encoding – J. Builder –. In the case of not having compatible commercial tools, HTML descriptions of the components are also available which might be viewed with standard HTML browsers. The Developer Agent provides advice and guidance for transforming the generic components into application components. It shows the user the sequence of steps necessary to carry out the transformation process, and if required, for each step, it displays the
subsystems involved, indicates the actions that should be performed, and opens the tools for executing these actions. Transformation process are modelled as plans associated to each component type. The agent select and interpret these plans when the user requests help for reusing the components.

4 BOGAR_LN Evaluation

Metrics were established to determine the percentage of reuse of library components, and the time and effort required for design and implementation of application components and subsystems. Evaluation data have been gathered by using the framework to develop a mixed-initiative spoken dialog system for appointment management over the telephone. These data were compared to those from developing previous conversation services without the framework.

Different metrics parameters were defined for each development phase and for each component type. In the design phase, metrics parameters focus on the number of classes and diagrams carried out. Metric parameters for cognitive agent components, also include the number of objectives, tasks and classes in the re-used domain. For reactive agents, the metrics parameters only considers the complexity of the control automaton – status, types of event and transitions. In the implementation phase, the metrics parameters considers the number of code lines corresponding to the implementation of classes. The number of rules for cognitive agents, and the number of states of the Finite State Automata of reactive agents, are also considered.

The new service developed using the framework – “The CITA2 service” is a natural language telephony-based appointment management service that allows the employees of a company to schedule, reschedule, consult and cancel appointments, with members of their managing staff. The system answer telephone calls, dialogue with users to achieve their requests, and manage meeting scheduling for each manager. The system implementation is also based on an organization of cooperating agents and organization resources. The interaction with the user is controlled by the cognitive agents which perform a goal driven behaviour, and mixed-initiative dialogue model. Speech understanding model, agents reasoning capabilities, and dialogue strategies are domain oriented. The system listen to users identify them, ask questions to get missing information or to confirm data, and use the data for achieving its pending goals. There is not restriction for users on the way to talk to the system. For new scheduling appointments, the system checks for availability in the manager’s agenda, giving alternative appointments, and inviting the user to chose one of them. The user is not constraint to follow the system indications, it may enter new data for one operation, select new operations or abandon the service. Semantic verification of the recognized information allows the system to point out erroneous or misunderstood information, and starting dialogues for flexible correction of the data, taking into account the dialogue context.

4.1 Evaluation Results in the Design Phase

Results in table 1 show reusability rates of over 60%, which approach 100% in the case of reactive agents.
Internal infrastructure components of the cognitive agent such as the agent's management, the perception, and the cognitive control, are 100% reused during design. Designer activities should only focus on defining the domain dependent components of the service to develop: objectives, tasks and domain classes.

**Table 1. Results in the Design Phase.**

<table>
<thead>
<tr>
<th>Component Type</th>
<th>Number of Components</th>
<th>Classes and diagrams</th>
<th>Reusability</th>
<th>Time reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive Agent</td>
<td>2</td>
<td>201</td>
<td>56.5%</td>
<td>45%</td>
</tr>
<tr>
<td>Reactive Agent</td>
<td>3</td>
<td>155</td>
<td>97.6%</td>
<td>95%</td>
</tr>
<tr>
<td>Resource</td>
<td>5</td>
<td>112</td>
<td>66.3%</td>
<td>55%</td>
</tr>
<tr>
<td><strong>Totals</strong></td>
<td><strong>10</strong></td>
<td><strong>468</strong></td>
<td><strong>72.4%</strong></td>
<td><strong>65%</strong></td>
</tr>
</tbody>
</table>

The library provides completely designed resources that can be used 'as is', for example the syntactic analyzer, the call manager and the voice recognition / generation resources. However substantial design effort might be devoted to design service specific resources such as the meeting agenda for the managing staff. The design phase usually suffers the pressures to shorten the development times. Having pre-designed elements simplifies the activities on this phase and helps the designer to be centred in the most complex elements, which must be detailed and documented before the implementation phase.

### 4.2 Evaluation Results in the Implementation Phase

Reusability percentages for the reactive agents overcome 95%. The development time decreases in a similar way, because the biggest effort consists on the implementation of the automaton actions that has been specified in the design phase.

**Table 2. Results in the implementation phase.**

<table>
<thead>
<tr>
<th>Component Type</th>
<th>Number of Components</th>
<th>Code Reusability</th>
<th>Lines of code</th>
<th>Time reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive Agent</td>
<td>3</td>
<td>69.3%</td>
<td>8766</td>
<td>65%</td>
</tr>
<tr>
<td>Reactive Agent</td>
<td>2</td>
<td>97.8%</td>
<td>9743</td>
<td>95%</td>
</tr>
<tr>
<td>Resource</td>
<td>5</td>
<td>37.6%</td>
<td>8422</td>
<td>30%</td>
</tr>
<tr>
<td><strong>Totals</strong></td>
<td><strong>10</strong></td>
<td><strong>70%</strong></td>
<td><strong>36,931</strong></td>
<td><strong>65%</strong></td>
</tr>
</tbody>
</table>

Reusability percentages of the cognitive agents are bigger than those of design phase, near 65%. The agent's infrastructure is totally reused, but the cognitive domain dependent components of the application must be implemented. Their cost depends on the complexity of the dialogue processes -- objectives and tasks --, and the entities forming the domain ontology. When a similar service exists into the library, the reus-
ability percentage increases because part of the domain dependent work can be reused – objectives, tasks and the ontology classes –. Many objectives from the CITA2 project where reused from another services, for example: the system activation, the service terminating, the data confirmation, and the help support. In some cases it has been necessary to modify them partially, but these modifications have been made without hardly effort, simply following the design diagrams most of the time.

The reusability of the resources decrease from 55% in design to 30% in implementation. This is due to the variations in the reusability of application resources. Whilst there are resources completely reused from one application to another, – for example speech recognition and generation –, the reusability percentage of service specific resources like the meeting agenda management, is insignificant – less than 3% –.

Overall, the average reusability score is remarkable, it comes closer to 65%.

5 Conclusions and Further Work

BOGAR_LN library contains the components obtained and used to develop agent based applications in the last five years. Overall, there are 69 Mb of documentation, design and code corresponding to 32 components, indexed and catalogued into different categories – organizations, agents, resources and basic components –. The two systems developed with the component framework – BOGAR and CITA2 –, are fully operative, running on low cost machines, under Linux or Windows OS. Flexible deployment of agents and resources might be done by deploying them on a single processing node, or separated over different nodes. This facilitates application performance and scalability.

Using the components allows substantial reduction in development time and effort – 65% less –. Cost reduction is achieved without minimising or skipping activities like design, documentation and testing. The number of errors in the testing phase, and error detection/correction cycle duration, also decrease. The testing period for CITA2, was one third of those spent for previous services, and the amount of errors was 60% smaller.

The BOGAR_LN framework has revealed as a valuable instrument for an engineering team. Its component management features allow to catalogue the project results according to corporate methodology standards and team development tools. Thus the results of the development processes are centralized and they become easily accessible to developers. BOGAR_LN multi-layered library and supporting tools offers developers the following features:

- An open collection of reliable and proven components that can be adapted and assembled for building new services.
- Architecture patterns and instances of these patterns, including both design descriptions and implementation code. Application examples enable developers easy assimilation of the agent based components, their utilisation and reuse. Applications are modelled according to the Organisation patterns, which are made up of instances of agent based patterns and resources. These in turn are made up of more fine grained components.
- Advice and guidance plans for adapting each type of generic component to specific domains. These plans might updated, and new plans might be attached to the components.
Although the evaluation has focus on the design and implementation phases, significant reductions have been observed in the analysis and testing phases too. In the testing phase it would be convenient to store in the library the testing models by associating to each component its corresponding testing specifications scenarios and results. This would contribute to increase the reliability of the components, reducing costs for integration testing, and system testing.

In the near future work should continue to enrich the library with new components, specially generic components, and adding new features that allow to:

- Specify and validate the properties of the components.
- Define new relationships among components, incorporating dependency checking and constraint verification mechanisms for component adaptation and composition.
- Enhance user support for component reuse facilitating the validation of component properties and composition constraints. Translation assistance from design models to efficient implementation code, rules, and XML descriptions, is also required.
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Abstract. The widespread use of the Internet has favored the development of distributed multi-agent systems. The development of agent-based applications is carried out with Agent-Oriented Software Engineering methods, techniques and tools. Although there are several different platforms and methodologies for software agents design, the lack of flexible agent architectures makes the development of multi-agent systems a tiresome and hard task. Current agent architectures provided by these platforms and methodologies do not offer enough flexibility for the development of flexible software agents, placing little emphasis on reuse. This paper presents a software agent development approach using a component-based architecture that promotes building agents from reusable software components. The basis of our approach is the use of component-based software development concepts and the separation of concerns principle to separate agent functionality into independent entities increasing the maintainability and adaptability of the agent to new environments and demands. This architecture simplifies the software agent development process, reducing it to the description of the agents’ software components and interaction protocols using XML documents. The power of Java and Jess technologies has been exploited in the implementation of our compositional model of software agents.

1 Introduction

The ever increasing use of the Internet in everyday tasks makes necessary the development of capable software for dynamic, open, and distributed environments. Unlike other technologies used in the development of distributed Web applications, software agents seem to present the necessary features, like autonomy or self adaptation, to support the development of flexible and open systems.

Agent-oriented Software Engineering (AOSE) is a new discipline devoted to the development of Multi-Agent Systems (MAS). The goal of AOSE is to provide methods, techniques, and tools for the development and maintenance of agent-based software [1]. The design of MAS is focused in the modeling of internal components for the different agents, using the agent architecture provided by a particular agent platform like Jade [2], Zeus [3] or FIPA-OS [4].

* This research was funded in part by the Spanish MCYT under grant TIC: 2002-04309-C02-02.
In the case of Zeus, the agent architecture is made up of a set of subsystems that allow task planning and execution, data storage, and exchange of messages between other components. The agent’s internal architecture connects these subsystems through hard-coded explicit references. Unlike Zeus, FIPA-OS and Jade try to decouple the agents’ internal elements through the definition and use of interfaces. Although the latter agent platforms present more flexible architectures, they do not encourage the reuse of tasks and components across different platforms beyond well-known object-oriented mechanisms. Therefore, the developer has to program from scratch the complete functionality of the agent for each individual application. Most of the ongoing work aims at providing more flexible agents offering new architectures [5][6], or modifying existing ones [7].

We propose a compositional architecture for agent development that makes easier the task of building new agents from reusable software components. This architecture breaks down the agent’s functionality into completely independent components, facilitating component addition or substitution, providing a greater degree of adaptation of the resulting agent. Furthermore, to achieve a better functional decomposition of the software agent, those properties that appear (cut-across) in several components are modeled as aspects according to current AOSD practice [8].

As a result, different abstractions that are part of the agent, like behavior, interaction protocols, or message distribution through a transport service, are internally separated in different entities within the architecture. This separation allows the modification of these components at run-time without affecting the others. For example, an agent will be able to adapt to its environment, training in a new interaction protocol or turning into a new agent, after acquiring new functionalities that were not included beforehand as part of the agent.

The implementation of software agents in one of the existing agent platforms is a tiresome and error-prone task that forces the developer to learn some high-level programming language as well as the architecture and API of the chosen agent platform. On the other hand, in our architecture the development of new agents is accomplished by simply providing deployment files with the necessary information mainly about functionality, interaction protocols, and message distribution that initially structure the agent. This proposal offers clear advantages on the developers’ side. Fewer errors are generated during development due to the reuse of reliable and error-free components purchased in the component market (Commercial Off-the-Shelf components, or Web services). Agent development mainly implies component assembly, minimizing programming errors and shortening development time in agent-based applications. Developers can be supported with tools that check the correctness of component combination.

In the next section we present our compositional architecture for software agent design, including the Java/Jess implementation of the connector component, responsible for the agent’s coordination. Then, we present an example of the application development process with this approach. Finally, some conclusions are drawn.

2 A Compositional Architecture for Software Agents

Figure 1 shows an UML class diagram of the proposed architecture. UML stereotypes are used in the modeling of the <<Connector>>, <<Component>>, <<Mediator>>, <<Distribution>>, and <<Interface>> entities.
In this architecture, the agent's functionality is provided by software components. In other agent architectures it is usual to find code related to agent actions or tasks together with code related to agent coordination. Therefore, it is difficult to reuse agent functionalities when the coordination changes. Applying the separation of concerns principle, we model component coordination with a new entity, called connector (a more detailed description can be found in section 2.1). Connectors (represented in this diagram by the Connector entity) coordinate the different interactions or conversations of the agent according to a communication protocol. A single agent may take part in several conversations simultaneously, each one controlled by a different connector. All instantiated connectors differ only in the coordinated protocol, whose description is passed upon instantiation.

In our architecture, agent behavior is provided by reusable software components, which offer the set of core services, as well as the application-dependent functionality. Actually, any software component can be incorporated as part of the agent's functionality, from COTS (Commercial Off-The-Shelf) components to Web services [9]. The syntax and semantics of the software components interfaces are described in the DAML-S service description ontology [10]. Since we use DAML-S as an interface description language, components' services are identified and invoked inside our architecture in an implementation independent way. Interaction protocols include calls to components' services also in DAML-S.
Coordination and functionality are composed dynamically at runtime by means of the Mediator entity. During protocol execution, the AgentCompositionalCore (ACC) component maps actions requested by connectors to services offered by registered components in DAML-S. Once determined which component offers the service, ACC locates the component and invokes the service according to its DAML-S description. In addition, when an agent starts a new conversation, the Mediator is the component that creates a new connector to control the interaction according to some protocol.

Our architecture separates other agent abstractions in independent entities. The AgentInterface components are in charge of agent external characterization, like the format used to represent exchanged ACL messages, a description of its functionality, and a list of the supported conversation protocols. The encoding format of messages exchanged within an interaction is also bundled in a separated entity. Thus, the codification of ACL messages in a concrete FIPA format is not merged with the agent platform access, nor with the behavior of the agent. Each parser has to realize a common interface to code and decode output and input messages. In the model, for each different ACL format supported, we provide an ACLParser plug-in (ACLparser interface in Figure 1) that parses ACL messages formatted according to a concrete ACL representation. Each parser processes input messages and discards those with syntactic errors according to a concrete ACL representation.

Other AgentInterface component, the AgentProvidedInterface, contains the agent’s public interface, which is an extension of the traditional software component’s public interface adapted to a software agent. In our case, the agent offers a public interface that includes a description of the agent’s functionality (provided by the plug-ins, i.e. software components), and a list of the communication protocols supported by the agent, among other elements. Thus, this component keeps the description of the supported protocols, used by the ACC component at runtime to create connectors when the agent starts or takes part in a new protocol-driven interaction.

In order to produce agents able to be executed in any FIPA-compliant agent platform, we have separated everything related with the use of Message Transport Service (MTS), bundling it into a distribution aspect. This distribution aspect will be later bound to the particular adaptors (plug-ins) of the corresponding agent platforms on which the agent instance run. Then, the actual distribution of messages using a particular message transport service offered by a FIPA-compliant agent platform is performed by an independent entity, the CommunicationDistribution component in Figure 1. This component will forward output and input messages through an agent platform adaptor. Such adaptor defines a common interface that must be realized by each concrete adaptor instance of the target agent platform(s). Each adaptor will deal with the delivering and reception of messages using the specific services of such platform(s) (MTSAdapter interface in Figure 1). Since agent platform dependencies are encapsulated as external plug-ins, our agents can be adapted to engage in any FIPA-compliant agent platform, and even be used in more than one agent platform simultaneously making it more versatile and adaptable.

In the next section we will briefly explain how to describe a communication protocol, and give details about the implementation of the connector that uses this description to coordinate the execution of the protocol.
2.1 Connector Implementation

In the proposed architecture, connectors coordinate protocol execution. Connectors accept and interpret protocol descriptions at run-time. Therefore interaction protocols do not need to be pre-coded in the connectors. Protocol descriptions include the definition of the messages exchanged, as well as the internal actions carried out by the agent during protocol execution. The interaction protocol is linked or connected this way with the agent’s functionality.

The UML class diagram in Figure 2 depicts the structure of a protocol description. Agent interaction protocols are defined by finite state machines, whose states represent the current status of the conversation, and whose edges represent the messages being sent between agents. The protocol is described by means of the set of exchanged messages and a separate finite state machine modeling the behavior of each side of a conversation (the initiator and the responder). Each finite state machine is represented by a set of state transition rules. The transition from one state to another carries out the execution of the agent’s functionality. The \textit{TransitionDescription} element encloses the set of agent actions that are invoked during protocol execution. Instead of a simple sequence of invocations to the agent internal functionality, it is possible to use more complex control structures to coordinate the execution of the agent functionality. Since DAML-S provides the basis for the definition of agent’s functionality as services, we use again the control structures defined in the \textit{Process Model} of DAML-S to encompass a set of agent actions in a transition description. A more complete description of this protocol specification scheme appears in [11].

The connector interprets these descriptions and uses them to coordinate protocol execution at run-time. A single generic connector has been implemented in JESS [12], a rule-based language written entirely in Java. This generic connector can interpret and coordinate the execution of any protocol described with the XML schema shown in Figure 2.

The UML class diagram of our Connector component is shown in Figure 3. Different coordination functions have been separated into different classes. The \textit{MessageMatcher} class matches received messages to those included in the protocol description. The \textit{FSM} class encapsulates a coordination engine that controls the protocol’s behavior according to a state machine. The \textit{ExecutionContext} class plans and monitors each transition execution.

![Fig. 2. UML diagram of the XML schema describing an interaction protocol.](Image)
Each time a connector is created to coordinate some protocol, these three objects are instantiated. Each one is instantiated for a particular protocol described in XML. The MessageMatcher object will use message descriptions to match (messageMatcher method) incoming messages to valid protocol messages, and returns message identifiers. The FSM element controls execution according to the transition diagram included in the description. Finally, the ExecutionContext object will use the description of protocol transitions to invoke agent actions and monitor their execution.

The JessEngine subclass offers the implementation of a coordination engine in Jess. This implementation uses rule-based programming to coordinate the execution of a communication protocol. This class uses the rules describing the protocol’s transition diagram to infer the particular transition for each incoming message, and updates the protocol’s state. The rule base includes two inference rules that model any transition diagram. A set of facts represents the transition diagram according to the template shown in Figure 3. And finally, two facts represent the protocol’s state describing the current state and the last message, e.g. (state idle) and (msg cfp). These last facts are the only ones that change during protocol execution.

The trigger-transition rule, shown in Figure 3, activates when a fact representing an incoming message is asserted and another fact describes a transition rule for the current state and the incoming message. When the rule fires, the state changes and the identifier of the transition to be executed is signaled using the TRANSITION variable. The discard-msg, also shown in Figure 3, activates to discard a protocol’s message that does not produce a transition.

It is worth noting that these two inference rules model the behavior of any protocol defined as a state machine. Therefore it is not necessary to implement different connectors for each possible protocol.

Most agent architectures decompose the agent’s internal functionality into different tasks, which are carried out during an interaction. The definition and implementation of these tasks must adhere to a set of inheritance and interface realizations. In addition, these tasks include hard code related to their coordination with other tasks. Each task is dependent on the agent platform since it is implemented in a particular API. This dependency makes difficult the reuse of the functionality in other applications and platforms. In our architecture, each agent action is associated to a service provided by a component. There are no dependencies though, since the connectors plan
and invoke actions in a conversation, they do not execute them directly. Component services are invoked by the mediator entity, which performs the dynamic composition of components and connectors when a connector requests a service invocation.

3 Software Agent Design

This section shows the proposed agent development approach. The process will be illustrated through the development of a software agent for an Internet-based auction system. In our example the agent should be capable of exchanging messages with a FIPA-OS auctioneer agent according to the English auction protocol. The agent should be able to bid during the auction, and must buy if it finally wins. Our goal is to reuse the already-developed FIPA-OS auctioneer agent and develop a new agent capable of interacting with it. According to the specified protocol and functionality of the proposed sample agent we should follow these steps,

1. Locate software components with the needed bidding and buying functionalities. The agent architecture and composition mechanism do not impose constraints over these software components. It is only required to describe the provided interface with DAML-S. In this example we can use a third vendor Java component that offers the desired functionality through two methods: `bid` and `buy`. The public interface of this component is described in the `file:///c:/onto/e-market.daml` DAML-S document and implemented in the `ca3.behaviour.emarket.class` Java file.

2. Describe the negotiation protocol using the XML schema detailed in the previous section. Our agent will interact with the auctioneer agent during the auction following this protocol. If we use other agent platforms we have to code the interaction protocol and the agent’s behavior invoked during protocol execution. This is not the case in the proposed architecture. Figure 4 shows part of the protocol description in XML, which corresponds to the accompanying state diagram, modeling the participant’s behavior during the auction. When the conversation starts a connector

![XML Representation](image)

Fig. 4. Description and Implementation of an Agent Interaction Protocol.
will use this XML code to add the facts shown in the lower left corner of Figure 4 to the initial fact list of the JessEngine object. These facts will be used in Jess to infer the protocol’s behavior. The description of the negotiation protocol needs to be made only once, and can be reused in other applications. The set of agent actions enclosed in the description of the transitions \( \text{tbid} \) and \( \text{tbuy} \) (omitted in the XML code in Figure 4) will refer to DAML-S descriptions of the services \( \text{bid} \) and \( \text{buy} \) provided by the component \( \text{emarket} \). The protocol’s XML description will be made accessible to the agent through a URI (file:///C:/xml/EnglishAuction.xml).

3. Adaptors need to be plugged into the agent for the different transport services used for the exchange of messages. Adaptors should implement the Java interface MTSAdapter to be included in the architecture. The architecture currently provides adaptors for the message transport services of the FIPA-OS, JADE, and Zeus agent platforms.

4. Finally, create a deployment file including the agent configuration, specifying the components and descriptions located in the previous steps that will provide the desired agent behavior and capabilities in the auction.

The XML schema of the deployment document for our auction agent is shown in Figure 5. The file must contain information regarding possible codification formats for the messages the agent will use. In this example we know a priori that ACL messages will be coded using the String representation. Also, we also need to provide information about the software components (emarket component) that will be registered in the agent as part of its functionality, including their location and deployment information. The protocol element in the document includes a reference to the document that describes the EnglishAuction protocol, used by the agent to take part in the auction (the EnglishAuction.xml file), and the protocol identifier (EnglishAuction). Finally, a reference to the implementation of the FIPA-OS adaptor that will be used to send and receive messages to and from the auctioneer agent is included as deployment information.

```
<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE deployment PUBLIC "-//w3c//dtd xml deployment document for an agent taking part in an auction.">
</deployment>
```

Fig. 5. Deployment file for an agent taking part in an auction.

Hopefully, we will not need to program new functionality, since components with bidding and buying functionality can be reused from other agent applications of e-commerce just including the description in DAML-S of its provided interface in the deployment file.
In our approach the development of a new agent is, in the best-case scenario, reduced to the description in XML documents of the supported interaction protocols and the components that will be assembled in the agent architecture. Otherwise, if no COTS component is found, a software component providing the desired services needs to be developed. However, to develop agent functionality it is not necessary to inherit from any class or implement any interfaces, increasing its reusability in other application domains, and especially in agents from other platforms. In addition, the flexibility provided by the component-based architecture allows updating the agent configuration given in the initial deployment file. At runtime the agent can add functionality by plugging into software components. Also, the agent can be trained in new interaction protocols just incorporating the corresponding protocol description, or the agent is able to format exchanged messages in a different ACL format or engage in a different agent platform once the appropriate adaptor is plugged into the agent.

4 Conclusions

This paper presents a compositional architecture for software agents, which provides the infrastructure for the development of agents from reusable software components. The architecture combines components and aspect technologies, and separates functionality, agent coordination, and message distribution, in different entities. The separation of coordination in an independent component, and the use of JESS, allows the reuse of a single connector to coordinate any communication protocol. This connector needs only an XML description of the protocol’s behavior (modeled with a state machine), valid messages, and the actions carried out as part of the interaction.

Our agents can be designed regardless of deployment and runtime features like the agent platform or the message encoding. However, though these details are particularized by the deployment information, new components can be included at runtime to address new requirements, and already registered components can be updated with new releases. We do not suggest just another agent platform. Instead, we propose a model to design component-based agents that can be reused on top of the existing platforms and can be easily adapted to new requirements that affect agent coordination, functionality and/or deployment even at runtime.

This proposal offers some benefits derived from the compositional approach: The (re)use of third-vendor components reduces programming errors during implementation, since they are supposed to be tested and error-free; we can provide development tools to support and guide the assembling of the software components, reducing the time and the effort required to develop agent-based applications. We enforce developing an agent from reusable components allowing application developers to choose the best components from industry. Moreover, our agents benefit from a platform independence derived from the application of the separation of concerns principle, which lets them to live in most of the agent platforms.

We are currently working in the development of a graphic environment to ease the development of software agents and to guide the developer in the specification of new protocols and the development of the software agents through the automatic generation of the agent’s deployment and protocol description documents.
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Abstract. E-mail is one of the most common ways to communicate, assuming, in some cases, up to 75% of a company’s communication, in which every employee spends about 90 minutes a day in e-mail tasks such as filing and deleting. This paper deals with the generation of clusters of relevant words from E-mail texts. Our approach consists of the application of text mining techniques and, later, data mining techniques, to obtain related concepts extracted from sent and received messages. We have developed a new clustering algorithm based on neighborhood, which takes into account similarity values among words obtained in the text mining phase. The potential of these applications is enormous and only a few companies, mainly large organizations, have invested in this project so far, taking advantage of employees’s knowledge in future decisions.

1 Introduction

Ontologies have shown their usefulness in application areas such as intelligent information integration, information brokering and natural-language processing [15]. We can represent the knowledge existing in a domain using a conceptual diagram composed by a group of objects and the relations among them [4]. This sample of knowledge, created from a set of relational terms, from a specific vocabulary, is the aspect of ontology on which our research is focused.

Information Extraction systems were designed to filter, to select and to classify the increasing amount of information available nowadays, mainly on the Web. Most of them were based on shallow natural language processing techniques, but semantics was not really used, due to the unavailability of generic ontologies. Important efforts concentrate on developing tools for semi-automatic building of domain-specific ontologies, mainly based on text mining techniques.

Nowadays, a number of studies and techniques focus on textual information contained in electronic documents (e-mails, presentations, technical reports, etc.) [13]. Text can be a rich source of information, but this information is coded in such a way that decoding it becomes quite difficult. Learning, natural language processing, information extraction and mathematical approaches have been combined to decode and extract the content of texts [8].

The objective of this research is to extract ontological information from email using text and data mining techniques. In this paper, our goal is not to construct
ontologies, but rather, to find groups of concepts that are commonly discussed in email. Email with family members involves a different set of concepts than email with colleagues in computer science, or with administrative assistants, or automobile mechanics. One way to extract concepts is to look for words that “go together” in text. If words co-occur more often than one would expect by chance, it may be because these words refer to one or more related concepts. These groups of concepts can provide us with an idea about what topics are in texts, making possible to organize the knowledge of users in order to take advantage of it for future decisions.

The document is organized as follows: in Section 2 we will briefly justify and show the current interest in this research; in Section 3 the entire system is described, using a simple example throughout every step; the experiments will be presented and discussed in Section 4; finally, the most important conclusions will be summarize in Section 5.

2 Motivation

E-mail has turned into one of the most common ways of communication in the last few years. Recent studies show that e-mail can make up to 75% of the company’s communication, in which every employee spends about 90 minutes a day in organizing e-mail–tasks such as filing and deleting. The number of sent and received messages increase between 35% and 50% every year [10]. For comparison, US corporations spend roughly $1.5 trillion per year, only counting averaged salaries for the time workers spend reading, replying to, and organizing their e-mail. However, the entire US military budget in 2002 was $ 360 billion [6]. The knowledge extracted from e-mails can help us to organize, by subject or importance, the information handled by a group, or to categorize the employees of a company according to the content of their e-mails, allowing us, for instance, to locate a person specialized in data mining because the words data mart or clustering are common in his e-mails [2].

Researchers at Hewlett Packard have been experimenting with analyzing the flow of 185,773 e-mails among 485 users in an organization over a two-month period, concluding that it is possible to identify the power structure of an organization, communities (both known and unknown), and the leadership within these groups [1]. On a practical level, managers, for example, might use information gleaned from email studies to help businesses run more smoothly by making sure teams are communicating effectively and determining who is collaborating on certain projects. That study only examined the headers of emails, as already did Schwartz and Wood in 1993 [14], by mining 1.2M email headers to detect interests between people using graph theory.

The potential of the applications derived from obtaining useful knowledge from the textual information contained in e-mails is enormous [9]. For instance, KnowledgeMail [7], is able to create a user profile that can locate an expert on a specific topic when his/her knowledge is needed by other member of a company. Logically, these types of applications start to make sense in large companies,
in which the use of the knowledge generated can result in an important time and capital saving for the company. That is the case of the Central Intelligence Agency, that invested $1 million in knowledge-management software developer Tacit Knowledge Systems, and between $1 and $5 millions in Stratify’s software to mine unstructured data from e-mail systems, web pages, etc., at the end of 2001 [3].

Not only private companies, but also some universities are becoming interested in this field; for example, Carnegie Mellon University is currently involved in a research project dealing with the intelligent treatment of e-mail.

3 Description

We process the information in email messages in a sequence of steps, beginning with text mining and then data mining. The steps of the system are the following:

1. Preprocessing: our knowledge base will be composed of words in messages so we will have to filter the least relevant elements from texts: punctuation marks, language elements such as articles, pronouns, conjunctions, etc.
2. Text Mining: we will apply a method designed to obtain relations among words to the data set we have obtained from the previous filtering. To do this, it is necessary that we observe the similarity between words. The calculation of similarity is based on proximity frequency of words in text. That is, two words are similar if they appear one next to each other more than it is statistically expected.
3. Data Mining: given a set of lists, obtained in the previous step and formed by pairs of words and their similarities, we will apply data mining techniques to generate conceptual groups. In particular, we will use a clustering technique, specifically developed for this project, based on the neighbourhood concept.

In Figure 1 we show the process described previously, which has a set of e-mails as input and ontologies as output.

3.1 Preprocessing

The goal of this step is to remove irrelevant information, so a simple filter algorithm is applied. A set of strings with little semantic information is deleted from the text. Among them, are punctuation marks, articles, pronouns and some high-frequency, low content words. Afterwards, the text is semantically denser, as very related words will be closer to each other due to the deletion of other irrelevant words in between.

3.2 Text Mining

There are many ways to associate words within a text [8]. We will use a sliding window of size $K$ throughout the text. The content of each window will inform about the statistical relationship among its words.
Let $P_1$ and $P_2$ be two words. If they appear near each other more than one would expect by chance, we say that $P_1$ and $P_2$ are similar. To measure this similarity $\Psi$, let us suppose that $P_1$ and $P_2$ are separated by $K$ words in a text sequence. Suppose also that there are $f_1 = 1$ appearances of $P_1$ in a sequence of length $N$. Then we can model the probability that $P_2$ falls within $K$ words of $P_1$ as follows: the probability that a random location in the sequence falls within $K$ words of $P_1$ is $p = \frac{2K}{N}$. Suppose there are $f_2 = 5$ occurrences of $P_2$. The probability that exactly $\delta$ of them will fall within $K$ words of $P_1$ is just a binomial probability where the number of events is $f_2 = 5$, the number of successes is $\delta$, and $p$ is as described earlier. That is $P(X = \delta) \sim \text{Binomial} \left( N, \frac{2K}{N} \right)$. This is easily generalized to $f_1 > 1$ because $p = \frac{2K f_1}{N}$, and then $P(X = \delta) \sim \text{Binomial} \left( N, \frac{2K f_1}{N} \right)$.

We take $K = 10$ and then use a window with $2K+1$ positions ($K$ on both the left and the right hand of the word being analyzed). This method will generate the similarity values for each pair of words. At the end, a file composed by a set of $(P_1, P_2, \Psi)$, in which $P_1$ and $P_2$ are the two words and $\Psi$ is the similarity value calculated as described earlier.

### 3.3 Data Mining

The final goal of this process is to obtain sets or clusters of words, so the existing relationship among members of the same cluster is based on the similarity. This phase can be divided in two steps:

1. Preprocessing: in which the similarity file generated in the previous step is processed to create a data structure that contains the information organized in such a way that the data mining technique can deal with it properly.
2. Clustering: we have developed a new neighborhood–based clustering technique adapted to the features of these data. This technique will provide a set of related words clusters from which we will study their inter–relationships to provide ontologies.

**Preprocessing.** The similarity value $\Psi$ provides us an idea about the relationship between two words in the text. Because $\Psi$ is usually very small we will use logarithms, so the numbers will be negatives. That is, larger negative value means greater similarity. After a preliminary study, we observe that there are pairs of words with very high similarity. This words used to appear at the bottom of messages as the signature (sender name, address, organization, etc.). We set a threshold, obtained from the normal distribution, based on the mean and the deviation, and eliminate a number of pairs composed by frequents words in texts, mainly associated with the sender.

In the next step, we generate a data structure in which every word is added to a word list, ordered by similarity. These lists have a variable length and give us an idea about the context of each word in the text. This data structure will serve as input for the clustering algorithm, called Snn (Similar Nearest Neighbour), which is based on the word neighbourhood and is described next.

**Clustering.** Our approach to clustering, the Snn (Similar Nearest Neighbour) algorithm has three main features:

- Snn is deterministic and its results do not depend on the order in which it is presented items. Many clustering algorithms do not have this property.
- Snn starts taking as initial set of representative patterns all of them at once. Next, it will join related patterns until the algorithm ends, following an incremental and hierarchical criterion. Other algorithms take a subset of representative patterns, so results might vary depending on the quality of the initial selection.
- Snn has no input user–defined parameters. The vast majority of clustering algorithms need user parameters. The number of clusters required by the user is the most common, as in K–means clustering algorithm [12] (this non–hierarchial method initially takes the number of components of the population equal to the final required number of clusters). In fact, some works have tried to find good methods to initialize the K–means algorithm [11]. Nevertheless, there are some others like the number of representative examples, as in Cure [5]. Our algorithms Snn provides automatically the most suitable number of clusters.

To describe the clustering algorithm, we will first provide some definitions.

Let $e$ be a word, we say that the enemy of $e$ is the first word in the list of associated words ordered by similarity that surpasses the threshold $\lambda$, previously set. The neighbourhood $N_s$ of a word $e$ is the set of words which are nearer $e$ than the enemy of $e$, that is, their similarities are lower than enemy’s similarity. The neighbourhood $N_C$ of a cluster $C$ is the set composed by all the neighbourhoods of each word belonging to the cluster $C$. $N_C(C) = \bigcup_{e \in C} N_s(e)$. Two clusters,
1. **Procedure** S–NN(in: E, λ; out: RSC)

2. \( SC := \emptyset \)

3. for each \( e_i \in E, 1 \leq i \leq |E| \)

4. \( RSC[i] := \{e_i\} \)

5. \( NSC[i] := N_s \{e_i, \lambda\} \)

6. end for

7. \( SC := RSC \)

8. \( RSC := Reduction(SC, NSC) \)

9. while \( SC \neq RSC \) do

10. for each \( C_k \in RSC, 1 \leq k \leq |RSC| \)

11. \( NSC[k] := N_c(C_k) \)

12. end for

13. \( SC := RSC \)

14. \( RSC := Reduction(SC, NSC) \)

15. end while

16. end S–NN

17. **Function** Reduction(in: C, S; out: R)

18. \( R := C \)

19. for each pair \((i,j), with 1 \leq i \leq j \leq |C|\)

20. if \( S[i] = S[j] \)

21. \( R[i] := R[i] \cup C[j] \)

22. remove \( R[j] \)

23. end if

24. end for

25. end Reduction

---

**Fig. 2.** S–NN algorithm.

\( C_1 \) and \( C_2 \), will be cluster–neighbours if \( N_C(C_1) = N_C(C_2) \). A reduced set of clusters \( RSC \) is a subset of clusters from the original set of clusters in which any two clusters are not neighbours, i.e, any two cluster–neighbours have been joined. We will identify each cluster in the reduced set of clusters \( RSC \) as the patterns that belong to the cluster, i.e., the patterns that were obtained by means of unions of neighbour–clusters.

Once the necessary definitions to support the algorithm have been presented, we will describe the algorithm depicted in Figure 2.

The input parameter \( E \) represents the structure obtained by the similarity search algorithm applied to the initial plain text, that is, pairs of words with their similarity value, and the output parameter is \( RSC \), the reduced set of clusters, where each one comprises a group of instances.

\[
P_1, P_2, \Psi_{1,2} = \text{Similarity}(P_1, P_2) \\
P_1, P_3, \Psi_{1,3} = \text{Similarity}(P_1, P_3) \\
................................................. \\
P_{n-1}, P_n, \Psi_{n-1,n} = \text{Similarity}(P_{n-1}, P_n)
\]
The input parameter is $E$, containing the instances, $SC$ is an auxiliary set of clusters and $RSC$ is initially set with clusters containing only one instance (lines 2–6). After initializing $RSC$ and obtaining every word’s neighbourhood, we apply a first reduction of this set of clusters. This is done because we need to take into account the value of $\lambda$ in the first reduction. As we can see, the first time $NSC$ is calculated (line 5), $\lambda$ is present. However, next calculations do not take into account this value. This is not a parameter of the clustering algorithm per se, but a threshold to filter some words in the initial lists. When $K$ is large, it is recommended to reduce the value of $\lambda$.

The process is repeated until $RSC$ has no change at an iteration (line 9). The neighbourhood of every cluster is calculated (lines 10–12) in order to analyze the possible reduction of the set of cluster, task done by the Reduction function (line 14). The reduction of a set of clusters follows the next criterion: one cluster will be removed (line 22) if there exists another cluster which has exactly the same neighbourhood (line 20). In this case, the members of both clusters are joined (line 21).

The idea behind the algorithm is very simple: two clusters are neighbours if they have exactly the same neighbours. Obviously, the concept of neighbourhood is limited by the participation of the enemy, which indicates what neighbours each cluster has. The criterion used in this paper could be relaxed in two ways: considering the reduction when the neighbours of a cluster are a subset of the neighbours of the other or when the intersection among the neighbours of the two clusters is non-empty. As for the first as the second variation, the number of clusters is even smaller. The experiments shown in this paper were carried out by using the original criterion: the equality. However, we are going to study these other two criteria in further research.

4 Experiment

To illustrate the method, we have designed a simple practical example based on two emails. They represent the conversation between a professor of a university department and his secretary about making a reservation to a flight. The aim is to obtain relevant words within clusters generated with the proposal technique. The e-mails are the following:

**Good Morning Maggie,**
I’d like to book a flight from London to NYC for Thursday evening, about seven. I must be at the University to give a talk related to the Argos project the following morning. I’d really prefer a nonstop flight, because the last time I took a connecting flight, it left late and I missed the connection. Don’t worry about the hotel reservation. I’m going to spend the weekend in a friend’s house. Thank you. –P

**Good Morning professor,**
I have been talking to the travel agency and there is a nonstop flight at 9:31 from Heathrow. Is that too late? One more question, will you be flying coach or you prefer business class? Well, I’ll try to find a seat available in business class, ok? And finally, I charge it to the Argos Project, I suppose. Well, let’s see what I can come up with. Maggie.

Firstly, the textual information of both emails is filtered, eliminating elements not interesting such us commas, points, articles, pronouns, conjunctions, etc. The
result of this operation is a plain text in which all the relevant words are put
together, keeping the same order than in the original emails.

GOOD MORNING MAGGIE LIKE BOOK FLIGHT LONDON NYC THURSDAY EVENING SEVEN
MUST BE UNIVERSITY GIVE TALK FOLLOWING MORNING RELATED ARGOS PROJECT PREFER
NONSTOP FLIGHT LAST TIME TOOK CONNECTING FLIGHT LEFT LATE MISSED CONNECT-
TION WORRY HOTEL RESERVATION GOING SPEND WEEKEND FRIEND HOUSE THANK GOOD
MORNING PROFESSOR ..........

In the next step, we calculate the similarity by passing a window of length
$2K+1$ (with $K=10$) through the plain text. For each pair of words we provide
a value of similarity. The final result is other file with the structure shown in
Table 1: two words and the similarity between them.

<table>
<thead>
<tr>
<th>Table 1. Table with pairs or words and their similarity.</th>
</tr>
</thead>
<tbody>
<tr>
<td>word</td>
</tr>
<tr>
<td>GOOD</td>
</tr>
<tr>
<td>GOOD</td>
</tr>
<tr>
<td>PROJECT</td>
</tr>
<tr>
<td>CLASS</td>
</tr>
<tr>
<td>FLIGHT</td>
</tr>
<tr>
<td>TRAVEL</td>
</tr>
<tr>
<td>FLIGHT</td>
</tr>
<tr>
<td>GOOD</td>
</tr>
<tr>
<td>COACH</td>
</tr>
<tr>
<td>PROFESSOR</td>
</tr>
<tr>
<td>...</td>
</tr>
</tbody>
</table>

Now, we apply the first part of the algorithm, as a previous step for the
clusters generation by $Snn$. We calculate the initial neighbourhoods, which is
shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Words and associated neighborhood.</th>
</tr>
</thead>
<tbody>
<tr>
<td>[GOOD]</td>
</tr>
<tr>
<td>[FLIGHT]</td>
</tr>
<tr>
<td>[PROFESSOR]</td>
</tr>
<tr>
<td>...</td>
</tr>
</tbody>
</table>

Next, clusters with similar neighbourhood are joined and the new neigh-
bourhood of each cluster is calculated. For example, [GOOD] and [PROFESSOR] have the same neighbourhood, so they will pass joined to the next it-
eration. In addition , the neighbourhood of [GOOD, PROFESSOR] will con-
tain the instance NONSTOP (because it is neighbour of FLIGHT at iteration 1). For this reason we will find that [GOOD, PROFESSOR]=[MORNING, FLIGHT,BOOK]+[NONSTOP]. Iteration 3 does the same: firstly it searches for possible joining and afterwards calculates the new neighbourhood for each
cluster. In this way the iterations are repeated: calculating similarity between
clusters, reducing the number of clusters and increasing the neighbourhood of
the new clusters generated. The process ends when there is no modification of
clusters at one iteration, so the termination criterion is natural and totally inde-
pendent of the user, removing this parameter, very common in the great majority
of clustering algorithms.
Finally, we have a reduced set of clusters as a result, each cluster containing the words that have certain degree of similarity. For instance, in our example there would be the following final clusters:

[GOOD PROFESSOR FLIGHT BOOK HOUSE...]
[TALK ARGOS UNIVERSITY PROJECT...]
[HOTEL FRIEND WORRY ...]
...

Once the clusters have been obtained, we can analyze the relevant concepts based on words within them. In each cluster we detect the most relevant elements as the one that has the biggest value of similarity with respect to the rest of words in the cluster. In Figure 3, the two main concepts and their relations are shown: project and flight. The elements associated with them are in the cluster, not being the most relevant ones.

![Figure 3. Main concepts.](image)

The example designed to explain the process has very few words. However, the system has been proven in a real organization and with real e-mail messages. The text obtained, after applying the first filter over punctuation marks, articles, etc, contained more than 10,000 different words, that generated a file with 57,817 pairs of related words, with their respective similarity values. A summary of the results is shown in Table 3, in which appear the most significant clusters. The words in bold represent the main elements of every cluster.

### 5 Conclusions

In this paper we addresses a problem that is becoming considered relevant in large organizations: the generation of clusters from E-mail texts. The objective

<table>
<thead>
<tr>
<th>Table 3. Clusters from 57.817 words collected from e-mails.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1: [ ARRIVE BALTIMORE DEPART ECONOMY COACH FLIGHT HARTFORD TERMINAL WASHINGTON ]</td>
</tr>
<tr>
<td>C2: [ ABILITY FIELD INVESTIGATION LANGUAGES MAINTAINING PROFESSIONAL PROGRAMMING PUBLICATIONS SPECIFIC THEORETICAL ]</td>
</tr>
<tr>
<td>C3: [ ACCOUNT FUNDING GOVERNOR GRANT INVESTIGATOR REQUIRED ]</td>
</tr>
<tr>
<td>C4: [ ACQUIRING BEHAVIOR DIRECTLY MILITARY TACTICS ]</td>
</tr>
<tr>
<td>C5: [ ASSISTANTS ASSOCIATION CONDUCT DESIGNS FACULTY IMPLEMENTS MEMBER ]</td>
</tr>
<tr>
<td>C6: [ ASSISTS COORDINATION EQUIPMENT LAB RESPONSIBLE ]</td>
</tr>
<tr>
<td>C7: [ CARD CREDIT DEBIT REMEMBER ]</td>
</tr>
</tbody>
</table>
of this research consists of extracting useful knowledge represented by clusters from textual information contained in a large number of emails using text and data mining techniques. Our approach consists of the application of text mining techniques to filter spurious words and find similarities among words and, later, data mining techniques, to obtain relational concepts, grouped in clusters, and extracted from the sent and received messages electronically. A new neighborhood–based clustering algorithm, SNN, is also introduced in this paper. Experiments generated from 57,817 pairs of related words show the quality of our approach.
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Abstract. Each of the positions to be adopted by a humanoid robot to make a particular movement can be considered as a postural scheme associated with that particular movement. For example, if we want the robot to complete a given step sequence, the robot should increase or decrease the positions of its links to arrive at the desired position, whilst maintaining its stability. Other possible examples of movement execution are sideways movement, walking upstairs, etc. In this paper, we propose a method for defining postural schemes that guarantee stability in all the intermediate positions of the movements. This method is based on the direct kinematics of the robot.

1 Introduction

Many different solutions have been proposed for solving the problem of robot mobility, and many different configurations have been developed enabling robots to move in a range of different environmental conditions. One of the solutions on which more interest has focused recently is the one based on biped robots. Although the stability and velocity of this kind of robots is not as good as for other models, they respond to the human aim to develop models similar to their creators.

Recent advances in mechanical and electronic robot components and the research drive in this area derived from events like the RoboCup [1] have led to the development of successful models, such as the Honda humanoid, the Waseda humanoid robot and the MIT Leg Lab robots.

However, the design of biped robots able to walk like humans do is still an extremely difficult task to achieve, mainly because of stability problems derived from the use of only two support links.

Two methods are usually used to guarantee robot stability in its movements. The first one is formally known as static balance, and it aims to achieve stability by maintaining the projection of the center of masses (COM) of the robot inside the area inscribed by the feet that are in contact with the ground. The second one, usually know as dynamic balance, uses the zero moment point (ZMP), which is defined as the point on the ground around which the sum of all the moments
of the active forces equals zero [2]. If the ZMP is within the convex hull of all contact points between the feet and the ground, the biped robot is stable and will not fall over [3, 4].

Nevertheless, linear walking is not the only type of movement we may want to achieve for a biped robot. If we aim to create a prototype able to play football and compete in events like the RoboCup, it will need to be able to move sideways to cover the goal, step backwards to receive a pass or move one leg to kick the ball. In other words, it must be able to accomplish a wide range of postures, which, if adopted consecutively, allow the robot to perform these actions.

The paper is organized as follows. Section 2 introduces the basis of the proposed method and comments some advantages of its implementation. Sections 3 and 4 describe the humanoid robot and its direct kinematics, respectively. Some general concepts on stability criteria on the robot postures are commented in the section 5. Section 6 reviews two different postural schemes, the first one is composed of positions with both feet on the ground and straight legs, the second includes the positions involved in the robot taking a single step. Finally, the conclusions and future work are presented.

2 Proposed Method

In this paper, we propose a method for ascertaining the values that we should assign to the joints of a humanoid robot to achieve the desired postures. This is basically an inverse kinematics problem. As is known, the analytical resolution of the inverse kinematics of a robot with a high degree of joint configuration redundancy is practically unapproachable. Besides, the solutions produced by this method are specific for a particular robot configuration.

The proposed method considers the use of an artificial network for solving the inverse kinematics. Different neural networks are employed for each posture or set of postures. The input is the desired position and orientation of the free foot and the output is the set of joint values that not only satisfy the input conditions but also conform the most stable posture.

After testing different kinds of artificial neural networks architectures, the one we considered best suited is a two-layer backpropagation network. The input layer has a maximum of 6 neurons (three for the position in Cartesian coordinates and three for the orientation expressed as a combination of the RPY equivalent angles). The output layer has 12 neurons, one for each angle or degree of freedom of the humanoid robot. The hidden layer contains a different number of neurons depending on the posture and the training set. Usually it is composed by 4 to 12 neurons.

The use of neural networks has several advantages. One is that it is an adaptive solution that can be implemented in hardware using the appropriate electronic device [5]. For our case, we are using a field programmable gate array (FPGA) that is programmed with a specific neural network. For example, for the linear walking gait, alternative swings of both legs must be done, so two neural networks are needed, for the inverse kinematics of the right and left legs. The appropriate neural network to solve that particular movement is alternatively loaded in the FPGA.
Before this can be done, the direct kinematics of the robot will need to be studied. This will tell us which configuration will be adopted by the robot for a particular set of joint values. We will also need to establish a method to obtain the training cases for the net. This will be crucial for the process, as if the best cases are not selected, the solutions proposed by the net may result in inadequate postures that may cause robot instability. Finally, we will need to examine which net configuration is the best for solving the problem.

This paper covers the first two points. It examines the direct kinematics of the robot and a method for obtaining the training cases for the neural network. Details on the artificial neural network architecture and the employed training algorithms can be found in [6].

3 Robot Model

The model of the robot we are going to consider for the study is a humanoid robot made up of two legs and hips. Each leg is composed of six degrees of freedom, which are distributed as follows: two for the ankle – one rotational on the pitch axis and the other rotational on the roll axis –, one for the knee – rotational on the pitch – and three for the hip – each of them rotational on each of the axes. The prototype is now under development. Fig. 1 shows the physical model of the robot. A more detailed description of the robot dimensions and movement range is given in [7].

4 Direct Kinematics of the Robot

Generally, we can define the direct kinematics problem as follows: to determine the position and orientation of the end-effector of a robotic arm as a function of its joint variables and referred to a coordinate system fixed to its base.

We can consider our biped robot as a robotic arm or a chain of rigid links, which are pairwise connected to each other by joints. One of the robot feet will always be in contact with the ground, and it will be considered as the robotic
arm base or first link. The other foot will be free to move around the space, and it will be considered as the end-effector or last link. Hence, we can restate the problem as: given a set of values for the robot joints and considering one foot as fixed to the ground, find the position and orientation of the other one.

To solve the problem, we have assigned a coordinate frame to each of the joints of the robot. We have also calculated the Denavit and Hartenberg parameters \( \theta_i, a_i, d_i, \alpha_i \) of each of the links. Now, it will be possible to map one coordinate frame to its precedent link frame by means of the four well-known geometrical transformations, as its expressed in the following equations:

\[
{i-1}A_i = R(z, \theta_i)T(0, 0, d_i)T(a_i, 0, 0)R(x, \alpha_i) = \\
\begin{bmatrix}
\cos \theta_i - \cos \alpha_i \sin \theta_i & \sin \alpha_i \sin \theta_i & a_i \cos \theta_i \\
\sin \theta_i & \cos \alpha_i \cos \theta_i & -\sin \alpha_i \cos \theta_i & a_i \sin \theta_i \\
0 & \sin \alpha_i & \cos \alpha_i & d_i \\
0 & 0 & 0 & 1
\end{bmatrix}
\]  

(1)

where \( {i-1}A_i \) is the matrix expression of the homogeneous transformation to map the frame associated with the link \( i - 1 \) and the frame associated with the link \( i \).

For our particular case and considering the right foot as fixed to the ground, the assignment of the coordinate frames to the robot joints is illustrated in Fig. 2. Table 1 shows the D-H parameter definition of each of the links.

The position and orientation of the left with respect to the right foot will be denoted by the homogeneous transformation matrix:

Fig. 2. Coordinate system associated with the robot joints
Table 1. D-H parameters for the robot links

<table>
<thead>
<tr>
<th>Frame</th>
<th>$\theta_i$</th>
<th>$d_i$</th>
<th>$a_i$</th>
<th>$\alpha_i$</th>
<th>Frame</th>
<th>$\theta_i$</th>
<th>$d_i$</th>
<th>$a_i$</th>
<th>$\alpha_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>$\pi/2$</td>
<td>0</td>
<td>$L_1$</td>
<td>$-\pi/2$</td>
<td>7</td>
<td>$\theta_7$</td>
<td>0</td>
<td>0</td>
<td>$\pi/2$</td>
</tr>
<tr>
<td>1</td>
<td>$\theta_1$</td>
<td>0</td>
<td>$\pi/2$</td>
<td>8</td>
<td>$\theta_8 + \pi/2$</td>
<td>0</td>
<td>$L_9$</td>
<td>$\pi/2$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$\theta_2$</td>
<td>0</td>
<td>$L_3$</td>
<td>0</td>
<td>9</td>
<td>$\theta_9$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>$\theta_3$</td>
<td>0</td>
<td>$L_4$</td>
<td>0</td>
<td>10</td>
<td>$\theta_{10}$</td>
<td>0</td>
<td>$L_{10}$</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>$\theta_4$</td>
<td>0</td>
<td>$L_5$</td>
<td>$-\pi/2$</td>
<td>11</td>
<td>$\theta_{11}$</td>
<td>0</td>
<td>0</td>
<td>$-\pi/2$</td>
</tr>
<tr>
<td>5</td>
<td>$\theta_5 + \pi/2$</td>
<td>0</td>
<td>$\pi/2$</td>
<td>12</td>
<td>$\theta_{12}$</td>
<td>0</td>
<td>$L_{13}$</td>
<td>$-\pi/2$</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$\theta_6$</td>
<td>0</td>
<td>$L_7$</td>
<td>$\pi$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
R_{TL} = \begin{bmatrix} R_{RL} & R_{PL} \\ 0 & 1 \end{bmatrix} = R_{T_0} \times 0_{T_1(\theta_1)} \times \ldots \times 5_{T_6(\theta_6)} \times 6_{T_7(\theta_7)} \times \ldots \times 11_{T_{12}(\theta_{12})} \times 12_{T_L} \tag{2}
\]

where $R_{RL}$ denotes the rotation matrix of the left foot with respect to the right foot coordinate frame, $R_{PL}$ is known as position vector and denotes the position of the left foot with respect to the right foot coordinate frame and each $^iT_j$ denotes the homogeneous coordinate transformation matrix from link $i$ to link $j$.

As described above, the nine values that conform the rotation matrix need to be calculated to determine the free foot orientation. Nevertheless, we can specify the orientation by means of a fewer number of values using the RPY equivalent angles, that is, the values of the rotations around the roll, pitch and yaw axes, which are necessary for mapping one coordinate frame to other one. Using this notation, we will reduce the neural network inputs to six: three for the desired coordinate position – position vector – and three for the desired orientation – RPY equivalent angles –.

\[
R_{RL} = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{bmatrix} \\
\begin{align*}
a_{11} &= \cos \theta_P \cos \theta_R \\
a_{12} &= \sin \theta_Y \sin \theta_P \cos \theta_R - \cos \theta_Y \sin \theta_R \\
a_{13} &= \cos \theta_Y \sin \theta_P \cos \theta_R + \sin \theta_Y \sin \theta_R \\
a_{21} &= -\sin \theta_P \\
a_{22} &= \sin \theta_Y \cos \theta_P \\
a_{23} &= \cos \theta_Y \cos \theta_P \\
a_{31} &= -\sin \theta_P \\
a_{32} &= \sin \theta_Y \cos \theta_P \\
a_{33} &= \cos \theta_Y \cos \theta_P \end{align*} \tag{3}
\]

The study of the positions and movements in the inverse case, that is, when the left foot is fixed to the ground and the right foot is able to move, would result in a coordinate frame assignment similar to the one described above. Nevertheless, and as a consequence of the symmetry in the robotic configuration, it will not lead to any important conclusions concerning the proposed method and will not be developed here.
5 Stability Criteria and Constraints

Once the kinematic model of our robot has been defined, it will be used to solve the inverse kinematic problem, that is, to find the values for the joints of the robot that will result in a specific position and orientation of the free foot.

Many different solutions could be proposed to solve the problem. However, they would all have to cope with several difficulties. The first is that, for a specific set of joint values, it is obvious that we can always obtain a given position and orientation of the free foot. Nevertheless this does not necessarily hold for the inverse problem, that is, we may not find a set of joint values that match the desired position and orientation. Furthermore, different joint configurations can produce the same foot position and orientation.

Therefore, we need to define a set of criteria to determine which one of the range of possible configurations should be selected to map a specific position and orientation. In our case, these criteria would be the stability criteria and posture naturalness, that is, that the posture of the robot must be as close as possible to the one a human would adopt to achieve that particular position and orientation.

To decide which is the most stable of a set of possible configurations, the static balance criteria will be applied. We consider that a configuration will be more stable closer the projection of the center of mass is to the center of the support polygon formed by the feet. If the projection is outside the polygon, the configuration will not be taken into account. The height of the COM will also affect system stability, as the system will be more stable, the lower the COM is. However, we are not interested in postures that place the hip too low down, as we want the postures of the robot to be as natural as possible.

At this stage of our work, we are considering the distribution of the mass to be uniform for every link. We also consider that every link has a symmetrical shape. The COM of each link will then be placed at the geometric center of the link. As this applies to each of the robot links, we can determine the global COM of the model using:

\[
x_{com} = \frac{1}{M} \sum_{i=1}^{N} m_i x_i \quad ; \quad y_{com} = \frac{1}{M} \sum_{i=1}^{N} m_i y_i \quad ; \quad z_{com} = \frac{1}{M} \sum_{i=1}^{N} m_i z_i
\]  

where \((x_i, y_i, z_i)\) is the geometric center of the link \(i\), \(m_i\) is the mass of the link \(i\), \(M\) is the mass of the robot, and \(N\) the number of links.

Once the physical model of the robot is completely developed, these formulas will be replaced by other ones taking into account the physical characteristics of each of the links.

6 Postural Schemes

As we mentioned at the beginning of the paper, neural networks will be employed to solve the robot inverse kinematics. The idea is that if the desired position and
orientation of the free foot are the network inputs, the output will be the required values for the 12 joints that not only satisfy the inputs but also generate the most stable and natural posture according to the criteria and constraints described in the previous section. Obviously, for this to be achieved, the key to the process is network training, that is, the selection of the training cases.

Based on the model of the robot and the direct kinematics described above, a set of joint and Cartesian coordinates pairs has been generated to be used as training data for the neural network. At this stage of the research two sets of postural schemes have been considered. The first one will be composed of positions with both feet on the ground and straight legs, which are uniformly distributed across a given coordinate range. The second scheme includes the positions involved in the robot taking a single step.

By distinguishing between these two sets, we will be able to perform two separate investigations to find out which neural network produces better results for each of the schemes.

6.1 Standing Postural Scheme

The aim of this first scheme is to learn robot postures along the roll and pitch axes. These postures are restricted to both feet being in full contact with the ground, the knees not being bent and there being no rotation around the hip roll axes. Fig. 3 shows the final positions of the free foot. We only have to generate values for the ankle joints and hip joints that rotate around the pitch and roll axes to output cases of this type. As the two feet are in full contact with the
ground, the support polygon is formed by their corners. As we want to get the most stable posture, the projection of the COM should obviously be in the center of the polygon. Therefore, the angles formed by the legs and the ground must be the same. To obtain the movement of the foot along the pitch axis, we only have to assign $\alpha$ values to the joints that rotate around the roll axis so that:

$$
\theta_1 = -\alpha \; ; \; \theta_8 = -\alpha \; ; \; \theta_5 = -\alpha \; ; \; \theta_{12} = -\alpha
$$

Similarly, to obtain the movement of the foot along the roll axis, we will assign $\beta$ values to the joints that rotate around the pitch axis. We find two different cases depending on which foot we want to place ahead. For the left one:
\[ \theta_2 = \beta ; \quad \theta_4 = -\beta ; \quad \theta_9 = \beta ; \quad \theta_{11} = -\beta \]  

(6)

And, for the right foot:

\[ \theta_2 = -\beta ; \quad \theta_4 = \beta ; \quad \theta_9 = -\beta ; \quad \theta_{11} = -\beta \]  

(7)

To output the training cases for this first postural scheme, we have to generate two sets of values \( \alpha \) and \( \beta \) that uniformly cover all the angle ranges of the roll and pitch axes. The final set of cases will be formed by all the possible combinations of the two sets. Table 2 shows the range of values we have considered for each joints type.

**Table 2.** Joint value ranges for the final postural scheme

<table>
<thead>
<tr>
<th>Right Leg</th>
<th>Left Leg</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_1 )</td>
<td>Min</td>
</tr>
<tr>
<td>( \theta_2 )</td>
<td>-30°</td>
</tr>
<tr>
<td>( \theta_3 )</td>
<td>0°</td>
</tr>
<tr>
<td>( \theta_4 )</td>
<td>-30°</td>
</tr>
<tr>
<td>( \theta_5 )</td>
<td>-30°</td>
</tr>
<tr>
<td>( \theta_6 )</td>
<td>0°</td>
</tr>
</tbody>
</table>

| \( \theta_7 \) | Min | Max |
| \( \theta_8 \) | 0° | 0° |
| \( \theta_9 \) | -30° | 30° |
| \( \theta_{10} \) | 0° | 0° |
| \( \theta_{11} \) | -30° | 0° |
| \( \theta_{12} \) | 0° | 0° |

6.2 Walking Postural Scheme

The aim of the second scheme is to learn all the robot postures required to take a step on the roll axis. For this to be achieved, we have to generate a set of joint and Cartesian coordinates pairs, which describes possible postures to be adopted by the robot throughout the step gait (Fig. 4).

![Fig. 4. Free feet positions for the walking postural scheme](image)

To output the training cases, we will take the final postures from the first scheme and will move the free foot along the yaw axis by increasing the angle of the hip joint rotational around the pitch axis. For each of these values and to guarantee that the roll foot position does not change and the sole of the foot remains parallel to the ground, knee and ankle joint values will be recalculated according to the following expressions:
\[
\theta_{10} = \theta_9 - \arcsin \left[ (L_1 + L_2) \sin \alpha - \left( \frac{L_1 \sin \theta_9}{L_2} \right) \right] \tag{8}
\]
\[
\theta_{11} = \theta_9 - \theta_{10} \tag{9}
\]

where \( \alpha \) denotes the initial value for the hip joint, \( \theta_9 \) its new value, \( \theta_{10} \) and \( \theta_{12} \) denote the angles for the knee and ankle joints, \( L_1 \) is the distance from knee to hip and \( L_2 \) the distance from knee to ankle.

As in the configurations of this scheme, the robot has only one foot in contact with the ground, the polygon of support is formed only by the right foot, and the projection of the COM must remain as close as possible to the center of this rectangle. For this to be achieved, some sort of a swinging movement of the hip towards the support foot will be required. Therefore, a set of angles for the hip and ankle joints that produce this movement will need to be generated, assuming that the hip remains parallel to the ground:

\[
\theta_1 = \alpha ; \quad \theta_5 = \alpha ; \quad \theta_8 = -\alpha ; \quad \theta_{12} = -\alpha \tag{10}
\]

The next step will be to make all the possible combinations of the set of values for the swinging movement and the set obtained initially to produce the movement along the \textit{yaw} and \textit{roll} axis to get a new set of candidate cases to train the net. The position of the COM is calculated for each of these cases. If its projection is not inside the borders of the polygon of support, the configuration is removed from the set.

Finally, two or more joint configurations may result in the same or a very similar position of the free foot. As we want the net to learn the best of the range of all the configurations, a filter has to be applied to detect and select the best configuration according to the criteria described in the previous sections. Table 3 shows the ranges of the joint angles for this scheme.

| Table 3. Range of angle positions for the walking postural scheme |
|-------------------|-------------------|
| \( \theta_i \) | \( \text{Min} \) | \( \text{Max} \) | \( \theta_i \) | \( \text{Min} \) | \( \text{Max} \) |
| \( \theta_1 \) | 0\(^\circ\) | 9\(^\circ\) | \( \theta_7 \) | — | — |
| \( \theta_2 \) | -15\(^\circ\) | 0\(^\circ\) | \( \theta_8 \) | -9\(^\circ\) | 0\(^\circ\) |
| \( \theta_3 \) | 0\(^\circ\) | 0\(^\circ\) | \( \theta_9 \) | -15\(^\circ\) | 0\(^\circ\) |
| \( \theta_4 \) | 0\(^\circ\) | 15\(^\circ\) | \( \theta_{10} \) | 0\(^\circ\) | 90\(^\circ\) |
| \( \theta_5 \) | 0\(^\circ\) | 9\(^\circ\) | \( \theta_{11} \) | -30\(^\circ\) | 30\(^\circ\) |
| \( \theta_6 \) | — | — | \( \theta_{12} \) | -9\(^\circ\) | 0\(^\circ\) |

### 7 Conclusions and Further Work

A method for outputting the training set for a neural network that solves the inverse kinematics of a humanoid robot with 12 degrees of freedom has been presented. The training cases cover different kinds of postures that the robot might need to adopt to perform a single step.
Our current work is related to the selection of an appropriate learning set for the artificial neural network. We have observed that the nets require fewer neurons in the hidden layer if the training sets are composed by a minor number of cases. Also, we obtain a best generalization of the learned function and the typical problem of overfitting is reduced. Therefore, it is very important to define a set of stability criteria for creating each postural scheme.

The next stage of our work will be to define a mechanism for selecting the most appropriate postural scheme from a predefined library that matches with a particular desired movement. New postural schemes definitions for other common robot movements will also be developed.

The other side of our work will be related to the implementation of our simulation work in the physical robot prototype. Specifically we are working on the final mechanical aspects of the humanoid robot, designing the hardware interface with sensors and motors, and implementing the artificial neural networks on a FPGA.
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Abstract. This paper presents the design of a semantic portal for collaborative learning communities and describes a persistence mechanism that stores objects enriched with a contextual description. The latter enables the knowledge reutilization in many learning activities and scenarios constituting, as such, a collective memory of the community. The current work is based on two theoretical foundations: the expressive capacity of ontologies, which offers a computer system new possibilities for using the knowledge it contains and the Activity Theory (AT) framework, which permits describing and structuring collaborative learning scenarios.

1 Introduction

In constructivist theories, human learning is postulated as a process of knowledge construction by the learner, based upon previous knowledge and interaction with the environment. The importance of the interaction has already been noted by Sociocultural Theory [8], which claimed that individual cognition is the result of interiorization by the subject, of interpersonal interactions in a shared culture and social context. Thus, there is a shift on the object of study from individual cognition to persons-acting-with-mediational-means, one of them, language. So called “situated” conceptions [2] of human learning go further, emphasizing the interdependence of cognition and context, and present learning as a social process of participation and belonging to a community of practice. In this approach knowledge is a socially mediated product, built through communication, discussion, clarification, and negotiation.

Collaborative learning supported by computers, known as CSCL, is a relatively recent multidisciplinary research area [3]. From a pedagogical perspective, it has its roots in social constructivism and situated learning, pivoting around the ideas of action, interaction, and participation. From a computer science perspective, the idea is to model and design the software that supports these ideas, i.e., to create systems that facilitate action and human interaction in a social context of practice with a shared learning goal.

One of the first systems inspired by these principles was CSILE, which provided mechanisms to represent the argumentation and the knowledge shared in a learning community [6]. The underlying architecture of this system was a hypermedia database that stored the contributions of the participants, together with categorization facilities and connections between them.
Artificial Intelligence techniques suggest many interesting opportunities for improving the design of CSCL systems. One of the first aspects is to explicitly model the community of learning, its organization, structure and the processes that are carried out, including the description of the possible software tools that are used for human action and interaction within the community. The use of ontologies is an adequate approach to explain, share and re-use knowledge. The mechanisms of representation and re-use allow the existence of distributed knowledge communities which provides multiple opportunities to enrich knowledge associated with working in groups, re-using information from one activity to another, offering different points of view depending on the objectives or interacting with information from various sources among other possibilities.

This conceptualisation of collaboration must be explicit. We need to represent the distinct aspects of the description of collaboration in order to use it as a base to describe the objects/artefacts that the community produces. Through the use of the proposed knowledge-based representation, an ontology, the new artefacts are created in a semantic context, so that reasoning techniques can be applied to generate the metadata to annotate automatically these new instances. In addition, the location in the ontology will allow better searches than those permitted by a mere syntactical annotation. As well it is possible to extend/refine the ontology to adapt the search mechanisms to each community necessities.

In section 2 of this paper, the ontology that has been created and will serve as a baseline to generate a semantic portal for collaborative learning communities will be presented, using the technology of Protégé. The portal provides access to a series of services to knowledge communities, including the possibility to define and carry out projects inspired from a repertoire of scenes called DexT (digital experimentation tools), which include access to possible experiments with real or virtual instruments available in various scientific areas such as: Astronomy, with the use of a telescope, Seismology, with access to on line measuring equipment, Organic Chemistry, with basic laboratory equipment, Biodiversity, with the use and control of a greenhouse, etc... At the same time, the portal provides tools that help define the structure and the development of the project, one of them being the Active Document (AD). In this case, the view of the ontology presented covers the theoretical frame of reference where the AD is based, the Activity Theory (AT) [5], which identifies the human and mediational units that define a group activity and captures aspects of its socio-cultural relationships in terms of object, rules and division of labour.

A basic feature to carry out the activities is having a common repository, a group memory which can inter-operate with the modelling, collaboration and communication tools, and which also provides mechanisms to allow the community to easily inspect/search the artefacts they have generated and stored. Therefore, we have defined a Repository accessible through the portal that sustains the work processes in the knowledge communities and that serves as a collective memory for the co-

---

1 Portal for the project COLDEX: Collaborative Learning and Distributed Experimentation, IST-2001-32327.
2 http://protege.stanford.edu/
constructed knowledge and the activities carried out. This repository supports a contextual search adapted to the necessities of each community. The portal then sustains a distributed knowledge-based repository we call **Learning Object Repository** (LOR), which we describe in section 3. This approach will allow us to offer a package with richer functionalities for the use of the system. Starting from basic functionalities, so described in the ontology, it will be possible to combine and obtain new ones that were not anticipated and which adapt to the necessities of each user and learning scenario. Finally, in the conclusions section, we offer a summary of the work carried out and an outline of future action.

2 Description of the Ontology to Structure the Knowledge Communities Portal

The conceptual model for the knowledge communities portal has been expressed through an ontology (shown, in part, in figure 1) and it contemplates a variety of possibilities to define the organization of learning groups, the structure of the activities and the collaboration when developing a project. Specifically, there is a complete collaborative knowledge design model included in the ontology, based on the AT, materialized in the Active Document, further described in section 2.1.

Protégé (protege.stanford.edu) is a well-known environment, which allows creating and maintaining ontologies. It has a number of advantages, which make it appro-
appropriate for our modelling task. It is “open-source” and it is contributed by a large and growing community, which is actively involved in its evolution by providing modules (plug-ins) for a number of useful new features. Thus, for instance, it supports a wide variety of formats, such as OWL or RDF(S). Furthermore, it offers first-order logic languages, which permit, both through a GUI and programmatically, making semantic queries for retrieving information stored in or inferable from the ontology. We have used PROTEGE to build the ontology underlying the current portal prototype.

From a conceptual point of view, we can define the portal as a service and activity centre for knowledge communities. A knowledge community is made up of members, which are people who are registered in the system (they have access to the system). A community can carry out projects. The participants in a project are members of the community with the password that allows them wider access.

A project is set up in the framework of one of the DeXTs that the portal offers. A DeXT, as previously mentioned, has a thematic field and it suggests a group of ideas/challenges to explore experimentally. A DEXT can also include ideas for projects based on a diversity of collaboration models, scripts for accessing remote data gathering instruments, descriptions of various modelling or simulation tools that are useful for the development of the project, designs for experiments with a specific instrument, etc. and kits to physically build artefacts (for instance Lego Mindstorms to build robots). A knowledge community can select or raise a challenge and tackle it through a project.

A project will be organized with a “model of organization” where phases will be defined, and in each “phase” a series of collaborative activities will be carried out: observation, modelling, analysis, phenomenon interpretation, among others. In the project, a series of resources can be used: assets such as experimental data, tutorials, and tools (software tools, remote or local instruments..) and a series of results/objects will be produced. An activity can be characterized by a group of attributes: type of collaboration, place where it is produced (local or remote), structure (open, predefined, ...), as well as possible participant roles. The portal offers workspaces for every project, workareas characterized by a type of accessibility, and an organization for the objects to be stored. Conceptually, a work area is a repository resource with a catalogue, which allows the system itself to annotate some of the metadata describing the results that the users store there, keeping in mind the context of the project where they are produced. Also, by defining the area of storage, conceptually, as an element of the ontology, each project can re-use, extend, or create a conceptual scheme that reflects its annotation, indexing, and search needs.

On the other hand, a knowledge community can publish (part of) its results to share with other communities through the portal’s Learning Object Repository (LOR), which is, again, conceptualised as an ontology.

2.1 The Theory of the Activity as a Base for the Design of Collaborative Activities

The AT serves as a framework to represent the activities of groups of people where the technology plays a mediating role. Within this theory, an analysis model has been
developed to identify and represent the human and artificial elements related to a group activity, capturing socio-cultural relations in the environment that are relevant to the situation in which they are produced. In the AT, the basic unit is the “activity” for which the following are defined: the involved “community” and the “social norms” which control their function, “the division of labour” that is followed to perform an activity, the mediation tools (physical and mental) which are provided for the action and interaction, “the subject” that carries out the activity, and the object of the activity.

The AT has been used, mostly in the Nordic countries, for the manual analysis and evaluation of the educational practice; however, using it to generate CSCL systems has not been widely explored. We know two proposals, which came about at the same time, where the AT inspires the conception of a CSCL system, as described in [1], from a CSCW perspective, and the AD, whose architecture is detailed in [7]. The AD defines (1) a formal notation based in the AT to produce design specifications of collaborative activities and (2) a system to process the specification of an activity and automatically generate a computer system in order to be able to carry it out.

A learning community can define a project through the authoring tools of the AD, which processes the specification and configures a client that includes complete functionality for the development of the defined project. If the AD is chosen, the project can also be organized in phases, each of which represents a certain quantity of activities that involve one community. In this case, each activity is defined in the terms of the AT, so an activity can be divided into tasks, as shown in the right part of the window in figure 1, and participation norms can be defined. Some of these norms are formally expressed through the explicit definition of roles. The community participants carry out a task in which they can play various roles, such as student, teacher, or expert, among others. The community can be organized into small groups and each group can carry out different tasks in one project. In the case of the AD system for the definition of each task, different roles as well as the assigned mediation tools can be specified. These tools are expressed in the specification of the activity as resource references of the LOR that are applied for that specific problem which is being solved. In the case of using the AD, the project workspace is not only a storage area but it also includes a toolbar. Figure 2 shows a snapshot of the portal interface for a registered user of a community; on the left part the menu and on the central part the personalized view of the available workspaces for that user. The open folder shows the tools available and the objects already created.

3 The LOR as a Subsystem

The characterization of learning objects, as well as the metadata to describe them is a topic of growing interest in the different international forum of standardization. In our proposal, we have kept in mind the given aspects necessary in order to import/export objects with other systems. However, the content of our repertoire is much richer, so the notion of “learning object” is extended to include other elements, in particular
specifications of collaborative activities. For example, IMS\(^3\) is starting to consider them within the “learning design” interest group \([4]\). For us, the idea of learning objects repository includes all available resources for the communities: (1) data in different formats (images captured by a telescope, laboratory photos, spectrums, series of measurements, and also hypotheses presented in an experiment, elaborated data such as annotated model results, questionnaires, reports from projects already carried out, etc.), which would enter in the type of “asset”, or “aggregate” when it has a structure, (2) tools and (3) design specifications of learning activities (“template”). The definition of the objects/resources, and the resources themselves are, thus, stored in a complex external independent structure, the LOR. The use of this type of storage pattern allows the distributed re-utilization of the resources and their explicit definition.

\(^3\) IMS Global Learning Consortium  http://www.imsglobal.org/
Therefore, from an operative point of view, the LOR can be seen from three perspectives: (i) as a resource provider, (ii) as a means of active storage for a community in the carrying out of a project, and (iii) as a library of collaborative learning scenario patterns to generate a CSCL environment.

i. The LOR as a resource provider.

An approximation of the LOR is to see it as a library capable to manage resources, the learning objects; here, we are interested in the possibilities of reference, access, or distribution of the objects. The LOR bases its function on ontologies, which allows it to amplify the possibilities and to improve the search, the retrieval, and the possibility of querying with respect to using an unstructured vocabulary and a group of metadata to describe the objects. The LOR facilitates the use of the semantic value added by these ontologies. In particular, these resources in the AD are the ones that can be referred and instantiated to solve tasks associated to the activities.

ii. The LOR as a dynamic storage system for the learning process.

The LOR is also a dynamic means persistence mechanism where the results generated as part of the activities that are being carried out are saved and can be used as new resources for the following activities. This perspective amplifies the degree of collaboration since it provides a common mechanism to share previously generated data in a flexible and re-usable manner. In figure 3, it can be seen an aspect of the interface where the operation to add an object to the LOR has been selected and, in this case, all the values of the descriptors have been chosen automatically by the system either taken or inferred from the context of the creation of an object, an “asset”, which is stored along with the standard metadata for this type of object, as well as those belonging to the definition and context of the creation relative to the theme, learning objective, project, phase, activity, task, tool, etc.

iii. The LOR as a means of storage for specifications of general collaborative activities.

The functionality of the LOR allows the use of collaborative activity models that can be instanced with the adequate content to automatically obtain the learning scenarios adapted to a concrete domain. The ontologies and the possibility to annotate objects simplify the job of the author to define the learning environment for a specific context. This is the vision of the LOR obtained when working from the authoring tools of the AD system.

The LOR has a person/computer interface, which can be used from the portal. The basic group of LOR functions (such as adding, comparing, searching, exporting, exploring, or refining, among others) is represented in a taxonomy of functions. This offers new and improved possibilities of choice through an interface that applies the stored knowledge in this structure to adapt the response to the concrete needs of a specific community at any given time. In this way, the interface can adapt dynamically to the changing circumstances of the use of the system by different communities and in different learning activities. The LOR is especially inter-operational with other tools/devices, not only with the AD or the authoring tools of the AD, but also as we
have explained with the workspace (importing and exporting is possible), and other collaborative tools.

4 Conclusions

In this article we have presented the design of an ontology to generate a first prototype for a semantic portal that will serve collaborative learning communities. This portal interacts with a repository of learning objects, which, in addition to being a resource provider for other systems, is also a means of storage for virtual communities and a library to generate collaborative learning environments. Concretely, in
relation to this last point, the Active Document system has been embedded as a component. The AD is a system that processes the specification of a complex learning activity and it automatically generates a computer system that allows a group to carry it out.

The portal is in an initial design phase and is currently still in the process of formative evaluation with communities that will interact at a distance with the portal and the different systems/tools. This will allow us to refine the ontologies that are presented and consider more functions for the learning objects repository. These participatory design cycles will allow us to contrast the validity of the proposals that sustain this study as well as the establishment of the approximation followed.

Finally, with respect to the ontologies’ development, it is worth to mention that we started using KAON (8) in a first step. At this point, we are using Protégé for this task mainly for such features, as robustness, scalability and the possibility of first-order and access logic querying, which makes it easier to concentrate on the conceptual aspects of the ontology creation and maintaining.
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Abstract. A contribution to the understanding module in a spoken dialogue system is presented in this work. The task consists of answering telephone queries about timetables, prices and services for long distance trains in Spanish. In this system the representation of the meaning of an utterance is accomplished by means of frames, which represent the type of information of the user turn, and cases, which provide the information given in the sentence. The input of the understanding module is the output of the speech recognizer and its output is used by the dialogue manager.

We focus on the classification process of the dialogue user turn with respect to the second level, i.e., the identification of the type or types of frames given in the utterance and on the effect of the spontaneous speech recognition errors in the classification accuracy. As classifiers for the user turns we employ multilayer perceptrons, in order to use specific understanding models for each type of frame.

1 Introduction

Dialogue systems are one of the outstanding goals of language technology. In this kind of systems, one of the main concerns is the understanding of the user turns, in contrast to speech recognition systems, where the goal is the correct transcription of the user utterances. This allows us to ignore some words, focusing our attention on those which provide us with useful information for extracting the meaning of the utterance.

In this paper we present a contribution to the understanding module of the BASURDE [1] dialogue system. The task consists of answering telephone queries about timetables, prices and services for long distance trains in Spanish. In this system the representation of the meaning of an utterance is accomplished by means of frames, which represent the type of information of the user turn, and cases, which provide the information given in the sentence. The input of the

* Thanks to the Spanish CICYT agency under contracts TIC2003-07158-C04-03 and TIC2002-04103-C03-03 for funding.
understanding module is the output of the speech recognizer and its output is then used by the dialogue manager. We have tried several stochastic based approaches to the understanding module [2–5]. Recently, other approaches to specific understanding modules have been presented [6].

In this work we focus on the classification process of the dialogue user turn with respect to the second level, i.e., the identification of the type or types of frames given in the utterance and on the effect of the spontaneous speech recognition errors in the classification accuracy. Due to the multiple error sources in a dialogue system (recognition errors, unexpected answers, etc.) it is convenient to have a reliable method for detecting which type of frame has been uttered. Once the dialogue act has been determined, the posterior extraction of the attributes and values of the utterance is simplified, as we work in a restricted analysis domain. A connectionist approach to the classification problem is studied in this paper. Our previous work on this topic can be found in [7–9].

2 The Dialogue Structure

One of the most frequent ways to represent the dialogue structure is by using dialogue acts [10, 11], which represent the successive states of the dialogue. The labels must be specific enough to account for the different intentions of each of the turns, but general enough in order to easily adapt them to different tasks. In this work we begin with a corpus of 215 dialogues acquired using the Wizard of Oz technique, with 1 440 user turns. The reduced size of this corpus poses a problem for the correct estimation of the model parameters. With this set of dialogues we defined three levels for labeling [12]:

Dialogue Acts: This first level is task-independent and represents the general intention of the user turn. It comprises the following labels: Opening, Closing, Undefined, Not_Understood, Waiting, Consult, Acceptance, Rejection, Question, Confirmation, Answer.

Frames: The second level is task-specific and represents the kind of message provided by the user, the so called frame. In our case we defined 15 labels which, together with their relative frequencies, are shown in Table 1.

Cases: The third level takes into account the values given in the utterances, like city names, dates, etc.

The labeling of the corpus was carried out using a semiautomatic process: some dialogues were manually labeled and used to train some preliminary models, which in turn were used to label the rest of the corpus. The final result was manually reviewed. An example of the three level labeling is shown in Figure 1. One important feature of this labeling scheme is that one dialogue turn can have more than one label associated with it (see the second example of Figure 1), which allows a better specification of the meaning, but it also makes the posterior classification and segmentation tasks harder.
Table 1. The 15 frame classes and their relative frequencies

<table>
<thead>
<tr>
<th>Frame Class</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affirmation</td>
<td>26.75</td>
</tr>
<tr>
<td>Departure time</td>
<td>18.27</td>
</tr>
<tr>
<td>New data</td>
<td>13.16</td>
</tr>
<tr>
<td>Price</td>
<td>12.29</td>
</tr>
<tr>
<td>Closing</td>
<td>10.07</td>
</tr>
<tr>
<td>Return departure time</td>
<td>5.30</td>
</tr>
<tr>
<td>Rejection</td>
<td>4.34</td>
</tr>
<tr>
<td>Arrival time</td>
<td>3.57</td>
</tr>
<tr>
<td>Train type</td>
<td>3.37</td>
</tr>
<tr>
<td>Confirmation</td>
<td>1.73</td>
</tr>
<tr>
<td>Not understood</td>
<td>0.63</td>
</tr>
<tr>
<td>Trip length</td>
<td>0.24</td>
</tr>
<tr>
<td>Return price</td>
<td>0.19</td>
</tr>
<tr>
<td>Return train type</td>
<td>0.05</td>
</tr>
<tr>
<td>Return departure time</td>
<td>0.05</td>
</tr>
</tbody>
</table>

3 Lexicon and Codification of the User Turns

In the problem we are dealing with, the morphological variance of the words is not important because it does not give any additional information for the classification task. This allows us to define a set of categories and lemmas, in order to reduce the size of the vocabulary. We have defined the following categories:

1. General categories, like city names, week days, ordinal and cardinal numbers...
2. Task-specific categories, like train type or ticket type.
3. Lemmas: verbs in infinitive form, singular nouns and without article.

It is worth noting that some words that normally are considered “stopwords” and can be deleted in a great number of tasks, in our case they play a very important role. One clear example of this kind of words are the prepositions, that are the key to distinguish between the origin and the destination of a train. Using these prepositions we performed an additional step, splitting the general category “city_name” into the two categories “from_city_name” and “to_city_name”.

After this preprocessing we reduced the size of the vocabulary from 616 to 265 words. Lastly we deleted those words with a frequency below a fixed threshold $f_p$ (but without deleting the user turns they appear in) given that, due to their low frequency, they do not provide significant information for the discrimination of the classes. In the same way, we only considered those turns labeled with frame classes whose frequency is above the value $f_c$, because we do not have enough training samples available for a correct estimation of the parameters of these less frequent classes. In our case we fixed $f_p$ and $f_c$ both to a value of 5 (absolute frequency), which reduces the size of the corpus to 1339 user turns, comprising a final vocabulary of 120 words and the first 10 classes of Table 1.
Once the vocabulary has been fixed, the codification of each input utterance is a 120 bit vector, each bit indicating the presence or absence of a word of the vocabulary in the utterance. This coding scheme neglects the information that can be obtained taking the sequentiality of the utterance into account, but we consider that this information is not fundamental in our classification problem. This codification is a natural approach to the input format of the connectionist classifier. An example of the result of the preprocess and codification of the user turn is shown in Figure 2.

### 4 Multiclass Classification Using Neural Networks

We have used multilayer perceptrons (MLPs) to classify the user turns, for being one of the most widely used artificial neural networks for classification tasks. In our case the input layer gets the user turn coded as a bit vector, as explained above, and the number of output units is defined as the number of class labels of the classification task. Each unit in the (first) hidden layer defines an hyperplane in the representation space. Those hyperplanes will form the decision boundaries of the different classes. Using sigmoid activation functions, the MLPs can smooth these boundaries, adapting them to classification tasks [13]. The activation level of an output unit can be interpreted as an approximation of the a posteriori probability of the input sample belonging to the corresponding class [14].

In this way, if we face an uniclass classification problem, i.e. if the input set is formed by samples of the form

\[
\{(x_n, c_n)\}_{n=1}^{N}, \quad c_n \in \mathcal{C},
\]
where $\mathcal{C} = \{ c^1, c^2, \ldots, c^{|\mathcal{C}|} \}$ is the set of $|\mathcal{C}|$ class labels, the classification rule will assign the sample $x$ to the class $k^*(x)$ with the biggest a posteriori probability, which can be estimated using an MLP:

$$k^*(x) = \arg \max_{k \in \mathcal{C}} \Pr(k|x) \approx \arg \max_{k \in \mathcal{C}} g_k(x, \omega),$$  \hspace{1cm} (2)$$

where $g_k(x, \omega)$ is the value of the $k$th output of the MLP given the input sample $x$ and the set $\omega$ of parameters of the MLP.

In our task, however, we face a multiclass classification problem, where an utterance can have more than one dialogue act associated with it\textsuperscript{1}. That is, the training set is constituted by samples which are pairs of the form

$$\{(x_n, C_n)\}_{n=1}^{N}, \quad C_n \subseteq \mathcal{C}. \hspace{1cm} (3)$$

\textsuperscript{1} In related dialogue act classification works [11] a hand segmentation of the user turns was needed in order to obtain units corresponding to one unique frame class. With this previous segmentation a $n$-gram based classifier was used.
Original sentence: Quería saber los horarios del Euromed Barcelona–Valencia.

Translated sentence: I would like to know the timetables of the Euromed train from Barcelona to Valencia.

2nd level: Departure time

Output coding: 0 1 0 0 0 0 0 0 0 0 (1 out of 10 classes)

Original sentence: Hola, buenos días. Me gustaría saber el precio y los horarios que hay para un billete de tren de Barcelona a La Coruña el 22 de diciembre, por favor.

Translated sentence: Hello, good morning. I would like to know the price and timetables of a train from Barcelona to La Coruña for the 22nd of December, please.

2nd level: Price, Departure time

Output coding: 0 1 0 1 0 0 0 0 0 0 (2 out of 10 classes)

Fig. 3. Example of the coding of the frame type or types

Table 2. Partition of the dataset (80% for training and 20% for test) and type of the user turns (uniclass–UC and multiclass–MC)

<table>
<thead>
<tr>
<th>Data</th>
<th>Total</th>
<th>UC</th>
<th>MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>1071</td>
<td>692</td>
<td>379</td>
</tr>
<tr>
<td>Test</td>
<td>268</td>
<td>175</td>
<td>93</td>
</tr>
</tbody>
</table>

In our classification task, the class set $C$ contains the 10 most frequent frame classes defined in Table 1. Our goal is to classify a user turn into one or more frame classes $K^*(x)$ whose posterior probabilities, estimated using multilayer perceptrons, are above a threshold:

$$K^*(x) = \{ k \in C | \Pr(k|x) \geq T \} \approx \{ k \in C | g_k(x, \omega) \geq T \}$$

(4)

where the threshold $T$ must also be estimated during the training process.

Under this approach, the classes are coded with a $|C|$-dimensional bit vector, where the desired output units for each training sample are fixed to 1 for the correct frame class or classes and to 0 for the rest. Figure 3 shows an example of the coding of the desired output.

5 Experiments

For the experimentation a random splitting of the 1339 user turns was carried out. A training set comprising about 80% of the data was formed, and the remaining 20% was used for testing. Table 2 shows the distribution of the data, along with the uniclass and multiclass frequency in each partition.

5.1 Training the MLPs

The training of the MLPs was carried out using the neural network simulation software kit “SNNS: Stuttgart Neural Network Simulator” [15]. In order to successfully use neural networks as classifiers several aspects have to be considered,
Table 3. MLP topologies and parameters

| Topology:          | One hidden layer: 2, 4, 8, 16, 32, 64  
|                   | Two hidden layers: 2–2, 4–2, 4–4, 8–2, ..., 64–64  
| Learning algorithm: | Backpropagation (with and without momentum term), Quickpropagation  
| Learning rate:     | 0.05, 0.1, 0.2, 0.3, 0.4, 0.5  
| Momentum:          | 0.1, 0.2, 0.3, 0.4, 0.5  
| Maximum increment: | 1.75, 2  

Table 4. Error rate of the speech recognition system

<table>
<thead>
<tr>
<th>Data</th>
<th>Without processing</th>
<th>Processed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WER</td>
<td>Sentence</td>
</tr>
<tr>
<td>Training</td>
<td>18.71</td>
<td>55.56</td>
</tr>
<tr>
<td>Test</td>
<td>20.65</td>
<td>58.96</td>
</tr>
</tbody>
</table>

such as the network topology, the training algorithm and the selection of its parameters [13–15]. We carried out experiments with different network topologies, with an increasing number of units: one hidden layer with 2 units, two hidden layers with 2 units each, two hidden layers of 4 and 2 units, one hidden layer of 4 units, etc. Different learning algorithms were also used: the incremental version of the backpropagation algorithm, with and without momentum term, and the quickpropagation algorithm, studying at the same time the influence of their parameters like learning rate and momentum term. In the training process a random presentation of the samples was used. In each case a stop criterion based on a validation set was used, where a randomly chosen subset of approximately 20% of the training samples was used in order to stop the learning process and select the best configuration.

In the training phase we first tested the influence of the MLP topology. Different MLPs were trained with an increasing number of units, using the standard backpropagation algorithm, with a sigmoid activation function and learning rate equal to 0.2, selecting the best topology based on the mean squared error on the validation set.

Once the topology was fixed, we continued our experimentation training MLPs of this topology with the above mentioned algorithms, with different combinations of learning rate and momentum, and with different values of maximum increment for the quickpropagation algorithm (see Table 3).

5.2 Performance of the Speech Recognizer

Table 4 shows the results obtained using our speech recognizer based on semicontinuous Hidden Markov Models. First, the correct transcription and the output of the recognizer are compared using the word error rate (WER) measure, and the percentage of bad recognized sentences is also given.
Table 5. Classification error rate of the user turns

<table>
<thead>
<tr>
<th>Training</th>
<th>Test</th>
<th>Voice</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Text</td>
<td>UC</td>
</tr>
<tr>
<td>Text</td>
<td>11.19</td>
<td>7.43</td>
</tr>
<tr>
<td>Text+Voice</td>
<td>27.24</td>
<td>17.71</td>
</tr>
<tr>
<td>Voice</td>
<td>25.00</td>
<td>16.57</td>
</tr>
</tbody>
</table>

Secondly, the results of the same measures is given after the categorization and lemmatization explained in Section 3. The results are shown for both the training and the test partitions.

5.3 Text and Voice Experiments

A common practice in understanding and voice recognition systems is to train the models with correct data (i.e., the correct transcription of the user utterances) and to test with the transcription of a speech recognizer. Connectionist classifiers, as most classifiers do, try to minimize the error of the training data and therefore a tacit assumption is made, namely that both training and test data are generated using the same model. This is not consistent with the above described approach. Therefore we have carried out a series of experiments in order to study the influence of training with text or voice data.

Learning with Text Data. In a first phase and in order to test if the classifier can be successfully used in this task we trained an MLP (with the above described methodology) with text data. The best result on the validation set was obtained with an MLP of two hidden layers of 32 units each and training with the backpropagation algorithm with momentum term, using a learning rate equal to 0.3 and a momentum term of 0.5. In order to determine the classification threshold, the validation data was classified using values of the threshold between 0.1 and 0.9. The best classification rate was obtained using a threshold value of 0.5 (see Figure 4).

Using this MLP and the threshold equal to 0.5 we achieved an error rate\(^2\) of 11.19% on the correctly transcribed test set. If we test this MLP (trained with text data) on the output of the speech recognizer the error rate grows up to 48.13%. All the results are shown in Table 5.

Learning with Text and Voice Data. In a second phase, starting with the above trained MLP, we retrained the classifier on the same training set, but using the data of the speech recognizer both as the training data and as the

\(^2\) In all the experiments, we considered a missclassification of the sample as an error. That is, in the case of the multiclass user turns we require that all the corresponding class labels are detected.
validation data for the stop criterion. With this retrained MLP an analogous process as before was carried out in order to estimate the threshold, which was fixed to a value of 0.7. The classification results, both for text and voice data, are shown in Table 5. These results show a degradation of the performance on the text data (as expected) and only a non-significant improvement on the voice data.

**Learning with Voice Data.** Lastly, the MLPs were trained using the “real” data, i.e. directly using the data recognized by the speech recognizer system. The best topology was an MLP with two hidden layers of 16 units each. The best results were obtained using a learning rate equal to 0.2, and the best threshold value was 0.4. The results are shown in Table 5. A small improvement on the voice data is achieved, but not quite significant, perhaps due to a excessively high error rate of the speech recognizer (nearly 20% word error rate after processing the output).

### 6 Conclusions

The classification error rates of the user turns (Table 5) show a great degradation of performance when voice data is used. This is mostly due to the poor results of the speech recognition system (see error rate in Table 4). Nevertheless, we have empirically shown that it is convenient to use the “real” data in the training phase in order for the classifier (a MLP in our case) to be able to generalize the typical errors of the recognizer.

On the other hand, it is shown that the classification task is more difficult for multiclass user turns than for the uniclass ones. We have also tried to train and test only with the uniclass data and the results were significantly better.
Another evident conclusion of these results is that we need a two-level classification: when the confidence of the classification is high, the classification is taken as correct and the user turn will be precessed with one or more specific understanding models. If this is not the case, i.e. if the confidence of the classification is low, the turn will be rejected and a general understanding module will be used. Therefore, the estimation of the classification threshold should minimize the number of classifications errors (as we have done now) and also minimize the number of false classifications.

Lastly, we are working on the improvement of the automatic speech recognizer and the acquisition of new samples, that is, the dialogue corpus will be extended, so we will be able to repeat the experiments with a higher amount of data.
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Abstract. Nowadays many real problems can be modeled as Constraint Satisfaction Problems (CSPs). In many situations, it is desirable to be able to state both hard constraints and soft constraints. Hard constraints must hold while soft constraints may be violated but as many as possible should be satisfied. Although the problem constraints can be divided into two groups, the order in which these constraints are studied can improve efficiency, particularly in problems with non-binary constraints. In this paper, we carry out a classification of hard and soft constraints in order to study the tightest hard constraints first and to obtain ever better solutions. In this way, inconsistencies can be found earlier and the number of constraint checks can be significantly reduced.

1 Introduction

Many problems arising in a variety of domains such as planning, scheduling, diagnosis, decision support, scheduling and design can be efficiently modeled as Constraint Satisfaction Problems (CSPs) and solved using constraint programming techniques. Some of these problems can be modeled naturally using non-binary (or n-ary) constraints. Although, researchers have traditionally focused on binary constraints \cite{9}, the need to address issues regarding non-binary constraints has recently started to be widely recognized in the constraint satisfaction literature.

One approach to solving CSPs is to use a depth-first backtrack search algorithm \cite{3}. General methods for solving CSPs include Generate and test \cite{7} and Backtracking \cite{6} algorithms. Many works have been carried out to improve the Backtracking method. One way of increasing the efficiency of Backtracking includes the use of search order for variables and values. Some heuristics based on variable ordering and value ordering \cite{5} have been developed, because of the additivity of the variables and values. Constraints are also considered to be additive, that is, the order of imposition of constraints does not matter; all that matters is that the conjunction of constraints be satisfied \cite{1}.

\footnote{This work has been supported by the grant DPI2001-2094-C03-03 from the Spanish Government.}
In spite of the additivity of constraints, only a few works have been done on binary constraint ordering mainly for arc-consistency algorithms [10], [4], but little work has been done on non-binary constraint ordering (for instance in disjunctive constraints [8]), and only some heuristic techniques classify the non-binary constraints by means of the arity. However, less arity does not imply a tighter constraint. Moreover, when all non-binary constraints have the same arity, or these constraints are classified as hard and soft constraints, these techniques are not useful.

In this paper, we propose a heuristic technique called Hard and Soft Constraint Ordering Heuristic (HASCOH) that classifies the non-binary constraints, independently of the arity so that hard constraints are studied before soft constraints and then the tightest constraints are studied before the loosest constraints. This is based on the first-fail principle, which can be explained as

“To succeed, try first where you are more likely to fail”

HASCOH manages CSPs in a distributed way so that each agent is committed to a set of constraints. The hard constraints that are more likely to fail are studied first using a search algorithm. In this way, inconsistent tuples can be found earlier so that backtracking are avoided. Without loss of generality, we do not consider preferences in soft constraints, that is, all soft constraints are equally important. Thus, soft constraints are studied after the hard constraints in order to satisfy as many soft constraints as possible. This model allows agents to run concurrently to achieve partial solutions for any-time complete solutions.

2 Preliminaries

CSP: A constraint satisfaction problem (CSP) consists of a set of variables \( X = \{x_1, x_2, ..., x_n\} \); a set of finite domains \( D = \{D_1, D_2, ..., D_n\} \), where each variable \( x_i \in X \) has a set \( D_i \) of possible values; and a finite collection of constraints restricting the values that the variables can simultaneously take. We will classify these constraints as hard and soft constraints: hard constraints must hold while soft constraints may be violated, but should be satisfied as much as possible.

State: one possible assignment of all variables; the number of states is equal to the Cartesian product of the domain size.

Partition: A partition of a set \( C \) is a set of disjoint subsets of \( C \) whose union is \( C \). The subsets are called partition blocks.

Distributed CSP: A distributed CSP is a CSP in which the variables and constraints are distributed among automated agents [11]. Each agent has several variables and attempts to determine their values. However, there are interagent constraints and the value assignment must satisfy these interagent constraints.

Objective in a CSP: A solution to a CSP is an assignment of values to all the variables so that at least all the hard constraints are satisfied. Typical tasks of interest are to determine whether a solution exists, to find one or all solutions and to find an optimal or a good solution relative to a preference criterion.
3 Constraint Ordering: An Any-Time Proposal

Our main objective is to classify the problem constraints in an appropriate order depending on the desired goals. One way to manage the problem constraints is by means of the natural order in which they are inserted into the problem. However, when managing hard and soft constraints there is a natural and reasonable order where the hard constraints are managed first and the soft constraints are managed later. This natural constraint ordering is presented in Figure 1. Each hard and soft constraint satisfies a portion of the search space, but no ordering is carried out to avoid constraint checking.

![Natural ordering of hard and soft constraints](image1)

Fig. 1. Natural ordering of hard and soft constraints

In many real problems, the main objective is to obtain a solution that satisfies hard constraints, as soon as possible, and as many soft constraints as possible. In this case, an any-time proposal may be appropriate. A feasible solution may be improved at any time by another solution that satisfies more soft constraints. Thus, both hard and soft constraints are classified from the tightest ones to the loosest ones. This constraint ordering is presented in Figure 2.

![Constraint ordering in the any-time proposal](image2)

Fig. 2. Constraint ordering in the any-time proposal

The search space of the correctly ordered hard and soft constraints has a behavior which is similar to the behavior of the left tails of normal curves,
in which the height of each curve is bounded by the entire search space. The height of the tail of the hard constraints represents the valid search space for the problem. This restricted search space is the only valid search space for finding problem solutions and the rest of the search space can be removed.

Furthermore, the height of the tail of the soft constraints may be zero, because soft constraints are generally over-constrained. However, these constraints are dispensable and the objective is to satisfy as many soft constraints as possible. These soft constraints are classified from the tightest one to the loosest one. Thus, the first solution generated by the study of hard constraints is checked with all soft constraints and this solution is labeled with the number of satisfied soft constraints. Due to the any-time behavior, the following solution satisfying all hard constraints is checked with the soft constraints from the tightest one to the loosest one, and this constraint checking is aborted when its label cannot be greater than the label of the first solution. Thus, at any time, the best solution is maintained with its label, and a future solution is checked with soft constraints while its label may reach the label of the current best solution.

Here, we will focus on this any-time behavior in which, depending on the user requirements, the solutions can be improved in order to satisfy more soft constraints. Thus our main objective is to classify both hard and soft non-binary constraints in the appropriate order to be solved by some of the current techniques that manage non-binary constraints in a natural way [2].

4 Our Distributed Model: HASCOH

Agent-based computation has been studied for several years in the field of artificial intelligence and has been widely used in other branches of computer science. HASCOH is meant to be a framework for interacting agents to achieve a consistent state. The main idea of our multi-agent model is based on carrying out a partition of the hard constraints, in \( k \) groups called blocks of constraints, so that the tightest constraints are grouped and studied first by autonomous agents.

To this end, a preprocessing agent carries out a partition of the hard constraints, similar to a sample in finite population, in order to classify both hard and soft constraints from the tightest hard constraints to the loosest soft constraints. Then, a group of agents called hard block agents concurrently manages each block of hard constraints, generated by the preprocessing agent. Also, an agent called soft agent manages all soft constraints. Each hard block agent is in charge of solving its partial problem by means of a search algorithm. Thus, a problem solution is incrementally generated from the first hard block agent to the last hard block agent. Without loss of generality we consider all variables are involved in the hard constraints. Afterwards, the soft agent is committed to checking the solutions obtained by the hard block agents. Therefore, as an any-time proposal, and depending on the time available, these solutions may be improved by means of the concurrent search in order to find a solution that satisfies as many constraints as possible.

Figure 3 shows the multi-agent model, in which consistent partial states \( (s_{ij}) \) are concurrently generated by each hard block agent and sent to the following
hard block agent until a consistent state is found (by the last hard block agent).
For example, state: \( s_{11} + s_{21} + \ldots + s_{k1} \) is a problem solution. Then, the soft agent checks this solution, and it is labeled with the number of satisfied soft constraints. We must take into account that a solution is incrementally generated, however partial solutions are concurrently generated due to many partial solutions will not take part in a solution.

4.1 Preprocessing Agent

The preprocessing agent classifies the constraints in the appropriate order by means of a sample from a finite population in statistics where there is a population, and a sample is chosen to represent this population. In our context, the population is composed by the states generated by means of the Cartesian Product of variable domain bounds and the sample is composed by \( s(n) \) random and well distributed states (\( s \) is a polynomial function) in order to represent the entire population. As in statistic, the user selects the size of the sample (\( s(n) \)). The preprocessing agent studies how many states \( st_i : st_i \leq s(n) \) satisfy each constraint \( c_i \). Thus, each constraint \( c_i \) is labeled with \( p_i : c_i(p_i) \), where \( p_i = st_i/s(n) \) represents the probability that \( c_i \) satisfies the whole problem. Therefore, the computational complexity is \( |c|s(n) \). Thus, the preprocessing agent classifies the hard constraints in ascending order of the labels \( p_i \) and the soft constraints in descending order of the labels \( p_i \). The behavior of a preprocessing agent is shown in Figure 4. It can be observed that a sample of states is selected from the spanning tree. Each state is checked with the constraints and the evaluation value \( T_{si} \) may be stored to be used by local search algorithms. Furthermore, each constraint \( c_i \) is labeled in order to be classified. Thus, as we pointed in Figure 3,
these ordered constraints are partitioned in \( k \) blocks (geometrically distributed) to divide the problem in \( k \) interdependent subproblems. Each subproblem will be solved by an agent, called block agent.

### 4.2 Hard Block Agent

A block agent is a cooperating agent with a set of properties. We make the following assumptions (Figure 4(right)):

- There is a partition of the set of hard constraints \( C = \bigcup_{i=1}^{k} C_i \) generated by the preprocessing agent, and each hard block agent \( a_j \) has a block of constraints \( C_j \).
- Each hard block agent \( a_j \) knows a set of variables, \( V_j \), which are involved in its block of constraints \( C_j \). These variables fall into different sets: used variables set \( (\overline{V}_j) \) and new variables set \( (v_j) \), that is: \( V_j = \overline{V}_j \cup v_j \).
- The domain \( D_i \) corresponding to variable \( x_i \) is maintained in the first hard block agent \( a_1 \) in which \( x_i \) is involved, (i.e.), \( x_i \in v_1 \).
- Each hard block agent \( a_j \) assigns values (by a search algorithm) to variables that have not yet been assigned, that is, \( a_j \) assigns values to variables \( x_i \in v_j \), because variables \( x_k \in \overline{V}_j \) have already been assigned by previous agents \( a_1, a_2, ..., a_{j-1} \).
- Each hard block agent \( a_j \) knows the consistent partial states generated by the previous agents \( a_1, a_2, ..., a_{j-1} \). Thus, agent \( a_j \) knows assignments of variables included in sets: \( \overline{V}_1, \overline{V}_2, ..., \overline{V}_{j-1} \).

![Fig. 4. Behavior of preprocessing agent and hard block agent](image)

**Fig. 4.** Behavior of preprocessing agent and hard block agent

Hard block agents cooperate to achieve a consistent state. Hard block agent 1 tries to find a consistent state for its partial problem. When it has a consistent partial state, it communicates this partial state to hard block agent 2. Hard block agent 2 studies the second set of tightest hard constraints using the variable assignments generated by hard block agent 1. Meanwhile, agent 1 tries to find any other consistent partial state. So, each hard block agent \( j \) \((j \leq k)\), using the variable assignment of the previous hard block agents \( 1, 2, ..., j-1 \), tries to concurrently find a more complete assignment. A problem solution is obtained when the last hard block agent \( k \) finds a consistent state.
4.3 Soft Agent

Once hard block agents find a consistent state, this solution is sent to the soft agent. This agent is committed to checking solutions with soft constraints in order to return the best solution at any-time.

The first solution generated by the hard block agents is sent to the soft agent. The soft agent checks this solution with all soft constraints to evaluate the goodness of this solution. Thus, this solution is labeled with the number of satisfied soft constraints. The second solution generated by the hard block agents is also sent to the soft agent, and this solution is checked with soft constraints starting from the tightest ones. The constraint checking continues as long as the label of this solution may be greater than the label of the first solution. For instance, if there are ten soft constraints and the first solution satisfies seven soft constraints (its label is 7), the second solution will be checked with the soft constraints (from the tightest to the loosest). When this solution is not consistent with two soft constraints, the soft constraint checking is aborted, because this solution will not satisfy more constraints than the first solution. Thus, any other solution will be checked with soft constraints as long as its label may reach the label of the current best solution.

Example: The 4-queens problem is a classical search problem in the artificial intelligence area. We have extended this problem to include soft constraints. The problem is to place four queens $z_1, z_2, z_3, z_4$ on a $4 \times 4$ chessboard so that no two queens can capture each other. Thus, hard constraints impose the condition that no two queens are allowed to be placed on the same row, the same column, or the same diagonal. We also add two soft constraints: queen 1 value must be less or equal than queen 2 value: $z_1 \leq z_3$ and the sum of queen 1 and queen 2 values must be less or equal than queen 3 value: $z_1 + z_2 \leq z_3$. This modified 4-queens problem is internally managed in Figure 5.

Figure 5 shows the behavior HASCOH. The preprocessing step checks how many partial states (from a given sample: 16 tuples $\{(1,1), (1,2), \cdots, (4,3), (4,4)\}$) satisfy each constraint and classifies them afterwards. It can be observed that some hard constraints are tightest than others. Constraints $c_1, c_4, c_6$ only satisfy 6 partial states, while constraints $c_2$ and $c_5$ satisfy 8 partial states and constraint $c_3$ satisfies 10 partial states. Furthermore, soft constraint 2 is tightest than soft constraint 1.

5 Evaluation of HASCOH

In this section, we compare the performance of our model HASCOH with two well-known and complete CSP solvers: Generate and Test (GT) and Backtracking (BT), because they are the most appropriate techniques for observing the number of constraint checks. This empirical evaluation was carried out with two different types of problems: benchmark problems and random problems.

Benchmark Problems: The n-queens problem is a classical search problem in the artificial intelligence area. The 4-queens problem was studied in the previous section.
\[ z_1, z_2, z_3, z_4 : 1.4 \]

Hard: \( c_1 : |z_1 - z_2| = 1 \), \( c_2 : |z_1 - z_3| = 2 \), \( c_3 : |z_1 - z_4| = 3 \), \( c_4 : |z_2 - z_3| = 1 \), \( c_5 : |z_2 - z_4| = 2 \), \( c_6 : |z_3 - z_4| = 1 \)

Soft: \( s_1: z_1 \leq z_2 \), \( s_2: z_1 + z_2 \leq z_3 \) \( \text{alldifferent}(z_i) \)

Possible Partial Tuples:

### Table 1

<table>
<thead>
<tr>
<th>queens</th>
<th>( \text{HASCOH+GT} ) Constraint Check Saving</th>
<th>( \text{HASCOH+BT} ) Constraint Check Saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>( 1.0 \times 10^1 )</td>
<td>( 2.4 \times 10^7 )</td>
</tr>
<tr>
<td>10</td>
<td>( 4.1 \times 10^{-11} )</td>
<td>( 3.9 \times 10^7 )</td>
</tr>
<tr>
<td>20</td>
<td>( 1.9 \times 10^{-26} )</td>
<td>( 3.6 \times 10^8 )</td>
</tr>
<tr>
<td>50</td>
<td>( 2.4 \times 10^{-70} )</td>
<td>( 3.6 \times 10^{52} )</td>
</tr>
<tr>
<td>100</td>
<td>( 2.1 \times 10^{-143} )</td>
<td>( 2.1 \times 10^{76} )</td>
</tr>
<tr>
<td>150</td>
<td>( 5.2 \times 10^{219} )</td>
<td>( 3.7 \times 10^{61} )</td>
</tr>
<tr>
<td>200</td>
<td>( 9.4 \times 10^{295} )</td>
<td>( 8.7 \times 10^{219} )</td>
</tr>
</tbody>
</table>

In Table 1, we present the amount of constraint check saving in the n-queens problem using GT with our model (HASCOH+GT) and BT with our model (HASCOH+BT). Here, our objective is to find all solutions. The results show that the amount of constraint check saving was significant in HASCOH+GT and Mod+BT due to the fact that our model classifies the constraints in the appropriate order, so that the tightest constraints were checked first, and inconsistent tuples were discarded earlier.
Random Problems: Benchmark sets are used to test algorithms for specific problems. However, in recent years, there has been a growing interest in the study of the relation among the parameters that define an instance of CSP in general (i.e., the number of variables, number of constraints, domain size, arity of constraints, etc). Therefore, the notion of randomly generated CSPs has been introduced to describe the classes of CSPs. These classes are then studied using empirical methods.

In our empirical evaluation, each set of random constraint satisfaction problems was defined by the 4-tuple $<n, c, s, d>$, where $n$ was the number of variables, $c$ the number of hard constraints, $s$ the number of soft constraints and $d$ the domain size. The problems were randomly generated by modifying these parameters. We considered all constraints as global constraints, that is, all constraints had maximum arity. Thus, Table 2 sets three of the parameters and varies the other one in order to evaluate the algorithm performance when this parameter increases. We evaluated 100 test cases for each type of problem and each value of the variable parameter.

Table 2. Number of constraint checks using Backtracking filtered with Arc-Consistency

<table>
<thead>
<tr>
<th>problems</th>
<th>BT-AC constraint checks</th>
<th>HASCOH+BT-AC constraint checks</th>
<th>BT-AC constraint checks</th>
<th>HASCOH+BT-AC constraint checks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;5, 5, 5, 10&gt;$</td>
<td>14226.5</td>
<td>2975.5</td>
<td>$&lt;3, 5, 5, 10&gt;$</td>
<td>156.3</td>
</tr>
<tr>
<td>$&lt;5, 10, 5, 10&gt;$</td>
<td>60250.3</td>
<td>5714.2</td>
<td>$&lt;3, 5, 5, 20&gt;$</td>
<td>260.4</td>
</tr>
<tr>
<td>$&lt;5, 20, 5, 10&gt;$</td>
<td>203542.2</td>
<td>12548.5</td>
<td>$&lt;3, 5, 5, 30&gt;$</td>
<td>424.3</td>
</tr>
<tr>
<td>$&lt;5, 30, 5, 10&gt;$</td>
<td>325487.4</td>
<td>17845.7</td>
<td>$&lt;3, 5, 5, 50&gt;$</td>
<td>970.5</td>
</tr>
<tr>
<td>$&lt;5, 50, 5, 10&gt;$</td>
<td>513256.7</td>
<td>24875.5</td>
<td>$&lt;3, 5, 5, 70&gt;$</td>
<td>2104.8</td>
</tr>
<tr>
<td>$&lt;5, 75, 5, 10&gt;$</td>
<td>704335.1</td>
<td>34135.3</td>
<td>$&lt;3, 5, 5, 90&gt;$</td>
<td>4007.4</td>
</tr>
<tr>
<td>$&lt;5, 100, 5, 10&gt;$</td>
<td>895415.3</td>
<td>43396.6</td>
<td>$&lt;3, 5, 5, 110&gt;$</td>
<td>7851.4</td>
</tr>
</tbody>
</table>

The number of constraint checks using BT filtered by arc-consistency (as a preprocessing) (BT-AC) and BT-AC using our model (HASCOH+BT-AC) is presented in Table 2. On the left side of the table, we present the number of constraint checks in problems where the number of hard constraints was increased from 5 to 100 and the number of variables, soft constraints and the domain size were set at 5, 5 and 10, respectively: $<5, c, 5, 10>$. The results show that the number of constraint checks was reduced in all cases. On the right side of the table, we present the number of constraint checks in problems where the domain size was increased from 10 to 110 and the number of variables, the number of hard constraints and the number of soft constraints were set at 3, 5 and 5, respectively: $<3, 5, 5, d>$. The results were similar and the number of constraint checks was also reduced in all cases.

6 Conclusions and Future Work

In this paper, we propose a distributed model for solving Constraint Satisfaction Problems (CSPs) in which agents are committed to solving their partial problems
by means of search algorithms. The solutions are incrementally created by each hard block agent in order to satisfy the hard constraints and as many soft constraints as possible. Hard and soft constraints are ordered to reduce the number of constraint checks.

As future work, we are working on a distributed model in which block agents can dynamically interchange constraints, depending on the evaluation values, so that the preprocessing agent can be removed and block agents can carry out this constraint partition.
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Abstract. This paper presents a system for personalization of web contents based on a user model that stores long term and short term interests. Long term interests are modeled through the selection of categories and keywords for which the user need information. However, user needs change over time as a result of his interaction with received information. For this reason, the user model must be capable of adapting to those shifts in interest. In our case, this adaptation or dynamic modeling is performed by a short term model obtained from user provided feedback. The experiments that have been carried out determine that the combined use of long and short term models performs best when both categories and keywords are used for the long term model.

1 Introduction

Web content appears in many forms over different domains of application, but in most cases the form of presentation is the same for all users. The contents are static in the sense that they are not adapted to each user. Content personalization is a technique that tries to avoid information overload through the adaptation of web contents to each type of user.

A personalization system is based on 3 main functionalities: content selection, user model adaptation, and content generation. For these functionalities to be carried out in a personalized manner, they must be based on information related to the user that must be reflected in his user profile or user model (Mizarro&Tasso, 2002).

Content selection refers to the choice of the particular subset of all available documents that will be more relevant for a given user, as represented in his user profile or model. In order to effect this choice one must have a representation of the documents, a representation of the user profile, and a similarity function that computes the level of adequacy of one to the other.
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User model adaptation is necessary because user needs change over time as a result of his interaction with information (Billus&Zazzani, 2000). For this reason the user model must be capable of adapting to those interest changes, it must be dynamic. This adaptation is built upon the interaction of the user with the system, which provides the feedback information used to evolve the profile.

In our case, content generation involves generating a new result web document that contains, for each selected document, its title, its relevance as computed by the system, a summary, and a link to the full document.

In this paper we focus on user model adaptation and the various possible combinations of modeling alternatives for this process. The aim is to identify which is the best way of carrying out the user model adaptation process to improve content selection.

2 Available Methods and Techniques

Existing literature provides different techniques for defining user interests: keywords, stereotypes, semantic networks, neural networks, etc. A particular set of proposals (Chiu&Webb, 1998; Billsus&Zazzani, 2000) model users by combining long term and short term interests: the short term model represents the most recent user preferences and the long term model represents those expressed over a longer period of time. To determine whether a document is relevant for a given user the short term user model is used wherever it can provide a satisfactory answer. The long term model is used only as a backup solution for cases in which the short term model fails to provide an answer.

The representation of the text content of the documents is usually achieved by means of techniques based on term weight vectors (Salton, 1989). The vector associated with a document can be obtained by eliminating the words contained in a stop list and extracting the stems of the remaining words by means of a stemmer. Weights are usually calculated by means of the $tf \cdot idf$ formula, based on frequency of occurrence of terms (Salton, 1989).

Various classification algorithms are available for carrying out content selection depending on the particular representation chosen for user models and documents: cosine formula, rules associated to stereotypes, neural networks, nearest neighbour, naive Bayes classifier, etc.

The feedback techniques needed to achieve a dynamic modeling of the user are based on feedback given by the user with respect to the information elements selected according to his profile. The information obtained in this way can be used to update accordingly the user models in representation had been chosen: term weights, semantic networks, rules associated to stereotypes, etc.

In particular, a system based on intelligent agents is applied in (Nakashima & Nakamura'97) to a digital newspaper. The user model stores “conscious” information about the user as terms with an associated weight and “unconscious” information as terms associated with aspects such as age, sex, occupation, marital status, city, etc. A selection is computed using a combination of both types of information. For the first one, relevance is based on “conscious” user terms appearing in the document,
with additional relevance accorded to terms appearing in the title. For the second, a similar computation is applied over the terms associated with each aspect of the “unconscious” part of the model.

The next process must be carried out each day for each user \( u \) to obtain / update the user terms associated to the “conscious” part of the model:

Two sets of documents are distinguished according to the feedback provided by the user: \( R_u(+) \), is the set of documents for which the user has provided positive feedback, \( R_u(-) \), is the set of documents for which no feedback has been provided. The set of all documents is \( R_u \).

The access value for term \( t \) in document \( d \) for user \( u \) is defined as:

\[
A_{tdu} = \begin{cases} 
    P \cdot (T \cdot title_{td} + body_{td}) & \text{if } d \in R_u(+) \\
    -N \cdot (T \cdot title_{td} + body_{td}) & \text{if } d \in R_u(-)
\end{cases}
\]

where \( title_{td} \) is the frequency of appearance of term \( t \) in the title of document \( d \), \( body_{td} \) is the frequency of appearance of term \( t \) in the body of document \( d \), \( P \) is the weight applied to positive feedback, \( N \) is the weight for no-feedback and \( T \) is the weight applied to the title. The particular values chosen are: \( P = 0.9, N = 0.9 \) and \( T = 2 \).

In this way, a term will have a high access value if it appears frequently in titles and bodies of documents with positive feedback, and it will have a low access value if it appears in documents for which no feedback is provided. This value computes the representativity of terms as a function of user feedback.

The update rate of a term \( t \) for a user \( u \) is computed as:

\[
P_{tu} = \frac{\sum_{d \in R_u} A_{tdu}}{\max\left(\sum_{d \in R_u} A_{tdu}\right)}
\]

In this way, the access values for all the terms are added together and normalised to ensure that the term with highest update rate has value 1, and the rest take values between 0 and 1.

The new interest value for term \( t \) for user \( u \) is obtained with the following formula:

\[
N_{tu} = \begin{cases} 
    O_{tu} + ((1 - O_{tu}) \cdot S \cdot P_{tu}) & \text{if } P_{tu} \geq 0 \\
    O_{tu} - (O_{tu} \cdot S \cdot |P_{tu}|) & \text{if } P_{tu} < 0
\end{cases}
\]

where \( O_{tu} \) indicates the old interest value for term \( t \) for user \( u \) and \( S \) indicates the speed of change of the degree of interest of a term. The higher the value of \( S \), the faster the degree of interest will change, in the sense that there will be more difference between its initial value and the new value. The value chosen for \( S \) is 0.8.

### 3 Our Proposal

We propose a browsable user model or user profile that represents user interests from three different points of view (Amato & Straccia, 1999). The user model stores three
types of information: personal information, information concerning the format in which information is to be received, and specific information about user interests according to various reference systems that will be used to carry out the personalization.

When a user accesses an information filtering system, he defines a more or less static set of interests that are stored in his user profile. For Web personalization we can have a similar situation in which the user has a set of fixed reference interests about which he wants to receive information on a regular basis. These interests will make up the long term model. However, user needs change over time as a result of the interaction with information (Bilissus&Pazzani, 2000). For this reason, it is probable that the interests of a user will not remain static but will in the short term suffer temporary oscillations around this initial reference. The interests associated with these oscillations will constitute the short term model. Our proposal is based on the combination of both models to represent user's information needs.

Long term user interests are modelled with respect to two reference frameworks: one based on a domain specific system of classification, and another based on the content of the documents.

A basic reference system is the classification system specific to the particular domain under consideration - for instance, in a digital newspaper, this system will be based on the set of sections used by the newspaper -. This system is composed of a set of first level categories that represent different types of information - for instance, examples of sections of digital newspapers would be: national, international, sport, etc. Each web document belongs to a category of that classification system. Information concerning these categories is stored as a matrix where rows correspond to categories and columns correspond to users. Users may assign a weight to each category to indicate their interest in them ($C_{cu}$).

The other system of reference is based on the content of documents. The user can enter a number of keywords to characterise his interests. The appearance of these keywords in the documents will be taken to indicate that the document may be interesting to the user. For each keyword the user introduces a weight that indicates its importance to him. These keywords are stored, for each user $u$, as a term weight vector ($k_u$).

Short term interests are represented by means of feedback terms. These terms are obtained from user provided feedback over the documents he receives. That is, the user provides positive or negative feedback over the documents he receives, and a set of representative terms is extracted from them. This information is handled by the user model adaptation process, which returns a term weight vector ($t_u$) for each user. This term weight vector is taken to represent the current short term interests of that user. Short terms interests tend to correspond to temporary information needs whose interest to the user wanes after a short period of time. Therefore their weight must be progressively decreased over time.

Documents are downloaded from the web as HTML documents. For each document, title, category, URL and text are extracted and stored for ulterior processing. Term weight vector representations are obtained by application of stop lists, stemmer, and the $tf \cdot idf$ formula for computing actual weights.
The only restrictions that must be fulfilled by a domain for the proposed model to be applicable are that there exist textual information associated with web documents and that a domain specific classification exist to classify the documents.

4 Content Selection

Content selection refers to the choice of those among the available documents that are particularly relevant for a user, according to his profile. Once particular representations have been fixed for documents and user model, it becomes feasible to establish which documents are more adequate for each user.

Since we have different reference frameworks in the user model we will indicate how content selection is performed with respect to each one of them, and later we will explore different possible combinations of the resulting selections. Combinations will be based on the relevance obtained for each document within each particular reference framework, and the relative weight used for each reference framework in a particular combination. For all combinations, the final result is a ranking of the set of documents according to the computed overall relevance.

4.1 Selection with Respect to the Long Term Model

As each web document has a preassigned category, selection with respect to this reference framework is immediate. Each document is assigned the weight associated with the corresponding category in the particular user model. The relevance between a document $d$, belonging to a category $c$, and a user model $u$ is directly the value assigned to category $c$ by user $u$:

$$r_{du}^c = C_{cu}$$

(4)

The relevance between a document $d$ and the keywords of a user model is computed using the cosine formula for similarity within the vector space model (Salton, 1989):

$$r_{du}^k = \text{sim}(d_d, k_u)$$

(5)

When all documents have been ordered with respect to the various reference frameworks, the results are integrated using a particular combination of reference frameworks. Therefore, the total relevance between a document $d$ and a user model $u$ is computed with the following formula:

$$r_{du}^l = \frac{\alpha r_{du}^c + \beta r_{du}^k}{\alpha + \beta}$$

(6)

where Greek letters $\alpha$ and $\beta$ represent the importance assigned to each reference framework ($\alpha$, for categories and $\beta$, for keywords). For this combination to be significant, relevance obtained for each framework must be normalised with respect to the best results for the document collection under consideration.
5 User Model Adaptation

Adaptation of the user model involves obtaining / updating a short term model of the user from the feedback information provided by the user. This model can be used to improve the process of selection in the personalization system.

5.1 Obtaining the Short Term Model

The short term model is obtained as a result of the process of adaptation of the user model. The user receives a web document that contains an automatically generated summary (Acero et al. 2001) for each of the 10 web documents that the system has found more relevant according to his user profile. With respect to this information the user may interact with the system by giving positive or negative feedback - refraining from providing feedback is interpreted as a contribution as well, taken to imply indifference - for each of the information elements that he has received. The feedback terms of the short term model are obtained from the news items for which either positive or negative feedback has been provided.

Because these terms represent an interest of the user over a short period of time, an algorithm is used to decrement their value over time: each day the starting value of the new weights is obtained by subtracting 0.1 from the previous day's value. Terms that reach a weight less or equal to 0 are eliminated from the model.

To select / update the new feedback terms all documents are preprocessed in the same way as was done for the selection process: stop lists and stemmer are applied. The starting point for the adaptation process are the terms of the representation of the documents, with their associated frequency (tf).

The algorithm in (Nakashima&Nakamura, 1997) is then applied to obtain the feedback terms. The feedback process for the “conscious” part of their model is used to obtain the short term model of our proposal. As an innovation, the set $R_u(-)$ is taken to be the set of documents for which the user has provided negative feedback. Also the set $R_u$ is now the set of all documents for which feedback of some kind has been provided.

The final result of this process is a set of terms ordered according to their new interest value. A subset of them is selected - the 10 most relevant ones - to obtain / update the feedback terms of the short term model.

5.2 Selection with Respect to the Short Term Model

Relevance between a document $d$ and a short term user model $u$ is computed in the same way used for the keywords of the long term model, but using the term weight vector obtained in the process of adaptation of the user model:

$$r_{du}^s = r_{du}^j = \text{sim}(d_d, t_u)$$  \hspace{1cm} (7)
5.3 Selection with Respect to the Combined Long Term - Short Term Model

When all documents have been ordered with respect to the different sources of relevance, the results are integrated using a particular combination of reference frameworks. Therefore, the total relevance between a document \( d \) and a user model \( u \) is computed with the following formula:

\[
 r_{du} = \frac{\chi r_{du}^c + \delta r_{du}^k + \epsilon r_{du}^f}{\chi + \delta + \epsilon}
\]

(8)

where Greek letters \( \chi \), \( \delta \), and \( \epsilon \) represent the importance assigned to each of the reference frameworks - \( \chi \), for categories, \( \delta \), for keywords, \( \epsilon \), for feedback terms. For this combination to be significant, the relevance obtained from each reference framework must be normalised with respect to the best results over the document collection being used.

6 Evaluation

As an example of web documents for experimentation we have chosen the web pages of the digital edition of a Spanish newspaper\(^1\). Experiments are evaluated over data collected for 11 users and the news items corresponding to 5 consecutive days - Monday to Friday - of the digital edition of the ABC Spanish newspaper. These days correspond to the period 6th - 10th May 2002. The number of news items per day is respectively 128, 104, 87, 98 and 102.

To carry out the evaluation, judgements from the user are required as to which news items are relevant or not for each of the days of the experiment. To obtain these judgements users were requested to check the complete set of news items for each day, stating for each one whether it was considered interesting or not. Users were explicitly asked not to confine their judgements on interest to relevance with respect to the initial user profiles they had constructed on first accessing the system, but rather to include any news items that they found interesting on discovery, regardless of their similarity with respect to their initial description of their interest. It is hoped that enough information to cover these rogue items will be captured automatically and progressively by the system through the feedback adaptation process.

6.1 Metrics

Since our experimental set up combines a binary relevance judgement from the users and a ranking of news items provided by the system, it was decided to use normalised precision (Salton, 1989; Mizarro, 2001) as our evaluation metric. In addition, with respect to equal relevance values for consecutive positions of the ranking, the average ranking of the whole set of conflicting positions has been taken as ranking for each

\(^1\) This provides a consistent format, which simplifies systematic processing.
and all of them. This adjustment avoids the problem of ordering items at random within the ranking when they have equal relevance.

Normalised precision is computed using the following formula:

$$\text{Pr} = 1 - \frac{\sum_{i=1}^{\text{REL}} \log RANK_i - \sum_{i=1}^{\text{REL}} \log i}{\log N!/(N - \text{REL})! \cdot \text{REL}!}$$

(9)

where REL is the number of relevant documents, RANK_i is the ranking of document i, and N is the total number of documents.

6.2 Statistical Significance

Data are considered statistically significant if they pass the sign-test, with paired samples, at a level of significance of 5% ($p \leq 0.05$). This decision is based on the fact that no specific assumption is made concerning the distribution of data, and that due to the different normalisation processes carried out, it is more convenient to consider relative values instead of absolute values (Salton, 1989).

6.3 Experiments

The following experiments have been carried out to check the validity of the proposed model. Each experiment combines different possibilities for long term modeling - only categories, only keywords, and categories and keywords together - either acting on their own or in combination with the short term model. This implies giving different values to the parameters $\chi$, $\delta$, and $\varepsilon$ of formula (8).

6.3.1 Experiment 1

This experiment compares the long term model using only keywords L(Ke) ($\chi=0$, $\delta=1$, $\varepsilon=0$), with the short term model S ($\chi=0$, $\delta=0$, $\varepsilon=1$) and with a combination of both models L(Ke)S ($\chi=0$, $\delta=1$, $\varepsilon=1$).

Table 1. Relative increments in normalised precision between different combinations of L(Ke) and S, L(Ca) and S, and L(Ca,Ke) and S.

<table>
<thead>
<tr>
<th>Experiment 1</th>
<th>Pr</th>
<th>Experiment 2</th>
<th>Pr</th>
<th>Experiment 3</th>
<th>Pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>L(Ke)S &gt; L(Ke)</td>
<td>26.9</td>
<td>L(Ca)S &gt; L(Ca)</td>
<td>26.9</td>
<td>L(Ca,Ke)S &gt; L(Ca,Ke)</td>
<td>8.5</td>
</tr>
<tr>
<td>L(Ke)S &gt; S</td>
<td>16.1</td>
<td>L(Ca)S &gt; S</td>
<td>29.0</td>
<td>L(Ca,Ke)S &gt; S</td>
<td>32.9</td>
</tr>
<tr>
<td>S &gt; L(Ke)</td>
<td>8.5</td>
<td>L(Ca) &gt; S</td>
<td>10.9</td>
<td>L(Ca,Ke) &gt; S</td>
<td>22.4</td>
</tr>
</tbody>
</table>

The only statistically significant result (Table 1) is that L(Ke)S > L(Ke). This means that combining the long and short term models, is better than using only the long term model. There is also a relative improvement of the combination with respect to the short term model, but it is not statistically significant. The short term model performs better than the long term model, but again not significantly.
6.3.2 Experiment 2
This experiment compares the long term model using only categories L(Ca) (χ=1, δ=0, ε=0), with the short term model S (χ=0, δ=0, ε=1) and with the combination of both models L(Ca)S (χ=1, δ=0, ε=1).

The statistically significant results (Table 1) are that L(Ca)S > S and L(Ca)S > L(Ca). This means that the combination is always better than using each model separately. The long term model performs better than the short term, but without significance.

6.3.3 Experiment 3
This experiment compares the long term model using both categories and keywords L(Ca,Ke) (χ=1, δ=1, ε=0), with the short term model S (χ=0, δ=0, ε=1) and with the combination of both models L(Ca,Ke)S (χ=1, δ=1, ε=1).

All results are statistically significant (Table 1). This means that the combination performs better than either model on its own, and the long term model is better than the short term model.

6.3.4 Experiment 4
This experiment compares the best performing combinations of previous experiments - long and short term models used together - when the long term model is built using only keywords L(Ke)S (χ=0, δ=1, ε=1), only categories L(Ca)S (χ=1, δ=0, ε=1) and a combination of both L(Ca,Ke)S (χ=1, δ=1, ε=1).

<table>
<thead>
<tr>
<th>Combination</th>
<th>Pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>L(Ca,Ke)S &gt; L(Ca)S</td>
<td>2.9</td>
</tr>
<tr>
<td>L(Ca,Ke)S &gt; L(Ke)S</td>
<td>12.6</td>
</tr>
<tr>
<td>L(Ca)S &gt; L(Ke)S</td>
<td>11.2</td>
</tr>
</tbody>
</table>

All results are statistically significant (Table 2). This means that the long term / short term combination that uses categories and keywords in the long term model is better than the combinations that use either only categories or only keywords for the long term model. Using categories only for the long term model is better than using keywords only.

7 Conclusions
This paper presents the improvement in personalisation achieved by the inclusion of a process of user model adaptation, due to the fact that the selection that is obtained by combining the long term and short term profiles performs better than the one obtained by using the long term model on its own.
The results show that using a combination of a long term model based on categories and keywords, together with a short term model, improves the adaptation to the user because values of normalised precision increase.

The only restrictions for this model to be applicable to a particular domain are that there exist textual information associated to each web document, and that a domain dependent classification be available to classify the documents to be considered.
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Abstract. The following problem will be considered: from scattered examples on the behavior of a dynamic system induce a description of the system. For the induced description to be concise and modular, we use a generic action formalism based on causality, that is representable in logic programming. It is relatively simple to induce a description of a dynamic system that suffers from the frame problem. The known solutions to the frame problem require a non-monotonic formalism. Unfortunately induction under non-monotonic formalisms, e.g. normal logic programs, is not well understood yet. We present a method for induction under the non-monotonic behavior needed to solve the frame problem. Technically we introduce a causality predicate for the target fluent and induce a description of the causality of the fluent instead of the fluent itself. The description of causality together with the appropriate inertia axiom models the behavior of the original target fluent. The main advantage of this method is that the induction of the effects of actions can be made with well known induction methods on monotonic formalisms, such as Horn programs.

1 Introduction

Over the years, the problem of learning a description of a dynamic system was extensively considered, e.g., in the area of learning automata. Automata-based descriptions are clearly understood and have efficient algorithms for inference. But it is not easy to extend a description to cope with additional behaviors and the size of the description becomes very large for actual domains.

In this work we will consider action formalisms, an alternative approach for describing dynamic systems. From a point of view of automata, action formalisms provide a concise and highly modular description of the transition relation of the domain. Action formalisms are logic-based, but unfortunately rely on non-monotonic logics.

The method of addressing this learning problem, started from Inductive Logic Programming (ILP). In this area of machine learning, a logic program is induced from examples of its conclusions. Some action formalisms can be represented in logic programs. Then induction of action descriptions can be solved with ILP.
Other authors already followed this method [Moyle 2002, Lorenzo and Otero 2000] with restricted success. The reason is that ILP methods are only defined for definite logic programs, while action formalisms need normal programs to represent the nonmonotonic behavior using negation as failure (NAF). In definite logic programs, action descriptions have the frame problem (section 3).

The method followed in this work appeals to causality. Causality in action has provided solutions to the frame and ramification problems still to be solved in other formalisms. In induction, causality will provide a method to translate the nonmonotonic induction problem of the effects of actions to a form in which monotonic methods of ILP can be used, nevertheless providing a complete method for induction of action descriptions, and solving the frame problem in induction.

In the next section induction of the effects of actions is defined after a short introduction of action formalisms and ILP. Section 3 shows the presence of the frame problem in monotonic induction. The method of induction is presented in section 4 with some examples and characterization results. Then the method is extended (section 5) for its applicability to realistic domains. We conclude discussing the results and commenting on related work.

2 Induction of Action Descriptions

Every action description of a dynamic system distinguish between the evolving properties of the domain that are represented by fluents, and the actions that cause change in these properties. In logic programing, actions and fluents are represented as predicates. The steps through which the domain evolves are represented by a situation term, that is given as argument to every fluent \( f(S) \), and action \( a(S) \).

Then an action description, in logic programming, is a set of program rules with the following general form,

\[
f(S) \leftarrow a(S), \ prev(S, PS), \ f'(PS), \ldots
\]

Where \( f \) stands for a fluent and \( a \) for an action. The fluent atoms \( f'(PS) \) are optional and always refer to the previous situation \( PS \) (assume the appropriate definition for predicate \( prev(S, PS) \), e.g. \( prev(2, 1) \)). These rules are called action laws and describe the effects of performing action \( a \) at situation \( S \) as some fluent \( f \) being true at the same situation, under the precondition that other fluents \( f'(PS) \) are true at the previous situation. Note that no reference far from the previous situation is allowed and that the rules cannot use constants in situation arguments, i.e. action laws hold for every situation.

Descriptions like this can be used to infer the effects of performing a sequence of actions from an initial state of the domain (temporal prediction). To this end a set of facts on the fluents at the initial situation, e.g. \( f(0) \leftarrow, f'(0) \leftarrow, \) and a corresponding set for the sequence of actions, e.g. \( a(1) \leftarrow, a'(2) \leftarrow, a(3) \leftarrow, \) is added to the program. The effects correspond to the consequences of the program on fluents at the different situations.
When inducing the effect of actions, the problem is somehow the opposite. From a set of ground instances of fluents and actions at the situations inside a sequence infer the corresponding set of rules. Following usual methods, we will define induction for one fluent at a time.

Note that the representation we introduced so far, does not allow for ground descriptions starting at different initial states (with different sets of ground fluent facts at situation 0) to be present simultaneously inside the program. Then we introduce another reference for the initial state that is also given as argument to every fluent and action. An action law will have the general form\(^1\)
\[
f(S, N) \leftarrow a(S, N), \text{prev}(S, PS), f'(PS, N), \ldots
\]
while a ground fact like \(f(2, n1)\) will represent fluent \(f\) is true at situation 2 when starting from initial state \(n1\).

Even in the case of fixed initial state, we cannot represent different sequences of actions in the program. Let's call narrative a particular sequence of actions starting from a particular initial state. The term we added before will be used to allow the representation of different narratives in the program.

**Definition 1 (Induction of Effects of Actions)** Let
\[ i) \; A_i \text{ be a set of ground facts on the actions at the situations in a narrative } i, \]
\[ ii) \; F'_i \text{ a corresponding set of ground facts on the fluents at the same narrative}, \]
\[ iii) \; F_i^+ \text{ (positive examples) a set of ground facts on some selected target fluent } f, \text{ and} \]
\[ iv) \; F_i^- \text{ (negative examples) another set of ground facts on it.} \]

Given several collections of these four sets for different narratives, a set of rules \(P\) in the form of action laws is a solution to induction of target fluent \(f\) if and only if, for every narrative \(i\),
\[
(P \cup F'_i \cup A_i) \models F_i^+ \quad \text{and} \quad (P \cup F'_i \cup A_i) \not\models F_i^-
\]

The definition follows those of a general induction problem in ILP. From a set of positive examples \(E^+\) and negative examples \(E^-\) on some predicate, and under some background Horn program \(B\), a set of definite rules \(H\) is solution if \(B \cup H \models E^+, \; B \cup H \not\models E^-, \) being also \(B \cup H \not\models \bot\). The correspondence with induction in actions is \(E^+ = \bigcup_i F_i^+, \; E^- = \bigcup_i F_i^-, \; B = \bigcup_i (A_i \cup F'_i),\) and \(H = P\).

In particular we will use the method of Inverse Entailment (IE) [Muggleton 1995], for which an efficient implementation, called Progol, is available. IE and its implementation Progol, allows the specification of the intended form of the induced rules through the use of mode declarations. Search is then restricted to this bias. This is important for induction in actions, because any solution not in the form of an action law will not actually constitute a solution. Under some conditions, IE is a complete induction method [Muggleton 1998] for Horn programs providing every solution in the form of definite rules, this will be enough for the induction of the effect of actions.

\(^1\) When it is clear from the context, we usually omit this additional reference to \(N\) to improve readability.
3 The Frame Problem in Induction

To show the existence of the frame problem in induction consider the simple well-known example of the Yale Shooting Scenario (YSS). There is a turkey and a gun, the gun can be loaded or not, and the turkey will be dead when shooting with the gun loaded. There are actions shoot, load, and wait; and fluents loaded, and dead. An example of a learning problem in this scenario is the induction of a description of fluent d from sets of examples on narratives like the following.

<table>
<thead>
<tr>
<th>situation</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>dead</td>
<td>nd</td>
<td>nd</td>
<td>nd</td>
<td>nd</td>
<td>d</td>
<td>d</td>
</tr>
<tr>
<td>loaded</td>
<td>nld</td>
<td>nld</td>
<td>ld</td>
<td>ld</td>
<td>ld</td>
<td>ld</td>
</tr>
<tr>
<td>actions</td>
<td>s</td>
<td>l</td>
<td>w</td>
<td>s</td>
<td>w</td>
<td></td>
</tr>
</tbody>
</table>

Where \( nd \) (not dead) is the complementary fluent to \( d \) and \( nld \) the complementary of \( ld \); recall that actions are represented at the same situation of their effects, instead of the previous one. A direct coding of this problem in the ILP system Progol can be as follows.

\[
B \quad nld(0). nld(1). ld(2). ld(3). ld(4). ld(5). \ldots \\
\quad s(1). l(2). w(3). s(4). w(5). \ldots \\
E^+ \quad d(4). d(5). \ldots \\
\quad nd(0). nd(1). nd(2). nd(3). \ldots \\
E^- \quad :- d(0). :- d(1). :- d(2). :- d(3). \ldots \\
\quad :- nd(4). :- nd(5). \ldots \\
H \quad d(S) :- s(S), prev(S, PS), ld(PS). \\
\quad d(S) :- w(S), prev(S, PS), d(PS). \\
\quad d(S) :- l(S), prev(S, PS), d(PS). \\
\quad nd(S) :- w(S), prev(S, PS), nd(PS). \\
\quad nd(S) :- l(S), prev(S, PS), nd(PS). \\
\quad nd(S) :- s(S), prev(S, PS), nld(PS), nd(PS). \\
\]

The facts and constraints grouped under \( B \), \( E^+ \) and \( E^- \) are the input to the system. The negative examples on \( E^- \) are represented as constraints. The rules grouped under \( H \) are the induced output by the Progol system. (Not shown is a ground description of predicate \( prev(S, PS) \) also in \( B \).) Looking at \( H \), two kinds of rules have been induced, with the general forms:

\[
f(S) \leftarrow a(S), prev(S, PS), f'(PS) \quad (4) \\
f(S) \leftarrow a(S), prev(S, PS), f(PS), f'(PS) \quad (5)
\]

Where \( f \) stands for a fluent (\( d \) and \( nd \)) and \( a \) for an action, being \( f' \) a fluent different from \( f \). Rules in the form (4) are (genuine) action laws, while those in the form (5) are called frame axioms. Note the number of frame axioms (five) compared with action laws (one).

Action laws explain the example instances when there is a change in truth, e.g. \( d(4) \) true after \( d(3) \) false. Frame axioms explain the example instances when
they persisted from the previous situation, note the head fluent \(f(S)\) is also a condition of the rule at the previous situation \(f(PS)\). Indeed all the rules are needed because all of the examples provided must be covered by \(H\) solution.

Every representation of actions must contain rules that describe persistent fluents after an action. It is the form of these rules – and the number of them – that states whether a representation has or not the frame problem. In the solution induced we have one frame axiom for each combination of fluent and action in the domain. Precisely because \(H\) contains so many frame axioms, the description induced has the frame problem. The frame problem is solved when the description of persistent fluents is made in a compact form, typically with a single rule for each fluent without referencing any action, or with a single rule for the domain, lets call these rules *inertia axioms*. For example, the rules

\[
\begin{align*}
d(S) & := \text{prev}(S, PS), \quad d(PS), \quad \text{not \(nd(S)\) and} \quad nd(S) := \text{prev}(S, PS), \quad nd(PS), \\
\text{not \(d(S)\)} & \text{ would replace the five frame axioms.}
\end{align*}
\]

Most of the methods of induction are defined on monotonic formalisms, then it can be said that every solution on them will have the frame problem. There are also some restricted nonmonotonic induction methods, but as far as our knowledge, their applicability on the frame problem has not been shown. Methods of nonmonotonic induction are still under study. It must be also said that as far as the induced model of the domain, solutions with the frame problem contain all the possible solutions. Solving the frame problem in induction will not provide additional models for the domain.

### 4 The Method

The method is based on the following. Frame axioms are induced because there are examples on fluents that persist. But we actually know the compact form for these rules, the inertia axioms, given the set of fluents. If the induction method were able to work under nonmonotonic normal programs, just making the inertia axioms present during induction in the background \(B\), would provide solutions free from the frame problem.

Nevertheless there is a simple alternative, if frame axioms cover persistent examples, we can avoid their induction by not providing the persistent examples. In order to carefully make the selection of examples, we appeal to causality. A generic causal formalism of action will be used, that can be consider a summary of different causal approaches [Lin 1995, Gustafsson and Doherty 1996].

**Step 1.** For every fluent in the domain, define two predicates \(f(S)\) and \(nf(S)\), to represent when the fluent is true and when it is false. Add also the constraint

\[
\begin{align*}
&\quad := f(S), nf(S). \\
&\text{(6)}
\end{align*}
\]

This representation avoids the CWA of LP for fluents and allows the reference to the negative fluent without using NAF, thus inside definite LP. The CWA for fluents is not interesting, because when some fluent instance cannot be proved it is better to assume it persisted than to assume it is false.
**Step 2.** For the target fluent \( f(S) \) define an additional fluent \( pf(S) \) (also \( pnf(S) \) for \( nf(S) \)) as follows,

\[
\begin{align*}
    pf(S) &:= f(S), prev(S, PS), nf(PS). \\
    pnf(S) &:= nf(S), prev(S, PS), f(PS).
\end{align*}
\]  

(7)  

(8)

Fluent \( pf(S) \) is the causality predicate representing when the target fluent \( f(S) \) is caused (and true). (Respectively \( pnf(S) \) represents the target is caused and false.) From the set of examples on the target fluent \( f \), these two rules will extract the corresponding set of examples on its causality. These two rules represent the initial idea of causality, namely, when there is a change in a fluent, the fluent must be caused.

**Step 3.** For the target fluent \( f(S) \) define the fluent \( npf(S) \) (also \( npnf(S) \) for \( nf(S) \)) as follows,

\[
\begin{align*}
    npf(S) &:= nf(S). \\
    npnf(S) &:= f(S).
\end{align*}
\]  

(9)  

(10)

Fluent \( npf(S) \) is the complementary of \( pf(S) \), i.e. represents the target fluent \( f(S) \) is not caused. As in the previous step, from the set of examples, these two rules will extract the corresponding set on its non-causality. Note that non-causality is not defined from a persistent example, but instead from the complementary fluent being true. The fluent cannot be caused and true if it is false. Instead, if non-caused is defined from persistent, some solutions will be forbidden.

**Step 4.** Apply a complete monotonic induction method of ILP, e.g. IE, as in Definition 1 but with target fluent \( pf(S) \) (then also for \( pnf(S) \)) instead of the original target \( f(S) \). The instances of \( pf(S) \) being the positive examples and those of \( npf(S) \) the negative ones for the induction of \( pf(S) \). (Respectively the instances on \( pnf(S) \) and \( npnf(S) \), are the positive and negative examples for \( pnf(S) \).) The causality of the target fluent will be induced in the form of action laws:

\[
\begin{align*}
    pf(S) &:= a(S), prev(S, PS), f'(PS), \ldots
\end{align*}
\]  

(11)

Note that the induced rules cannot correspond to frame axioms, simply because we did not provide positive examples on persistent fluents.

**Step 5.** To complete the solution add to the induced causal action laws (11) the inertia axiom for the original target \( f(S) \), and a rule transferring causality to truth. (Also for the complementary \( nf(S) \), not shown.)

\[
\begin{align*}
    f(S) &:= prev(S, PS), f(PS), not pnf(S). \\
    f(S) &:= pf(S)
\end{align*}
\]  

(12)  

(13)

Recall the example on the YSS. We already used step 1 defining \( f \) and \( nf \) for each fluent. After steps 2 and 3 are applied we got the following extended description of the example narrative.
At step 4 the following is provided to the ILP system Progol.

\[
\begin{align*}
&\text{B} \quad nld(0). \ nld(1). \ ld(2). \ ld(3). \ ld(4). \ ld(5). \ldots \\
&\quad s(1). \ l(2). \ w(3). \ s(4). \ w(5). \ldots \\
&\quad d(4). \ d(5). \ldots \\
&\quad nd(0). \ nd(1). \ nd(2). \ nd(3). \ldots \\
&\text{E}^+ \quad pd(4). \ldots \\
&\text{E}^- \quad :- \ pd(0). \ :- \ pd(1). \ :- \ pd(2). \ :- \ pd(3). \ldots \\
&\text{H} \quad pd(S) :- \ s(S), \ prev(S, PS), \ ld(PS).
\end{align*}
\]

A single rule in H is enough to cover all the causality of dead. The solution to induction is H and the rules (step 5):

\[
\begin{align*}
&d(S) :- prev(S, PS), \ d(PS), \ not \ pnd(S). \\
&d(S) :- pd(S)
\end{align*}
\]

Unfortunately the method is only applicable (see step 2) to narratives verifying a condition on the target fluent instances. In the next section the method will be extended to cope with this restriction.

**Definition 2 (complete narrative)** A narrative is target-complete if there is a ground fact on the target fluent at every situation in the narrative.

**Theorem 1.** For narratives target-complete solutions by the method correspond one-to-one to solutions of induction of the effects of actions without the frame problem (Definition 1).

Completeness and soundness of the method rely on the completeness (and soundness) of the monotonic ILP method used (It must be complete at least for solutions in the form of action laws and the additional restrictions required must also hold). The induction of the causality of the target fluent \( pf \) is induction in Horn LP, thus every solution is provided. On the other hand, the completeness and soundness also rely on the solution to the frame problem used being an actual solution to it, e.g., every solution with the frame problem has a corresponding representation with inertia axioms and vice versa. To complete the proof note that the examples on the causality of the target are selected to allow every possible causality: when there is a change in the fluent, it must be caused thus an action law is needed to cover these examples; but for negative examples only those on which the complementary fluent holds are provided, in these examples the fluent cannot be caused and true. For any other case, there can be solutions with or without the fluent caused. Finally, every solution by the method does not have the frame problem because no induction on persistent fluent instances is done.
5 Dealing with Missing Examples

Consider the following motivating example on a narrative in the YSS. There is a missing example on the target fluent at situation 3 (the narrative is not target-complete).

<table>
<thead>
<tr>
<th>situation</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>dead</td>
<td>nd</td>
<td>nd</td>
<td>nd</td>
<td>?</td>
<td>d</td>
</tr>
<tr>
<td>loaded</td>
<td>nld</td>
<td>nld</td>
<td>nld</td>
<td>ld</td>
<td>ld</td>
</tr>
<tr>
<td>actions</td>
<td>s</td>
<td>w</td>
<td>l</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>caused E+</td>
<td></td>
<td></td>
<td>pd?</td>
<td>pd?</td>
<td></td>
</tr>
<tr>
<td>caused E−</td>
<td>npd</td>
<td>npd</td>
<td>npd</td>
<td>npd</td>
<td>npd</td>
</tr>
</tbody>
</table>

By step 2 of the method causality is defined from two consecutive example instances. Then because of missing example at situation 3, no $pf(3)$ nor $pf(4)$ is obtained (nor $npd(3)$). Nevertheless it is clear that there is a change between situations 2 and 4. If a causality example is not provided here, target instance $d(4)$ will not be covered by some solutions, what makes the method unsound.

Missing example instances in the target predicate are common in learning. It is precisely because of these missing instances that alternative solutions to induction provide different generalizations; in this sense, more missing instances allow more generalization in the solution. Induction in action seems to behave the other way around, missing examples instead of facilitating induction turn it more complex. Note also that there is no problem with missing examples when induction is directly applied as showed before. But recall also that all these solutions have the frame problem. This points out the close relationship between dealing with missing examples and solving the frame problem in induction. In the discussion section, we comment on this.

The extension of the method is based on the following. Consider a narrative with a missing segment, i.e., several consecutive situations without example on the target fluent. Consider also that the examples just before and after the missing segment are complementary, e.g. $nf$ and $f$; it is clear that there is a change in a situation in the missing segment or in the situation just after the segment, but the narrative does not tell where it is. Thus a missing segment like this represents the following input for induction: there is a positive example on causality among the situation instances inside the segment and the immediate next situation.

Learning problems from examples provided as before have been already considered in machine learning under Multiple Instance (MI) learning. MI methods are able to deal with induction problems where each positive example is specified by a set of instances, instead of just one, meaning that at least one of the instances in the set is a positive example, but it is not known which one. MI methods can be represented in general ILP systems (see for instance Finn et al.1998) and we will follow this approach to extend the method for missing segments while still relying on regular ILP. The extension is presented by describing the additional tasks at the steps of the restricted method.
Step 1. (cont.) Define an extra argument for every action, e.g. \(a(ES, S)\). For every missing segment in every narrative define a new constant to name it, e.g. \(m34\), and give this constant as argument \(ES\) to every ground action inside the segment and to the action at the immediate situation after the missing segment, e.g. \(l(m34, 3)\). For the rest of the action instances the \(ES\) argument is that of the situation, e.g. \(w(2, 2)\). The extra argument on actions is used to denote the missing segment the action belongs to, in case there is one.

Step 2. (cont.) For every missing segment with complementary target instances at the situations immediately before and after the segment, a caused instance is defined as follows: If the situation immediately after the segment has an \(f\) (resp. \(nf\)) instance define \(pf(es)\) (resp. \(pnf(es)\)), where \(es\) is the constant name of the missing segment. Note that a single instance of causality is extracted from a missing segment, and that the instance is at the segment \((es)\) as a whole.

Step 3. (no extension needed)

Step 4. (cont.) Now the induced action laws will have one of the forms:

\[
\begin{align*}
pf(S) &:= a(S, S), \ prev(S, PS), \ f'(PS), \ldots \quad (14) \\
pf(ES) &:= a(ES, S), \ prev(S, PS), \ f'(PS), \ldots \quad (15)
\end{align*}
\]

Modify rules (15) by making the situation variable of \(pf\) that of \(S\), the (regular) situation of the action in the rule. Then discard in every rule the extra situation argument of the action, so the rules become the usual action laws.

Step 5. (no extension needed)

For the previous example on the YSS with a missing segment, after the extensions at step 1 and 2 are applied we have,

<table>
<thead>
<tr>
<th>situation</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>dead</td>
<td>nd</td>
<td>nd</td>
<td>nd</td>
<td>?</td>
<td>d</td>
</tr>
<tr>
<td>loaded</td>
<td>nld</td>
<td>nld</td>
<td>nld</td>
<td>ld</td>
<td>ld</td>
</tr>
<tr>
<td>actions</td>
<td>s(1, 1)</td>
<td>w(2, 2)</td>
<td>l(m34, 3)</td>
<td>s(m34, 4)</td>
<td></td>
</tr>
<tr>
<td>caused E⁺</td>
<td>pd</td>
<td>pd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>caused E⁻</td>
<td>npd</td>
<td>npd</td>
<td>npd</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After steps 3 and 4, the single rule induced \(H\) is

\[
\begin{align*}
\text{pd}(ES) &:= s(ES, S), \ prev(S, PS), \ ld(PS).
\end{align*}
\]

that is transformed in the familiar rule \(\text{pd}(S) := s(S), \ prev(S, PS), \ ld(PS)\).

And step 5 (as before) completes the solution.

Theorem 2. Solutions by the extended method correspond one-to-one to solutions of induction of the effects of actions without the frame problem (Definition 1).

Intuitively, the method works as follows. When induction has to cover one caused example at a missing segment \(pf(es)\), any of the actions at the segment
can be chosen by using the reference $es$ on them. Once a particular action is selected $a(es, s)$ the exact situation of change in the segment is also fixed, $s$, then any other reference for preconditions on other fluents is restricted to that situation $s$.

6 Discussion and Related Work

The method is applicable to induction under other causal formalisms of action [Lin 1995; Gustafsson and Doherty 1996] as the differences with the causality used here are not important for action laws.

Furthermore though causality is used during induction, it can be discarded in the final solutions making the method valid for action formalisms without causality. As an example the following transformation provides descriptions of actions in Answer Set Programming (ASP) [Lifschitz 1999].

**Step 5. (alt.)** (adapted for ASP) For every induced causal action laws (11) put the head directly on the original target $f(S)$, instead of the causal fluent $pf$.

Complete the solution adding the following inertia axiom for the original target $f(S)$; (Also for the complementary $nf(S)$, not shown.)

$$f(S) :– prev(S, PS), f(PS), not \, nf(S).$$

This example points out that the descriptions induced are valid also for temporal explanation problems and for planning, besides temporal prediction. For instance, in ASP these problems can be solved after the addition of general rules for the fluents at the initial situation (temporal explanation), and general rules providing every possible sequence of actions (planning). These ‘generation’ rules do not depend on the behavior of the domain but on its signature (like inertia axioms).

One important area of application of the method is planning. The domain description in planning is usually based on STRIPS. The main difference with our causal formalism is the existence in STRIPS of a global unique precondition for every effect of an action. The method can be easily adapted to induce for these languages. On the other hand note that the solution to the frame problem in STRIPS-like representations is implicit, i.e. there is no explicit inertia axiom rule in the descriptions. Our method solves the frame problem in a general form that is also valid for STRIPS-like representations.

Two other approaches followed the same initial idea, namely induce action descriptions with ILP. In [Moyle and Muggleton 1997] the approach was introduced for Event Calculus descriptions, being [Moyle 2002] the most recent work. The methods proposed there are different and rely on working with NAF rules (for inertia) during induction, but it has been shown [Sakama 2000; Otero 2001] that monotonic induction does not extend well to normal programs. The approach in [Lorenzo and Otero 2000] also uses some causality, in the sense that the examples on causality must be directly provided, and must be complete, i.e. a CWA on them is assumed, thus the so called nonmonotonic setting in induction is used. This restricts the range of applicability of the method, as causality
is usually not directly observable in the domains. In our approach causality is extracted from observations in the truth of fluents, and no CWA is assumed on it. Furthermore we allow also direct examples on the fluent $p_f$. An important difference with these two approaches is that they are restricted to target-complete narratives. This can be understood as ‘solving’ the frame problem in induction by translating the frame problem to the evidence (set of examples) that must be complete, including every change and every non-change. As we mentioned before, non-monotonic ILP methods [Sakama 2000, Otero 2001] would provide alternatives to solve the frame problem. But currently they are defined under strong restrictions [Sakama 2000] and seem not enough to deal with the frame problem. Or they are not as efficient as monotonic ones [Otero 2001]. Note that even if a general nonmonotonic ILP method were available, methods using them would be less efficient than the one presented here.
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Abstract. CBR systems are normally used to assist experts in the resolution of problems. During the last few years, researchers have been working in the development of techniques to automate the reasoning stages identified in this methodology. This paper presents a fuzzy logic based method that automates the review stage of case-based reasoning systems and aids in the process of obtaining an accurate solution. The proposed methodology has been derived as an extension of the Sugeno Fuzzy model, and evaluates different solutions by reviewing their score in an unsupervised mode. The method has been successfully used to completely automate the reasoning process of a biological forecasting system and to improve its performance.

1 Introduction

Case based reasoning (CBR) systems have been successfully used in several domains such as diagnosis, prediction, control and planning [1-3]. However, a major problem of these systems is their difficulty to evaluate the proposed solution and, if it is necessary, repairing it using domain-specific knowledge. This is usually done by means of interacting with a human expert and it is highly dependent of the problem domain. Also there are very few standard techniques to automate their construction, since each problem may be represented by a different data set and requires a customized solution. This is a current weakness of CBR systems and one of their major challenges. For several years we have been working in the identification of techniques to automate the reasoning cycle of CBR systems [3-5]. This paper presents a Takagi Sugeno Kang fuzzy (TSK) based model to automate the process of case revision, that may be used in problems in which the cases are characterized predominantly by numerical information.

Fuzzy modeling is one of the techniques currently being used for modeling of nonlinear, uncertain, and complex systems. An important characteristic of fuzzy models is the partitioning of the space of system variables into fuzzy regions using fuzzy sets [6]. In each region, the characteristics of the system can be simply de-
scribed using a rule. A fuzzy model typically consists of a rule base with a rule for each particular region. Fuzzy transitions between these rules allow for the modeling of complex nonlinear systems with a good global accuracy.

During the last years, several researchers show how fuzzy models can be combined with CBR systems to implement some stages of their reasoning cycle. In this way, some works have focused on the handling of fuzzy descriptions in the retrieval step [7], on the learning of fuzzy concepts from fuzzy examples [8], on the integration with rule-based reasoning [9], and on the logical modeling of the inference mechanisms based on similarity measures [10]. In this paper, we explore the advantages of applying fuzzy logic to the revision stage of a CBR system, showing how this phase can be completely automated in most IBR systems.

An instance based reasoning system developed for predicting biological parameters, will be used to illustrate the efficiency of the solution here discussed. The forecasting of diatoms (a type of single-celled algae) is very important to obtain a valuable freshwater bioindicator, eliminating the need for a single group of organisms that can continually register the health of masses of water. This paper first explain in detail the TSK method and its theoretical background. The biological problem in which this technique has been used is presented, and finally we show how this approach has been implemented to forecast diatoms at different water masses.

2 TSK Fuzzy Revision Method

First we explore the possibility of obtaining an initial fuzzy model learning symbolic rules from artificial neural networks. Then, we show how the construction and training of the fuzzy revision subsystem can be done and finally, we present a suitable way of incorporating the proposed method to the CBR cycle.

2.1 Obtaining the Initial Fuzzy Model

In order to represent the domain knowledge, different types of fuzzy models can be used. The Mamdani model [11], which uses linguistic rules with a fuzzy premise part and a fuzzy consequent part, is often used in knowledge acquisition. Another structure that has been used extensively in literature is the Takagi-Sugeno [12] model. In this paper our fuzzy revision stage is based on the TSK fuzzy model, due to the form of its rules what makes them more appropriate for most problems that can be numerically represented.

The two common approaches for obtaining fuzzy models from data are parameter adaptation and fuzzy clustering. In the first case, one tunes an initial partition of the premise space, while in the second case a partition suitable for a given number of rules is sought automatically. Both techniques can be combined too [13].

A novelty method of fuzzy clustering able to extract interpretable fuzzy rules from a RBF neural network [14] is proposed in [15] and applied successfully in the work of [16].
Figure 1 provides a concise description of the algorithm that generates the fuzzy rule base of the equivalent fuzzy system, where confRBF represents the configuration of the trained network and confFS stands for the set of fuzzy rules that describes the fuzzy system.

### 2.2 Constructing the Fuzzy Modeling Subsystem for Revision

Starting from the TSK fuzzy rule base obtained from the algorithm proposed in Figure 1, a measure of similarity is applied with the purpose of reducing the number of fuzzy sets describing each variable. We use a similarity measure for identifying similar fuzzy sets and replace these by a common fuzzy set representative for the original ones. If the redundancy in the model is high, merging similar fuzzy sets for each variable might result in equal rules that also can be merged, thereby reducing the number of rules as well. As a result, the new fuzzy rule base increments the capacity of generalization of the original TSK fuzzy system.

In order to generate several fuzzy rule bases with different degrees of generalization, it is necessary to establish a \( \lambda \)-limit from which two membership functions can be considered analogous and therefore can be joined [13]. In our revision method, the parameter \( \lambda \) goes from 0.9 to 0.6 with decrements of 0.1 [16], generating four fuzzy rule bases corresponding with four TSK fuzzy systems.

The algorithm starts in an iterative way grouping membership functions attribute by attribute. In each iteration, the similarity between all the membership functions for a given attribute is calculated, selecting the pair of functions that holds a higher degree of similarity providing that \( S > \lambda \). The selected pair of functions are joined and the rule base is brought up to date with the new membership function. The algorithm continues until the maximum similarity between two memberships functions belonging to any attribute is less or equal to \( \lambda \). Finally, the fuzzy rules with similar antecedent part are merged, and the consequent of the new rule is estimating by means of Equation (1).
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\[ C_r = \frac{1}{k} \sum_{i=1}^{k} C_i \]  

(1)

where \( C_i \) is the consequent of the new generated rule and \( k \) represents the number of rules with similar antecedent.

```plaintext
Function GENERATE_REVISION_SUBSYSTEM (input: \( \lambda \), confFS; output: confRS-\( \lambda \))
{
    begin.
    for each variable \( a \in \) confFS /* for all the premise variables of the system */
    obtain_membership_functions: MF \( \leftarrow \) confFS(a) /* membership functions for a */
    select_the_most_similar_pair_of_fuzzy_sets: pairMF \( \leftarrow \) MaxSimilarity(MF)
    while similarity(pairMF) > \( \lambda \) do /* while functions overcome the threshold */
        merge_selected_pair_of_fuzzy_sets: MF \( \leftarrow \) Merge(pairMF)
        update(confFS) /* update the rule-base */
        select_the_most_similar_pair_of_fuzzy_sets: pairMF \( \leftarrow \) MaxSimilarity(MF)
    merge_rules_with_equal_premise_parts: confSR-\( \lambda \) \( \leftarrow \) Merge(confFS)
    end.
}
```

Fig. 2. Generating the fuzzy revision subsystem.

Figure 2 provides a concise description of the algorithm that generates each one of the TSK fuzzy systems, starting from the initial fuzzy system and applying to it a different \( \lambda \) value. In the algorithm, \( \lambda \) holds the degree of similarity between membership functions, confFS stands for the initial fuzzy rule base and confFS-\( \lambda \) represents the fuzzy inference system generated starting from the original one with a \( \lambda \) generalization degree.

2.3 Training the Fuzzy Revision Subsystem

The process of training the fuzzy revision subsystem can be viewed as a wrapper algorithm that envelops the whole CBR cycle. We propose the use of a clustering retrieve method, in order to maintain a local adaptation (importance vector) of each fuzzy system for each class of identified problems [16].

In this model, the fuzzy systems are associated with each class identified by the retrieval stage, mapping each one with its corresponding importance vector as said before. There is one importance vector for each class or “prototype”. These fuzzy systems are used to validate and refine the proposed solution. Given a new problem and a proposed solution for it, each of the fuzzy systems that compose the revision subsystem generates a solution that is pondered according to the importance vector associated to the class to which the problem belongs. The importance value of the fuzzy set that best suits a particular class is increased, whilst the others are proportionally decreased.
The importance vector associated with the retrieved class is modified when the error percentage with respect to the real value is calculated. The fuzzy system that has produced the most accurate prediction is identified and the error percentage value previously calculated is added to the degree of importance associated with it.

This process in the adaptation of the importance vector (initially, all the fuzzy systems hold the same weight value), is carried out because it is difficult to ascertain in advance the optimum level of generalization for a given data set.

2.4 Reviewing the Initial Solution

When a new problem arise and the reuse stage of the CBR proposes a solution for it, the parallel solution carried out by the TSK fuzzy revision method is compared and its difference (in percentage) is calculated. The proposed revision schema is based on the definition of two revision limits: $\text{acceptance\_limit}$ and $\text{reject\_limit}$. Although the precise values of these parameters depend on the problem domain, we have identified after carrying out several experiments that a correct initial approximation is to assign values of 10% and 30% respectively [16].

These limits refer to the variation rate between the initial proposed solution and the solution obtained from the TSK fuzzy system. The adoption of this schema leads to the definition of three possible behaviors:

- If the variation rate is less or equal than the $\text{acceptance\_limit}$, the initial solution is endorsed by the fuzzy revision subsystem and it is presented as the final solution for the new problem.
- If the variation rate is greater or equal than the $\text{reject\_limit}$, it means that the fuzzy revision subsystem contradicts the initial solution, so the CBR system is unable to solve the problem.
- If the variation rate is in the open interval defined by the two limits, then the fuzzy revision subsystem adapts the initial solution pondering by 50% each possible solution. The output of the CBR system is the modified solution.

An important point in the previous explained operation, is that the fuzzy revision method is able to identify those situations in which the CBR system is unable to provide a correct solution for a given problem.

2.5 Integrating the TSK Fuzzy Revision Method in the CBR Cycle

As we said before, a notable point in the proposed method is the utilization of importance vectors in the retrieval stage. This is necessary in order to be able to track the learning capacity of the fuzzy systems in a local way. Given a new problem, the importance vector associated with the winner class is modified independently of the others, so that we can maintain the rest unchanged.

For problem domains in which it is not possible to apply a clustering schema as retrieval algorithm, our method could be used in a global fashion maintaining a common vector that holds the weights of each fuzzy system, but the accuracy of the solu-
tions will diminish. To palliate this negative effect, a better adjustment of the acceptance and reject limits will be necessary [16].

Figure 3 shows how our revision method can be combined within the CBR cycle in order to form an automated CBR system. It is necessary to highlight the possibility of computing in parallel the solutions provided for stages ii and iii, as well as the presence of a knowledge base for keep the configuration of the whole system.

A crucial aspect in the proposed method is the generation of the initial TSK fuzzy system rule base. This can be done following the advice of human experts, learning symbolic rules from artificial neural networks, using evolutionary strategies, applying fuzzy clustering to the data or using a hybrid approach.

3 IBR for Biological Forecasting

A forecasting biological system capable of predicting the concentration of diatoms (a type of single-celled algae) in different water masses, has been developed applying the proposed revision method discussed in this paper. The possibility of forecasting the concentration of diatoms is very important to obtain a valuable freshwater bioindicator, eliminating the need for a single group of organisms that can continually register the health of water masses. Indices based on diatom composition give more accurate and valid predictions than benthic macroinvertebrates, as they react directly to pollutants.
The system has the architecture showed in Figure 3, where the retrieval stage is carried out using a GCS (Growing Cell Structures) network [17]. The GCS facilitates the indexation of cases and the selection of those that are most similar to the problem descriptor following a clustering schema. The reuse and adaptation of cases is carried out with a RBF (Radial Basis Function) network [14], which generates an initial solution creating a forecasting model with the retrieved cases. The revision stage is carried out using the proposed revision method based on a set of β-TSK Fuzzy models. Finally, the learning stage is carried out when the real value of the variable to predict is measured and the error value is calculated, updating the knowledge structure of the whole system.

The β-TSK revision subsystem has been included with the intention of developing a robust model, based on a technology easy to implement and that can automate the process of defining the revision step of the IBR system, identifying and cutting off incorrect predictions as well as providing a justification in the form of fuzzy rules.

3.1 The Instance

In the context of the previously presented domain, data are recorded at different sampling intervals belonging to several monitoring points. A KA (Knowledge Acquisition) module is in charge of collecting and handling the data to construct the instance base. The raw data (temperature, PH, oxygen and other physical characteristics of the water mass) are measured at three different depth and form a basic input profile. These data values are complemented by data derived from satellite images stored on a database. The satellite image data values are used to generate cloud and superficial temperature indexes which are then stored with the problem descriptor and subsequently updated during the IBR operation. Data from the previous 2 weeks (W_{n-1}, W_n) is used to forecast the concentration of diatoms one week ahead (W_{n+1}). This time-window has been found to give sufficient resolution to characterize the problem instance for the forecasting of such single-celled algae organisms [4]. The instance base generated by the KA module consists on approximately 6,300 instances similar to the previous one belonging to homogeneous water masses.

3.2 The β-TSK Fuzzy Revision Subsystem

To create the revision subsystem for the presented forecasting problem, we have generated four fuzzy systems (in this case \( \beta = 4 \)) using the algorithm showed in Figure 2. Equation (1) was applied to merge the consequents of similar rules. The number of final fuzzy rules for each fuzzy system is identified in Table 1.

The complexity reduction rate gives an idea of the generalization achieve by each fuzzy system compared with the original one. When similar fuzzy sets for each variable are collapsed, the fuzzy system gains in generalization ability but also diminishes its accuracy. It can be seen as a process that goes from specific knowledge to general one, and can be used to detect and correct the situations in which the IBR system performs an invalid prediction caused by the selection of similar instances that have different solutions. This is the main reason for which the continuous adaptation of the importance vector needs to be done in a local way.
An important point, is to know how many fuzzy systems need to be generated. From several experiments with different real and artificial data sets, we have found that a complexity reduction rate above 70% does not help in the revision of incorrect solutions, due to the presence of few rules that combine incorrect fuzzy sets.

### 3.3 Forecasting with the Instance-Base Reasoning System

Several experiments have been carried out to illustrate the effectiveness of the IBR system, which incorporates the $\beta$-TSK Fuzzy revision subsystem. Experiments have been carried out using the instance base provided by the KA module which contains data from several water masses. We show in Figure 4.a the errors on a data set of 448 instances randomly taken from the instance base (composed of more than 6,000 instances) using the IBR system developed without a revision subsystem.

Whilst the mean average error was found to be 512.164.3 cell/liter and the number of inadmissible predictions (those with an error $\geq 1.000.000$ cell/liter) reached the 14.3%, the results obtained with the same IBR system but upgraded with the $\beta$-TSK Fuzzy revision subsystem far overcome these results. In the second case, the mean average error drop to 370.421.1 cell/liter and the rate for inadmissible predictions goes to 7.6%. Figure 4.b shows the results obtained with the new TSK Fuzzy revision algorithm improving the performance of the IBR system.

To better understand the gain after the successful implementation of the revision subsystem in the IBR system, Figure 4.c outlines the differences between the two error series showed before.

Further experiments have been carried out to compare the performance of the IBR augmented system with several other forecasting approaches. These include standard statistical forecasting algorithm and the application of several neural networks methods. In all the cases, the IBR with $\beta$-TSK Fuzzy revision subsystem outperforms the others techniques improving the final accuracy.

Starting from the error series generated by the different models, the Kruskall-Wallis test has been carried out. Since the P-value is less than 0.01, there is a statistically significant difference among the models at the 99.0% confidence level. Figure 4.d shows a multiple comparison procedure (Mann-Whitney test) used to determine which models are significantly different from the others. It can be seen that the IBR with $\beta$-TSK Fuzzy revision subsystem presents statistically significant differences with the rest of the models.

<table>
<thead>
<tr>
<th>$\lambda$-Value</th>
<th>Number of Rules</th>
<th>Complexity Reduction Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>original</td>
<td>50</td>
<td>-</td>
</tr>
<tr>
<td>0.9</td>
<td>42</td>
<td>16%</td>
</tr>
<tr>
<td>0.8</td>
<td>39</td>
<td>22%</td>
</tr>
<tr>
<td>0.7</td>
<td>28</td>
<td>44%</td>
</tr>
<tr>
<td>0.6</td>
<td>15</td>
<td>70%</td>
</tr>
<tr>
<td>0.5</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1. Number of rules in each TSK fuzzy system.
The reason for this straightforward improvement is due to the ability of the set of TSK fuzzy systems to monitoring the results provided by the RBF network, cutting off inadmissible predictions and adapting those which are valid but not too accurate. All this work can be done in parallel with the initial prediction given by the RBF network, and the process of adapting the weights for each fuzzy system can be maintained by the adopted retrieval clustering schema.

4 Conclusion

We have demonstrated a new technique for case/instance revision, which could be used to automate the revision stage of instance based reasoning systems. The basis of the method is a set of TSK fuzzy models. The simplified rule bases allow us to obtain a more general knowledge of the system and gain a deeper insight into the logical structure of the system to be approximated. The proposed revision method then help us to ensure a more accurate result, to gain confidence in the system prediction and to learn about the problem and its solution.

It has been shown to provide accurate results on an exemplar-forecasting task: the prediction of diatoms as fresh water bioindicator. As diatoms occur in almost all aquatic environments in abundance, only small samples are required for reliable community assessment, diatoms have short cell cycles and they colonize new habitats rapidly.

The reviewing and adaptation of the initial solutions is a very simple operation using the proposed method and presents no major computational obstacles, moreover it can be done in parallel. The whole system may be used with any number-based data set; an area of ongoing research is the automatic determination of the optimal value for the $\beta$ parameter and several experiments are in progress.

Fig. 4. Average error of the predictions carried out with the IBR system with and without the $\beta$-TSK Fuzzy revision subsystem in 448 forecasts.
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Abstract. This paper proposes a diagnosis architecture that integrates consistency based diagnosis with induced time series classifiers, trying to combine the advantages of both methods. Consistency based diagnosis allows fault detection and localization without prior knowledge of the device fault modes. Machine learning techniques are able to induce time series classifiers that may be used to identify fault modes of a dynamic systems. The diagnostician performs fault detection and localization resorting to consistency based diagnosis through possible conflicts. Then, a time series classifier, induced from simulated examples, generates a sequence of faults modes, coherent with the result of the fault localization stage, and ordered by fault modes confidence. Finally, to simplify the diagnosis task, it is considered as a subtask of a supervisory system, who is in charge of identifying the working conditions for the physical system.

1 Introduction

There is a wealth of techniques and different approximations that have been used to attempt the automation of the diagnosis task. Not even categorizing the different proposal is an easy task, and it is not the objective of this work. Nonetheless, we dare to resume the main approaches according to [2], that identified four main families: Knowledge Based Systems – expert systems –, Case Based Reasoning, Machine Learning and Model Based Systems. Notwithstanding that there exist proposals which do not fit well into any of the previous categories, these diversity of approaches reflects the fact that the diagnosis of complex systems is still an open problem, and that no single technique may claim its pre-eminence on every kind of problem.

Nevertheless, researchers are attempting to design diagnosticians for real problems that may be considered as representatives of the highest complexity: dynamic systems, with a large number of components, a small set of observable variables, with models that are not well known and are difficult to estimate, with interactions not totally known among components, where the presence of control systems may mask faulty behaviors and where the changes of configuration of the system, logical and physical, is an added handicap. The domain of industrial continuous processes is a good representative of this difficult class of problems.

\textsuperscript{*} This work has been supported by the Spanish MCyT project DPI2001-4404-E and the “Junta de Castilla y León” project VA101/01.
Focusing our discussion on the model based diagnosis community, the main research effort in order to tackle real world difficult problems has been directed toward modeling issues, recognizing that modeling is a key question in model based diagnosis. Other communities have emphasized the development of hybrid systems that integrates different diagnosis techniques. Although some efforts have been made in this direction, [12], we think that there is a lot of work to be done to define a common framework to smoothly integrate model based diagnosis with other diagnosis techniques. However, we feel that there is another step to be taken to improve a diagnostician performance, and this implies a small change on the current perception of how to tackle a diagnosis problem. Usually, diagnosis is considered as an isolated task, or closely related to Fault detection – which provides inputs for diagnosis – and Reconfiguration – which exploits diagnosis outputs. This introduces, in a natural way, the idea of supervision, as a set of tasks aimed to guarantee that the system under supervision satisfies some external criteria. Moreover, this basic architecture may be further extended to include others functionalities that may highly improve the performance of the diagnosis task, adjusting the diagnostic task settings to the current scenario.

Global supervision may identify the context where the diagnosis task takes place. Consequently, it allows to test on-line if the implicit diagnosis hypotheses hold. For instance, aspects like validity range of the models, proper range of the external settings or even identification of external disturbances may be considered by a supervisory system. The identification of these circumstances is essential to improve the robustness of any diagnosis algorithm.

This paper proposes an hybrid diagnosis system which uses consistency based diagnosis for fault detection and localization and machine learning to induce time series classifiers employed for fault identification. In this way we preserve one of the main advantages of consistency based diagnosis, that is, it only relays on models of correct behavior. Additionally, the knowledge related to faults modes is captured via machine learning techniques. Moreover, the information obtained in the localization step, i.e. diagnosis à la Reiter, is considered in a simple but effectively manner by the induced classifiers in charge of fault identification. The diagnostician is part of a global supervisory system, that identifies the operation protocol of the physical devices. Different operation protocols may require different models and/or different time series classifiers.

The rest of the paper is organized as follows. Next section introduces the basic tasks for global supervision system. Afterward, section 3, we describe a machine learning technique especially designed to induce time series classifiers that will be used for fault identification. Later on, section 4, we describe how to integrate these classifiers with the consistency based approach to diagnosis, which is supported by the possible conflict concept. The paper ends with a brief discussion.

2 Diagnosis as a Supervisory Task

Diagnosis of complex dynamic systems must not be conceived as an isolated task that may be invoked on any circumstance. Generally, any diagnosis system,
whatever diagnosis technique it relies on, will resort to a set of simplifying hypotheses in order to facilitate fault diagnosis. Consequently, before invoking a diagnosis task, it would be advisable to characterize the condition of the system to be analyzed to know if the diagnosis hypotheses, generally implicit in the diagnostician, are satisfied.

This process of putting in context the diagnosis task may be tackled considering diagnosis as part of a global supervision task of a dynamic system. The concept of global supervision that we will employ to frame the diagnosis task was introduced in [1], where eight basic task were proposed to accomplish on line supervision of industrial continuous process. To identify the context where the diagnosis will be performed, only four task are needed. These tasks, that may be considered as the kernel of a supervisory system, are: State Assessment, Monitoring, Operation Mode and Fault Diagnosis.

This task taxonomy make use of the concept of state (of the system) and operation protocol. Thought these concepts were introduced in the domain of industrial processes, they may be extrapolated to other domains. Thus, the state of the system will be described by a vector that includes the inputs, the desired outputs and the medium and long term constraints. Then, a state is valid or feasible if and only if the physical system is able to obtain the desired outputs with current inputs and constraints. The interest of these concepts stems from the fact that many artificial systems are designed to work on a small set of feasible states. Moreover, every feasible state use to have a small set of operation protocols, that defines the physical and logical settings that constrain how the systems is governed. Examples of operation protocol settings are controllers configuration, set points, etc. Basically, once the operation protocol is fixed, we have delimited the relevant aspect of the situation where diagnosis is going to be made. Once introduced the concept of state and operation protocol, we may briefly describe the basic tasks of a supervisory system:

**State Assessment:** It is defined as the task that establishes the current state of the system and its operation protocol.

**Monitoring:** Given a set of variables, monitoring task identifies the subset of variables that departs from their desired trajectories according to some criteria.

**Operation Mode:** Operation mode is the task that supervises that the plant is commanded according to the selected operation protocol.

**Fault Diagnosis:** Fault diagnosis task has to localize faulty equipment. In addition, it may identify the causes of faults.

State assessment is the task in charge of determining the context of the supervisory systems. It may be considered as a special kind of condition monitoring. It is, probably, the most difficult task to automate. Nonetheless, it is possible to design decision support systems that, yielding the ultimate responsibility to the technical/managerial staff, assist on the performance of this task and make available this high level decisions to the rest of tasks. Monitoring has been decoupled from Fault Diagnosis because it may be invoked due to the requirement of a different task, like Operation Mode. Moreover, it allows to employ different techniques for fault detection and fault diagnosis, which may be of interest on complex dynamic problems. Operation Mode takes care of those problems re-
lated with an erroneous commanding of the systems. This concept is similar to the external fault concept used by [3].

The hybrid diagnosis system that we propose in section 4 assumes that we know the current operation protocol, Monitoring continuously watch the system – actually, in this system, a by-product of model based diagnosis – and the diagnosis task is invoked only if Operation Mode do not detect a violation of the operation protocol. A deviation of the operation protocol may invalidate the models of the plant, which is a handicap for consistency based diagnosis. Even more sensitive to such deviations are the machine learning techniques. Space limitations do not allow to present in depth this issue, but the ultimate cause is that example based induction basically identifies behavior patterns of variables related to faults and these patterns may vary significantly under different operation protocols.

3 Machine Learning Techniques for Fault Identification

Machine learning techniques has been successfully used to automate fault diagnosis, inducing trees or rules from examples, [8], or training artificial neural networks, [13]. These techniques try to identify behavioral patterns associated to the different faults, and allow to perform fault identification. However, the majority of the machine learning techniques do not take into account the dynamic aspects of a problem and, consequently, fail to exploit the temporal information that so meaningful seems to be to human trouble shooters – although see [4] for an exception. Considering that the main patterns, to identify faults in dynamic environments, consist on the evolution over time of variables related with the current fault, we decided to focus the problem as of classifying multivariate time series. The classifiers, introduced in section 3.1, are induced from examples. If enough faulty examples are available, the classifiers may be induced without further knowledge. Currently, we are working on an experimental test bed to induce the classifiers from simulation of faults models.

3.1 Time Series Classifiers

The considered classification system is based on the family of learning methods named “boosting”, using very simple base classifiers: only one literal. At present, an active research topic is the use of ensembles of classifiers. One of the most popular methods for creating ensembles is boosting, [11]. It works assigning a weight to each example. Initially, all the examples have the same weight. In each iteration a base (also named weak) classifier is constructed, using any other classification method, according to the distribution of weights. Afterwards, the weight of each example is readjusted, based on the correctness of the class assigned to the example by the base classifier. The final result is obtained by weighted votes of the base classifiers.

The used base classifier are interval predicates. There are two kinds: relative and region based. Relative predicates consider the differences between the values
Table 1. Classifier example. For each literal, there are 3 numbers. They are the weights associated for each of the 3 classes of the data set.

<table>
<thead>
<tr>
<th>Literal</th>
<th>1st class</th>
<th>2nd class</th>
<th>3rd class</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>true</strong> percentage( E, x, 1,4, 4, 36, 95 )</td>
<td>-0.552084</td>
<td>3.431576</td>
<td>-0.543762</td>
</tr>
<tr>
<td><strong>not true</strong> percentage( E, x, 1,4, 16, 80, 40 )</td>
<td>1.336955</td>
<td>0.297363</td>
<td>-0.527967</td>
</tr>
<tr>
<td><strong>true</strong> percentage( E, x, 3, 49, 113, 25 )</td>
<td>-0.783590</td>
<td>-0.624340</td>
<td>1.104166</td>
</tr>
<tr>
<td>decreases( E, x, 34, 50, 1.20 )</td>
<td>-0.179658</td>
<td>0.180668</td>
<td>0.771224</td>
</tr>
<tr>
<td><strong>not true</strong> percentage( E, x, 4, 14, 78, 15 )</td>
<td>0.899025</td>
<td>-0.234799</td>
<td>-0.534271</td>
</tr>
</tbody>
</table>

Table 1 shows a classifier. It was obtained from a three classes data set. This classifier is composed by 5 base classifiers. For each literal there are 3 numbers, the weights associated for each class. In order to classify a new example, a weight is calculated for each class, and then the example is assigned to the class with greater weight. In the classifier, there is a weight for each base classifier and literal. For each class, its weight is the sum of the weights of the true literals for the example minus the sum of the weights of the false literals.

### 3.2 Using the Classifiers for Fault Identification

Normally, when a classifier is used, the only expected result is the selected class. For fault identification, it would be desirable to obtain an ordering of the different fault modes. This ordering contains information that may be useful for the human responsible on the command of the process. On the other hand, some faults are discarded in the previous phase, so the desired output is an ordering of the remaining candidates. The AdaBoost [11] algorithm assigns for each class a determined value, the weighted vote of the individual classifiers for that class. These value can be used for considering the result of the classifier not as
a unique class but as an ordering of the set of classes. If some classes have been discarded in a previous step, then it is only necessary to compute the weighted vote for the remaining classes.

An open question is how to measure the adequacy of a classification with these features, that is, the result is an ordering of the sets of labels. One possibility is to consider the average number of classes that appear before the correct class. In order to obtain a measure with a range independent of the number of classes, the value of the average number of classes that are before the correct one is divided by the number of classes minus one. In this way, that value will be between 0 and 1. This measure is called position error. The classical error, here will be called classification error, with the objective of avoiding confusions. A position error of 0% indicates that the correct class is always the first, a 100% indicates that the correct one is always the last. If the order of classes were assigned randomly, the average value of this error would be 50%.

The classifiers have been obtained using full series as training examples. They are trained with series that start and end at steady states, with the faults happening somewhere in between. Nevertheless, it is not an option to wait for a full series in order to use the classifiers, we want to apply the classifiers as soon as a fault is detected. Hence, the classifiers must deal with partial time series, and they must produce a classification, as good as possible, considering the available information. We call this feature early classification.

From all the literals in the classifier, some of them will have a defined result for the partial example, because their intervals refer to areas that are already available in the example. Nevertheless, for other literals their results will be unknown because their intervals still are not available for the example. The learning method produces as a result a linear combination of literals. The literals that still have an unknown result, will be simply omitted from the classifier. The classification given to a partial example will be the linear combination of those literals that have known results.

### 3.3 Experimental Validation

The considered dataset is introduced in [10]. It is proposed as a benchmark for classification systems of temporal patterns in the process industry. This data set was generated artificially. This is a 4 series, 16 classes problem. There are 1600 examples, 100 of each class. Half of the examples are for training and the other half for testing. The results shown are the average of 5 runnings, because the learning method has a stochastic component.

This section shows the obtained results using simultaneously relative and region-based predicates. The classification error as a function of the number of base classifiers is shown in table 2. For 100 literals, the error is 0.45%. The result reported in [10], using recurrent neural networks and wavelets is an error of 1.4%, but 4.5% of the examples are not assigned to any class. As expected, position error is much smaller than classification error. Using only 10 literals, its value is 2.21%. This is a 16 classes problem. Hence, the average of the number of classes that are selected before the correct class is $15 \times 0.0221 = 0.315$. 

Table 2. Experimental results.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification error</td>
<td>20.60</td>
<td>7.23</td>
<td>4.05</td>
<td>1.60</td>
<td>1.35</td>
<td>1.23</td>
<td>0.90</td>
<td>0.78</td>
<td>0.68</td>
<td>0.45</td>
</tr>
<tr>
<td>Position error</td>
<td>2.21</td>
<td>0.74</td>
<td>0.39</td>
<td>0.16</td>
<td>0.13</td>
<td>0.11</td>
<td>0.08</td>
<td>0.06</td>
<td>0.05</td>
<td>0.03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Percentage</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification error</td>
<td>93.75</td>
<td>89.88</td>
<td>76.05</td>
<td>73.40</td>
<td>62.90</td>
<td>39.60</td>
<td>7.25</td>
<td>1.35</td>
<td>0.80</td>
<td>0.45</td>
</tr>
<tr>
<td>Position error</td>
<td>100.00</td>
<td>42.46</td>
<td>12.71</td>
<td>10.38</td>
<td>7.91</td>
<td>3.39</td>
<td>0.62</td>
<td>0.10</td>
<td>0.06</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Early classification results are shown in table 2. For this case, the error is considered as a function of the observed percentage of the series length. The considered classifiers are composed by 100 literals. For the classification error it is necessary to have observed, at least, the 70% of the series in order to obtain useful classifications. The results for the position error are, logically, more optimistic. For the 30% of the series length the position error is 12.71%. This means that the average number of classes before the correct one, for a data set with 16 classes, is $15 \times 0.1271 = 1.91$.

4 Integration of Consistency Based Diagnosis with Possible Conflicts and Time Series Classifiers

It is well known that consistency based diagnosis supports fault detection and localization from models of correct behavior. In order to obtain a more detailed diagnosis, fault modes must be introduced, which allows fault identification. In a simulation based approach to consistency based diagnosis, this requires on-line simulation of fault modes. However, on-line simulation of faults modes is a problematic issue. Hence, a more qualitative description of faulty behavior is desirable. The time series classifiers introduced in the previous section employ a qualitative description of the system variables evolution to perform fault identification. Consequently, a natural integration of both approaches would consist on performing fault detection and localization based on consistency, and fault identification with the time series classifiers.

Somehow surprisingly, the integration of both techniques may be fulfilled in several ways. We have opted for giving higher priority to the consistency based diagnosis output, because we wanted to preserve its logical soundness property. To achieve this behavior, the induced time series classifiers are slightly modified. Let us denote by $CLASSIFIER(t)$ an invocation of the induced time series classifier with a fragment of series from time $t$ to min(current time, $t$+maximum series length). Each call to $CLASSIFIER(t)$ will return a list of fault modes ranked by their voted weight. Let us denote by $CLASSIFIER(t, c)$ an invocation to the modified classifier, being $c$ a set of consistency based diagnosis candidates. A call to $CLASSIFIER(t, c)$, will compute the list obtained firstly invoking $CLASSIFIER(t)$ and secondly removing those fault modes not associated to components of $c$. For efficiency reasons, this behavior is accomplished eliminating from the original classifier the outputs related to fault modes that do not correspond to components of $c$, but this is a minor issue. To further simplify
the problem, singled fault hypothesis is assumed; otherwise, the induction of the
time series classifiers becomes a combinatorial problem.

With these previous assumptions, the integration of both techniques is par-
ticularly simple if consistency based diagnosis relies on the concept of possible
conflict because due to the capability of the induced classifiers to consider only
a fragment of a time series – early classification – and to discard the fault modes
not associated with the current candidates, the integration only requires to in-
voke the time series classifiers into the iterative and incremental cycle of diagnosis
with possible conflicts. A detailed description of consistency based diagnosis with
possible conflicts can be found in [7]. We include a brief summary for the sake
of self-containment. The main idea behind the possible conflict concept, [5], is
that the set of subsystems capable to generate a conflict can be identified off-
line. This identification can be done in three steps. The first one generates an
abstract representation of the system, as an hypergraph. In this representation
there is only information about constraints in the models, and their relationship
to known and unknown variables in such models. The second step looks for
minimal overconstrained sets of relations, which are essential for model-based
diagnosis. These subsystems, called minimal evaluation chains, represent a nec-
essary condition for a conflict to exist. Each minimal evaluation chain, which is a
partial sub-hypergraph of the original system description, need to be solved us-
ning local propagation criteria alone. To fulfill this last requirement we add extra
knowledge, representing every possible way a constraint can be solved by means
of local propagation. As a consequence, each minimal evaluation chain generates
a directed and-or graph. In each and-or graph, we search for every possible way
the system can be solved using local propagation, if any. Each possible way is
called a minimal evaluation model, and it can predict the behavior of a part of
the whole system. Moreover, since conflicts will arise only when models are eval-
uated with available observations, the set of constraints in a minimal evaluation
model is called a possible conflict.

Those models can be used to perform fault detection. If there is a discrepancy
between predictions from those models and current observations, the possible
conflict would be responsible for such a discrepancy and should be confirmed
as a real conflict. Afterwards, diagnosis candidates are obtained from conflicts
following Reiter’s theory. In previous works we have shown that possible conflicts
is a compilation technique which, under certain assumptions, is equivalent to on-
line conflict calculation in GDE, [6].

In a dynamic environment, diagnosis with possible conflicts is performed in
an iterative and incremental way. To include fault identification, we only have
to add a new step, 5.d, to the basic cycle\(^1\):

\[^1\] Where \(\text{OBS}_{pc_i}\) denotes the set of input observations available in \(SD_{pc_i}\), \(\text{PRED}_{pc_i}\)
represents the set of predictions obtained from \(SD_{pc_i}\), \(\text{OBS}'_{pc_i}\) denotes the set of output
observations in \(SD_{pc_i}\), and \(\delta_{pc_i}\) is the maximum value allowed as the dissimilarity
value between \(\text{OBS}'_{pc_i}\) and \(\text{PRED}_{pc_i}\). \(\text{CLASSIFIER}(t,c)\) denotes and invocation to
the time series classifier with a fragment of series from \(t\) to the min(current time,
\(t+\text{maximum series length}\)) and with the set of candidates \(c\). \(t_0\) is the time of the last
iteration prior to the first conflict confirmation.
1. the system must be analyzed looking for any minimal evaluation chain;
2. those minimal evaluation chains with no evaluation model must be rejected,
3. exactly one minimal evaluation model associated to a minimal evaluation chain
   must be selected,
4. build the executable model of the possible conflict $pc_i$, $SD_{pc_i}$, from the description
   of the minimal evaluation model,
5. repeat
   (a) simulate $SD_{pc_i}$ using $OBS_{pc_i}$ and producing $PRED_{pc_i}$,
   (b) if $|PRED_{pc_i} - OBS'_{pc_i}| > \delta_{pc_i}$ then confirm $pc_i$,
   (c) if a new $pc_i$ is confirmed, then compute the new set of candidates
   (d) update fault modes ranking with $CLASSIFIER(t_0, \text{set of candidates})$
until there is no $pc_i$ to be simulated.

The proposed diagnosis process will incrementally generate the set of candidates
consistent with observations. Simultaneously, it will order the available
fault modes according to their confidence, in a process with an error rate that
decreases as bigger fragments of the variables evolution is available.

5 Discussion

This work presents a different approach to diagnosis of dynamic systems. The
proposal pretends to be effective in complex dynamic systems. Consequently, it
is assumed that the diagnostician is an integral part of a supervision systems.
On simpler settings, where system configuration and operation point are fixed,
the diagnostician could work as an independent module.

Special effort has been done to keep the best properties of consistency based
diagnosis, that is, it only needs models of correct behavior and diagnosis is sound
an complete respect to the used models. At the same time, we try to alleviate
its major drawback: diagnosis tends to be unfocused due to the absence of fault
information. This fault information is introduced resorting to machine learning
techniques. Although in the majority of the cases the generation of faulty
examples will resort to simulation of faulty modes, simulations for training are
made off-line. Another important advantage of the proposed method is that fault
model for training do not require to know the precise value of the parameters
that describe the fault. Moreover, some level of variations on these parameters
may facilitate the induction process. Notice, also, that the proposed way to inte-
grate both techniques do not lose the completeness of the system, guaranteed by
the consistency based phase. If a non considered faulty model arises, the system
is still able to do fault localization.

The induced models, time series classifiers, describe in a natural way some
temporal properties of the faulty behavior. They are designed to work with time
series and their symbolic nature allows to adapt them to accept series of different
length. This property provides several opportunities for a natural integration
on the iterative cycle of consistency based diagnosis. Actually, the integration
proposed in this work is just one of the simpler possibilities available.

This work is part of an ongoing research activity, and further experimental
effort has still to be done. Preliminary test with a small set of fault modes on
a single operation mode seems to be promising, but the systematic induction of the classifiers has still to be solved.
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Abstract. Information in Digital Libraries is explicitly organized, described, and managed. The content of their data resources is summarized into small descriptions, usually called metadata, which can be either introduced manually or automatically generated. In this context, specialized thesauri are frequently used to provide accurate content for subject or keyword metadata elements. However, if a Digital Library aims at providing access for the general public, it is not reasonable to assume that casual users will use the same terms as the keywords used in metadata records. As an initial step to fill the semantic gap between user queries and metadata records, the authors of this paper already created a method for the semantic disambiguation of thesauri with respect to an upper-level ontology (WordNet). This paper presents now the integration of this disambiguation within an information retrieval system, in this case adapting the vector-space retrieval model. Thanks to the disambiguation, both metadata records and queries can be homogenously represented as a collection of WordNet synsets, thus enabling the computing of a similarity value, which ranks the results.

1 Introduction

As opposite to the largely unstructured information available on the Web, information in Digital Libraries (DLs) is explicitly organized, described, and managed. In order to facilitate discovery and access, DL systems summarize the content of their data resources into small descriptions, usually called metadata, which can be either introduced manually or automatically generated (index terms automatically extracted from a collection of documents). The focus of this paper is DLs working with metadata records using an agreed metadata schema. Indeed, most DLs use structured metadata in accordance with recognized standards such as MARC21 (http://lcweb.loc.gov/marc/marc.html) or Dublin Core

* The basic technology of this work has been partially supported by the Spanish Ministry of Science and Technology through the projects TIC2000-1568-C03-01 from the National Plan for Scientific Research, Development and Technology Innovation and FIT-150500-2003-519 from the National Plan for Information Society. The work of J. Lacasta has been partially supported by a grant from the Aragón Government and the European Social Fund (ref. B139/2003).
Moreover, in order to provide accurate metadata, metadata creators use specialized thesauri to fill the content of typical keyword sections. According to ISO-2788 (norm for monolingual thesaurus), a thesaurus is a set of terms that describe the vocabulary of a controlled indexing language, formally organized so that the a priori relationships between concepts (e.g. synonyms, broader terms, narrower terms and related terms) are made explicit. Thesauri provide a specialized vocabulary for the homogeneous classification of resources and for supplying users with a suitable vocabulary for the retrieval.

There are numerous catalog systems that use thesauri as the basis for discovery services. For instance, the system presented in [1] aims at identifying human experts in different subjects of an application domain. There, a concept index was built manually and experts were associated with these concepts. After the user specifies a set of concepts, the system searches for experts who either know about one of those concepts or know about concepts “closely” related to “the user’s concepts of interest”. That is to say, the system evaluates the semantic relatedness using the network representation of the thesaurus. The hits returned are ranked according to the distance between query concepts and the concepts assigned to each expert.

However, if a DL aims at providing access to the general public (not only constrained to the community of experts that created the resources in the DL), it is not reasonable to assume that casual users will use the same query terms as the keywords used in metadata records. This discordance between query terms and metadata keywords is even worse in the case of DLs handling resources from different application domains, where metadata creators have probably used different thesauri (increasing the heterogeneity of keywords). This situation implies that discovery in DLs cannot be implemented as a simple word matching between the user queries and metadata records. On the contrary, a DL should be able to understand the sense of the user’s vocabulary and to link these meanings to the underlying concepts expressed by metadata records.

In order to fill the semantic gap between user queries and metadata records, we proposed in [2] a method for the semantic disambiguation of thesauri with respect to an upper-level ontology, which is closer to the user expressions. Concepts contained in user queries are usually extracted by means of natural language processing techniques (beyond the scope of this paper) that also make use of similar upper-level ontologies. Therefore, it seems reasonable to use the semantic disambiguation of thesauri as a mechanism that harmonizes concepts in metadata records and user queries. In particular, our method provides the disambiguation against WordNet [3], a large-scale lexical database developed from a global point of view that can provide a good kernel to unify, at least, the broader concepts included in distinct thesauri. Our method can be classified as an unsupervised disambiguation method and applies a heuristic voting algorithm that makes profit of the hierarchical structure of both WordNet and the thesauri. Whereas thesaurus hierarchical structure provides the disambiguation context for terms, the hierarchical structure of WordNet enables the comparison of senses from two related thesaurus terms.
This disambiguation facilitates a unifying system to express user queries and metadata records but it does not constitute itself the final objective. The final purpose is to integrate this disambiguation within an Information Retrieval System (IRS). In fact, the indexing with WordNet synsets is not new in the context of general text retrieval. [4] shows some experiments and revises some related works. In general, the conclusion of these works is that WordNet indexing can improve performance whenever the disambiguation accuracy rate is high (in some cases not less than 90% [5]). These conclusions are probably not extensible to the IRS proposed in this paper because they were indexing free text and this IRS is constrained to the keywords section of metadata. However, it is expected that the disambiguation accuracy in our IRS will be very high. The first reason is that we are disambiguating the own keywords. As opposed to free text retrieval, we are not going to extract concepts from words that are not essential to the document meaning. Additionally the thesaurus hierarchy provides an accurate and limited context for disambiguation.

As a logical continuation of [2], this works aims at verifying the applicability of our disambiguation method within an information retrieval system. In particular, this paper presents the adaptation of the vector-space retrieval model [6] to the context of metadata catalogs. Other classical models, like the probabilistic or neural-net based models, would probably perform better in more heterogeneous contexts. However, the initial hypothesis was that in this context, where metadata records are the summary of the desired resource, a simple model may provide satisfactory results.

The rest of the paper is organized as follows. Section 2 presents the information retrieval system with the adaptation of the indexing technique to the specific features of metadata schemas. The indexing technique makes profit of the metadata keywords section, whose content has been strategically filled in by selecting terms from disambiguated thesauri. Thanks to the disambiguation, both metadata records and user queries can be homogenously represented as a collection of WordNet synsets (concepts in WordNet), thus enabling the computing of a similarity value, which ranks the results returned by the digital library. Section 3 presents some of the results from the initial experiments of the retrieval system. It has been tested against a geographic catalog, i.e. a catalog containing metadata records that describe data with some kind of location reference. And finally, this work ends with some conclusions and future lines.

2 The Retrieval Model

An information retrieval model can be defined as the specification for the representation of documents, queries, and the comparison algorithm to retrieve the relevant documents. The vector-space retrieval model [6] proposes a framework in which partial matching is possible and it is characterized by the use of a weight vector representing the importance of each index term with regard to a metadata record (document). Hence, the framework $F$, which represents the collection of records and the user queries, consists of a $M$-dimensional vector space, where each dimension corresponds with each distinct index term in the glossary
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(denoted as $T$ and being $M$ the size of the glossary). Following expressions show vector representations of a document $d_j \in D$ (documents in the collection) and a query $q \in Q$ (set of user queries):

$$d_j = ((t_1, w_{1,j}), (t_2, w_{2,j}), ..., (t_M, w_{M,j})); q = ((t_1, w_{1,q}), (t_2, w_{2,q}), ..., (t_M, w_{M,q}))$$ (1)

where $t_1, t_2, ..., t_M \in T$ are the $M$ synsets belonging to the glossary; $w_{i,j}$ represents the weight given to an index term with respect to $d_j$; and $w_{i,q}$ is the weight given to an index term with respect to $q$. Finally, this model provides a function to compute the degree of similarity between each metadata record and a user query $q$, enabling the ranking of records with respect to $q$. Following equation shows the exact formula to compute the similarity value (denoted as $\text{Sim}(d_j, q)$) which is based on the cosine of the angle formed by the vector representing the metadata record and the vector of the user query [7].

$$\text{Sim}(d_j, q) = \frac{\overrightarrow{d_j} \cdot \overrightarrow{q}}{|\overrightarrow{d_j}| \times |\overrightarrow{q}|} = \frac{\sum_{k=1}^{M} w_{k,j} \times w_{k,q}}{\sqrt{\sum_{k=1}^{M} w_{k,j}^2} \times \sqrt{\sum_{k=1}^{M} w_{k,q}^2}}$$ (2)

Next subsections explain the process to obtain the index terms of metadata records and queries and their weights.

2.1 The Indexing of Metadata Records

Before applying a retrieval algorithm, documents (metadata records) in the collection must be summarized into a set of representative keywords called index terms. In this context of metadata catalogs, metadata records are precisely a summary of media documents (image, text or whatever). Furthermore, the advantage in this context is that metadata creators introduce explicitly the concepts within the keywords section. Nevertheless, the retrieval model of a metadata catalog cannot be based uniquely on a simple matching between a query word and the words contained in keywords section. On one hand, different metadata creators may not share the same criteria to select a harmonized (homogenous) set of keywords. And on the other hand, this simple matching would be comparable with a classic Boolean information retrieval model, where query terms are compared with keywords contained in records to decide whether the record is relevant or not without providing any ranking.

As mentioned in the introduction, one way to increment the descriptive potential of the keywords section is to select terms belonging to formalized controlled lists of terms or thesauri. In this way, more sophisticated methods to resolve terminological queries could be applied. However, there is not a universal thesaurus to classify every type of resource and metadata creators make use of different thesauri or controlled lists depending on the application domain. Therefore, the set of keywords, although using thesauri and controlled lists, are still quite heterogeneous. For example, in the context of geographic information, catalogs may include geographic information about topography, cadaster or communications. Hence, we proposed in [2] the semantic disambiguation of
thesaurus terms to avoid this heterogeneity. The main objective of this semantic disambiguation method is to relate the different thesauri to an upper-level ontology like WordNet [3].

WordNet is structured in a hierarchy of synsets which represent a set of synonyms or equivalent terms. The initial step of the disambiguation process is to divide the thesaurus into branches (a branch corresponds to a tree whose root is a term with no broader terms and that is constituted by all the descendants of this term in the “broader term/narrower term” hierarchy). The branch provides the disambiguation context for each term in the branch. Secondly, the disambiguation method finds all the possible synsets that may be associated with the terms in a thesaurus branch. And finally, a voting algorithm is applied where each synset related to a thesaurus term votes for the synsets related to the rest of terms in the branch. The main factor of this score is the number of subsumers in synset paths (the synset and its ancestors in WordNet). The synset with the highest score for each term is elected as the disambiguated synset. Table 1 shows the final score of synsets for the branch accident in Fig. 1. For the sake of clarity, some terms and their corresponding synsets have not been shown. A more detailed explanation of the algorithm to obtain the score can be found in [2].

**Table 1. Disambiguation of a thesaurus branch**

<table>
<thead>
<tr>
<th>Term</th>
<th>Subterm</th>
<th>Synset path</th>
<th>score</th>
<th>lia</th>
</tr>
</thead>
<tbody>
<tr>
<td>accident</td>
<td></td>
<td>event→happening→trouble→misfortune→mishap→accident</td>
<td>3,143</td>
<td>0.551</td>
</tr>
<tr>
<td>accident</td>
<td></td>
<td>event→happening→accident</td>
<td>2,560</td>
<td>0.449</td>
</tr>
<tr>
<td>accident</td>
<td>accident source</td>
<td>event→happening→trouble→misfortune→mishap→accident</td>
<td>2,304</td>
<td>0.552</td>
</tr>
<tr>
<td>accident</td>
<td>accident source</td>
<td>event→happening→accident</td>
<td>1,873</td>
<td>0.448</td>
</tr>
<tr>
<td>accident</td>
<td>accident source</td>
<td>entity→object→artifact→creation→product→work→publication</td>
<td>0.713</td>
<td>0.231</td>
</tr>
<tr>
<td>accident</td>
<td>accident source</td>
<td>entity→object→location→point→beginning</td>
<td>0.705</td>
<td>0.228</td>
</tr>
<tr>
<td>accident</td>
<td>accident source</td>
<td>entity→object→artifact→facility→source</td>
<td>0.685</td>
<td>0.221</td>
</tr>
<tr>
<td>accident</td>
<td>accident source</td>
<td>entity→life form→person→communicator→informant</td>
<td>0.397</td>
<td>0.128</td>
</tr>
<tr>
<td>accident</td>
<td>accident source</td>
<td>entity→life form→person→creator→maker→generator</td>
<td>0.397</td>
<td>0.128</td>
</tr>
<tr>
<td>accident</td>
<td>accident source</td>
<td>psychological feature→cognition→content→idea→inspiration</td>
<td>0.186</td>
<td>0.060</td>
</tr>
<tr>
<td>accident</td>
<td>accident source</td>
<td>written communication→writing→document→source</td>
<td>0.009</td>
<td>0.003</td>
</tr>
<tr>
<td>accident</td>
<td>accident source</td>
<td>entity→object→film→oil slick</td>
<td>0.214</td>
<td>1.000</td>
</tr>
</tbody>
</table>

...
Therefore, once a new metadata record has been completed, it is possible to obtain the collection of synsets corresponding to the thesaurus terms. Besides, as the metadata creator probably selected terms from different thesauri, there may be repetition of synsets in the obtained collection. Hence, given the keywords section of a metadata record, it is possible to extract a collection of synsets, which are indeed the index terms and may be characterized by a weight proportional to the number of occurrences and the liability of the disambiguated synset.

As concerns the vector model, one of the best weighting schemes for index terms (the synsets) is the one proposed in [7], which tries to balance the effect of intra-clustering similarity (features that better describe a subset/cluster of documents in the collection) and inter-clustering dissimilarity (features which better distinguish a subset from the remaining documents in the collection) of documents (see equation 3). Assuming this weighting scheme, the first step to calculate the weight of a synset is to obtain the frequency of a synset \( t_i \) in a metadata record \( d_j \). For a classical information retrieval system, this frequency (denoted as \( freq_{i,j} \)) would be simply the number of occurrences of an index term. But in this case, we cannot obviate that the disambiguation of thesaurus terms is heuristic and we wanted to consider the score obtained for each synset in the disambiguation process. Therefore, given a thesaurus term \( s \), we have estimated the liability of the elected synset \( t_i \) with respect to the other non-elected synsets which were initially associated with the term \( s \). This liability value, denoted as \( lia_{s,i} \), is computed as the division between the score of the elected synset and the sum of the scores of all synsets related to a thesaurus term. Column \( lia \) in table 1 shows an example of such percentage. \( freq_{i,j} \) is finally computed as the sum of the liability of each synset \( t_i \) that is indirectly referenced by the terms included in a metadata record \( d_j \). Secondly, it is necessary to obtain the normalized frequency \( f_{i,j} \), which is computed as the division between \( freq_{i,j} \) and the maximum frequency (computed over all synsets \( t_l \) referenced by \( d_j \)). Next step is the calculation of the inverse frequency \( idf_i \) of a synset \( t_i \), i.e. the logarithm of the division between the size of the collection (denoted as \( N \)) and the number of records referenced by this synset (denoted as \( n_i \)). The point here is that if a synset is referenced in many metadata records, it is not very useful to discriminate them. Finally, the total weight \( w_{i,j} \) is computed as the product between \( f_{i,j} \) and \( idf_i \).

\[
\begin{align*}
freq_{i,j} &= \sum_{s \in d_j} lia_{s,i}; f_{i,j} = \frac{freq_{i,j}}{\max_{i}(freq_{i,j})}; idf_i = \log N/n_i; w_{i,j} = f_{i,j} \times idf_i; \quad (3)
\end{align*}
\]

Additionally, subsection 3.2 proposes a variant of the indexing to augment the number of index terms for each metadata record.

### 2.2 The Indexing of Queries

Regarding the queries formulated by users, it is also necessary to find index terms characterizing these queries. Indeed, the query performed by the user specifies, although vaguely, the set of metadata records that he/she wants to discover. As well as metadata records have been summarized into a collection of synsets, queries must be also synthesized into a set of WordNet synsets. That is to say, in
parallel to the indexing of metadata records, every word belonging to the query must be searched into WordNet and then, their possible senses, in the form of synsets, should be processed to obtain a representative collection of synsets. The first question here was whether we should also try the disambiguation of queries or not. By disambiguation of queries it is meant the election of the synset that better represents each query word among its possible synsets found in WordNet. In the context of our experiments it was assumed that the queries contained only a few words and not necessarily connected (i.e. with no synsets in common). Therefore the final decision was the non-disambiguation of queries. Besides, some works like [8] showed that trying to disambiguate the query in addition to the corpus made the results worse, especially in cases where the query was very short. Additionally, it must be mentioned that the use of synsets provides an implicit expansion of query words because each synset represents a set of synonyms (the word typed by the user and all its possible synonyms). In [9] Voorhees essayed different strategies for query expansion using the different types of associations between WordNet synsets and it was concluded that they provided little benefit, at least in the environment (general text retrieval for TREC conference, http://trec.nist.gov/) where the experiments were performed.

Finally, regarding query weights, a variant from the weighting scheme in [7] is applied to compute the weight of every synset with respect to the query $q$:

$$w_{i,q} = (0.5 + 0.5 \times (freq_{i,q}/\text{max}_t(freq_{i,q}))) \times idf_i$$

This variant, suggested in [10], gives a minimum weight of 0.5 to the normalized frequency. In this case, $freq_{i,q}$ is computed as the number of indirect references to the synset $t_i$.

## 3 Testing the Retrieval Model

### 3.1 Metadata Corpus

The formal precision (number of relevant hits divided by the number of hits) and recall (number of relevant hits divided by the number of relevant documents) measures used to quantify retrieval effectiveness of information retrieval systems are based on evaluation experiments conducted under controlled conditions. This requires a testbed comprising a fixed number of documents, a standard set of queries, and relevant and irrelevant documents in the testbed for each query. This is the case of TREC (http://trec.nist.gov/), an annual conference for academic and industrial text retrieval systems, which provides 2 GB document collection with about half a million documents. However, we could not find such a controlled testbed in the context of metadata catalogs and we had to construct our own testbed.

As an initial metadata corpus, the contents of the Geoscience Data Catalog (http://geo-nsdi.er.usgs.gov/) at U.S. Geological Survey (USGS) were downloaded. The USGS is the science agency for the U.S. Department of the Interior that provides information about Earth, its natural and living resources, natural
hazards, and the environment. And despite being a national agency, it is also sought out by thousands of partners and customers around the world for its natural science expertise and its vast earth and biological data holdings. At the moment of download (March 2003), this catalog contained around 1,000 metadata records in XML format describing geographic data. The metadata records are compliant with the American standard CSDGM (Content Standard for Digital Geospatial Metadata, http://www.fgdc.gov), which includes a keywords section where the metadata creator can specify different values and the thesauri to which they belong. One of the reasons to select this catalog was our experience in Spatial Data Infrastructures [11]. However, the results of this work are extensible to any type of digital library using metadata schemas that contain a keyword section. Another important reason to select this catalog was that it provides a full text and field based search engine called ISearch [12], which enables at least the comparison of records retrieved.

Once the metadata records were imported in our metadata database, it was found that only 753 of the imported records contained thematic keywords. Furthermore, only 340 of these records contained keywords (an average of 3.673 keywords per record) belonging to formalized thesauri: NGMDB (“National Geologic Map Database Catalog themes, augmented”, http://ngmdb.usgs.gov/) with 72 terms appearing 1105 times in the collection; and GTE (“Gateway to the Earth”, http://alexandria.sdc.ucsb.edu/~lhill/usgs_terms/usgs/html9/) with 648 terms appearing only 144 times in the collection. Thus, given that uniquely these thesauri were suitable for the disambiguation, our information retrieval system could use only a small part of the downloaded collection. However, there were 656 records with an average of 7.87 terms belonging to unspecified thesauri, which were entitled in metadata records as “General” or “none”. Therefore, we tried to transform these keywords from unspecified thesauri into terms belonging to GEMET, NGMDB and GTE. In particular, we selected GEMET (“General European Multilingual Environmental Thesaurus”, http://www.mi.niedersachsen.de/cds/) because it is a quite comprehensive thesaurus for geographic information that consists of 5,542 terms organized in 109 branches and translated into 12 languages. In this transformation, we also solved some small morphological differences between the included terms and the terms of the disambiguated thesauri, e.g. difference between singular and plural versions. Thanks to this modification of metadata records, the final collection contained 711 records with an average of 5.594 theme keywords belonging to the three disambiguated thesauri.

In order to obtain performance measures, a series of topics (queries) and their relevance to metadata records were also necessary. For that purpose, the metadata corpus was enhanced by assigning manually the relevance with respect to a series of topics. This way, it would be possible to evaluate the precision and recall of different retrieval systems. The topics selected were based on the keywords with highest frequency in the collection. Fig. 2 displays the 10 topics selected, the thesauri to which they belong and their “narrower term/broader term” relations. Then, the metadata records were hand-tagged applying two basic rules: “if an specific term a is found in a record m, the record m will be relevant with
respect to the broader terms of term $a$”; and “if a generic term $a$ is found in a record $m$, the record $m$ will not be relevant with respect to the narrower terms of term $a$”.

Finally, we wanted to compare the effectiveness of our IRS with respect to a typical word-based retrieval system. But instead of using ISearch for this text retrieval system, the “Oracle Intermedia Text package” [13] was used. Oracle enables the creation of text indexes on text columns that may contain a wide range of Document Object Like data, including XML documents. And by means of the CONTAINS operator it is also possible to perform word queries on these columns (including tag based queries for XML documents) and obtain a relevance score. The cause for the replacement of ISearch by Oracle was the disparity in the remote and local data contents. On one hand, the online USGS Catalog updates its contents periodically. And on the other hand, we had modified locally the theme keywords to increment the use of disambiguated thesauri. Anyway, the ranking algorithms of ISearch and Oracle are very similar. To obtain the relevance score, both systems use an inverse frequency algorithm based on the vector-space model formulas. In fact, before the transformation of keywords, a series of tests were performed against online ISearch and Oracle (containing same records in XML) and equivalent results were obtained.

3.2 The Experiments

The first experiments of our IRS were devoted to observe the influence of inverse frequency and the number of keywords in each metadata record. For instance, let us observe the results obtained with the query \textit{geology erosion} (associated with 5 synsets: 2 with \textit{geology} and 3 with \textit{erosion}) in table 2, which are ranked by similarity. Although the first two hits have only one match with the query synsets, they are ranked higher than the record in third position, which has three synset matches. On one hand, this is due to the fact that two of the synsets matches correspond to the synsets associated with \textit{geology}, whose inverse frequency is very low. These synsets are very frequent in the collection and the vector-space model tries to balance this effect: “the fewer a term occurs in, the more important it must be”. And on the other hand, third hit references a total number of 13 synsets, while the first two hits reference only 3. As the number of referenced synsets grows, the norm of the vector representing the record will increase, increasing as well the denominator in the similarity formula. This denominator favours metadata records with fewer keywords. Although some times this means that such metadata records are better focused on a subject, other times is simply due to a worse quality in metadata cataloguing. It was tested the possibility of obviating the denominator. But this variation was rejected because the results were not satisfactory: there was almost no graduation for the similarity in simple queries as the previous one. Besides, as the number of query terms and synset matches increases, the norm of the vectors representing the records is not so influent.

Then, we wanted to test one of the obvious advantages of our information retrieval system in comparison with other search engines based on word indexing.
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Table 2. Returned results for the query geology erosion

<table>
<thead>
<tr>
<th>Order</th>
<th>Title</th>
<th>Sim</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Beach profile data for Maui, Hawaii</td>
<td>0.375</td>
</tr>
<tr>
<td>2</td>
<td>Beach profile data for Oahu, Hawaii</td>
<td>0.375</td>
</tr>
<tr>
<td>3</td>
<td>Possible Costs Associated with Investigating and Mitigating Some Geologic Hazards in Rural Parts of San Mateo County, California</td>
<td>0.318</td>
</tr>
</tbody>
</table>

It is that the queries can contain words that have not been necessarily included in metadata keywords, e.g. synonyms of these keywords that match with the same WordNet synsets. For instance, we performed two queries with two synonyms, fuel and combustible, which correspond to the same WordNet synset. Our IRS always returned 138 hits but Oracle only returned records (138 hits with same score) for the query fuel, which was the word included in the keyword section.

After these initial experiments, we decided to augment the number of synsets representing the metadata records. For this expansion, we included the disambiguated synsets that were associated to the broader terms of the terms included in keyword section. For instance, the broader term of coal in GEMET is fossil fuel, and thus metadata records with term coal were indexed with the disambiguated synset of coal as well as with the disambiguated synset of fossil fuel. The idea was that if a user asks for resources about fossil fuel, he might be interested in different types of fossil fuels (e.g. coal, natural gas or petroleum). Of course, the weight of the synset for the broader term must be lower than the weight for the real term included in the metadata record. In particular, the liability of the synsets which are associated with broader terms was divided by 2. Thanks to this modification, our IRS returned 121 hits for the query fossil fuel, one hit more than the query coal. Meanwhile, Oracle returned no hits for query fossil fuel. This is due to the fact that Oracle CONTAINS operator only performs simple word matching, and only the word fuel is included in metadata records.
Finally, we compared the performance of the basic indexing of our IRS, the extended indexing of our IRS and the Oracle text retrieval. Fig. 3 displays the average precision-recall curves obtained with the aforementioned topics and for the different types of retrieval systems. Basically, it can be concluded that the precision obtained is similar in the three cases. The main advantage of the IRS proposed in this paper is that the recall measures are improved: an increase of 6.60% in the case of basic indexing with respect to Oracle; and an increase of 13.94% in the case of extended indexing.

4 Conclusions and Future Lines

This paper has presented the adaptation of a vector-space information retrieval model to the context of metadata catalogs. The indexing of metadata records assumes that the metadata schema includes a keyword section or subject element, something quite usual in most metadata schemas. Besides, the indexing technique is based on the inclusion in this section of terms selected from disambiguated thesauri. The index terms are precisely the synsets associated with the selected thesaurus term during the disambiguation process of the thesaurus. Furthermore, this basic indexing of metadata records was modified to augment the number of index terms. Apart from collecting the synsets associated with a thesaurus term, the indexing method also included the synsets associated with the broader terms in the thesaurus hierarchy. These synsets coming from broader terms were assigned a lower weight. This modification was based on the assumption that metadata records represented by these synsets (from broader terms) are still semantically close to queries including the broader concept. This expansion could have been also continued with the synsets associated with other related terms. However, works like [1] suggest not considering concepts at distance two or more from an initial concept.

The viability of the retrieval model has been tested with a collection of metadata records describing geographic resources and the results have been compared with a typical text retrieval system (based on word matching). These first experiments have shown that the precision obtained is comparable with a typical text retrieval system. And as regards recall, it has been noticed an increase in the number of relevant documents returned with respect to the text retrieval system. Anyway, it is necessary to test the method with a bigger corpus of metadata records and better classified with additional disambiguated thesauri.

The main disadvantage of the IRS presented in this paper is that the thesauri disambiguation may not be adequate for very specialized thesauri. WordNet is an upper-level ontology that lacks for domain-specific terminology. Nevertheless, the intention of this work is to approximate as much as possible the terms used in metadata records and the concepts extracted from “general-purpose” queries. And WordNet is a public domain electronic lexical database which may be considered as one of the most important resource available to researchers in computational linguistics, text analysis and many related areas.

On the other hand, an improvement in the computation of the weight of each index term would be to consider the importance of the thesaurus, to which the
terms in the keyword section belong. A term selected from a specific thesaurus like GEMET may be more relevant than a term belonging to a thesaurus that compiles only a hundred of categories. Finally, it must be mentioned that this retrieval method could be extended by indexing other metadata fields (or elements) like title, or abstract. Besides, the value of similarity could be integrated into more complex information retrieval systems as another factor to compute the final value for the degree of similarity.
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Abstract. This paper proposes a method for detecting facial regions in complex environments. To obtain accurate facial boundaries, active contours are used. In the active contour model, a contour is represented by zero level set of level function $\phi$, and evolved via level set partial differential equations. The advantages of the proposed method include 1) the robustness to noise, 2) accurate detection regions of multiple face with various viewpoints and sizes. To assess the effectiveness of the proposed method, it was tested with several natural scenes, and the results are compared with those of geometric active contours. Experimental results show the effectiveness of the proposed method.

1 Introduction

Human face detection has been considered as an interest research area, mainly due to developments of applications of multimedia and surveillance systems.

Accordingly, various techniques and algorithms have been proposed and they can be roughly classified into four categories [1]: knowledge-based approaches, feature invariant approaches, template matching approaches and appearance-based approaches. Among these approaches, template matching approaches have been widely used. This approach stores several templates describing the face, facial features, and their relations. And it computes the correlation values between a given image and the templates to detect facial regions [1]. Although it is simple, the use of this approach is restricted to the detection of the frontal facial images. This limitation is due to rigidity of templates, so deformable templates were proposed to model facial features. The method deforms the predefined templates, and matches deformed template and a given image. These operations are iteratively executed until the best fit of the template is founded [1].

Although these methods have good performance, some technical problems for face detection are remained as it used to be. For example, detecting accurate boundary of facial region is difficult task due to noise and degradation in image and various viewpoints of faces. And when tracking is needed, detection and detection type in first frame are more important. In order to overcome these problems, we use an active...
contour model, a description of an object boundary which is iteratively adjusted until it best match the object of interest [2]. Because of their elasticity, Active contours are used frequently to detect and track boundaries of non-rigid objects [3,4,5]. Original Active contours act as an edge-detector, i.e. an initial contour around the object to be detected evolves to its normal direction and stop on the boundary that has large gradient values [4,5].

This paper investigates the application of the active contours to the face detection problems. The facial region detection is formulated as an energy minimization problem, leading to the solution via an active contour model, in the Bayesian framework. Instead of gradient information used in general active contour models, we use the color information of human faces that is represented by a skin color model. And for representation and evolving of contours, we use the level set method [4,5,6]. The experimental results show that our method is effective to detect faces that have various viewpoints and scales in noisy images.

2 Proposed Method

In this paper, the facial region detection is formulated as an energy minimization problem, leading to the solution via an active contour model, in the Bayesian framework. In proposed method, the label field has two kinds of label for facial region and background region, respectively. Our goal is to estimate a boundary, between the two regions, which minimize the energy functional, for this, we used an active contour model based on color information of human faces. In the active contour model used, closed curve as contour is presented by zero level set of level function $\phi$, and evolved via level set partial equations.

2.1 Problem Formulation

The input image $G$ is considered as formed by two regions: facial region($R$) and background region $(R^c)$. Let $S=\{(i,j): 1\leq i \leq M_1, 1\leq j \leq M_2\}$ denote the $M_1 \times M_2$ lattice, such that the elements in $S$ index the image pixels. Let $\Lambda = \{\lambda, \lambda^c\}$ denote the label set, where $\lambda$ and $\lambda^c$ are labels for facial region and background region, respectively. Let $X = \{X_y \mid X_y \in \Lambda\}$ be the family of random variables defined on $S$. Let $\omega$ be a realization of $X$. The goal is to identify $\omega$ that maximizes the posterior distribution for a fixed input image $g$. That is,

$$X^* = \arg \max_\omega P(G = g \mid X = \omega)P(X = \omega).$$

Eq. (1) can be represented as the following pixel-wise equation:

$$X^* = \arg \max_\omega \prod_{(i,j) \in R} \left[ P(G_{ij} = g_{ij} \mid X_{ij} = \lambda)P(X_{ij} = \lambda) \right] \times \prod_{(i,j) \in R^c} \left[ P(G_{ij} = g_{ij} \mid X_{ij} = \lambda^c)P(X_{ij} = \lambda^c) \right].$$

(2)
Then, Eq. (2) can be formulated as an energy minimization problem as follows:

\[
\tilde{\gamma}^* = \arg\min_{\gamma} E(\tilde{\gamma}), \text{ where }
\]

\[
E(\tilde{\gamma}) = -\int_{\partial \gamma} \log \left[ P(G_{ij} = g_{ij} \mid X_{ij} = \lambda) P(X_{ij} = \lambda) \right] \, dx
\]

\[
-\int_{\partial \gamma} \log \left[ P(G_{ij} = g_{ij} \mid X_{ij} = \lambda') P(X_{ij} = \lambda') \right] \, dx
\]

In Eq. (3), \(\tilde{\gamma}(s):[0,1] \rightarrow \mathbb{R}^2\) is a closed planar curve that we use as an estimator of \(\partial R\), \(R\) the region enclosed by \(\tilde{\gamma}\) is the estimator of the region \(R\), while its complement \(R^c\) is the estimator of the background \(R^c\).

### 2.2 Minimization of Energy Functional

For minimization of energy, we do steepest descent with respect to \(\tilde{\gamma}\). For any point \(\tilde{\gamma}(s)\) on the curve \(\tilde{\gamma}\), as

\[
\frac{d\tilde{\gamma}(s)}{dt} = -\frac{\partial E(\tilde{\gamma})}{\partial \tilde{\gamma}(s)},
\]

where the right-hand side is (minus) the functional derivative of the energy [7,8].

Taking the functional derivative yields the motion equation for a point \(\tilde{\gamma}(s)\), for more detail refer [7].

\[
\frac{d\tilde{\gamma}(s)}{dt} = \frac{[\log P(G_{\tilde{\gamma}(s)} = g_{\tilde{\gamma}(s)} \mid X_{\tilde{\gamma}(s)} = \lambda) - \log P(G_{\tilde{\gamma}(s)} = g_{\tilde{\gamma}(s)} \mid X_{\tilde{\gamma}(s)} = \lambda')]\tilde{n}(\tilde{\gamma}(s))}{term1} + \frac{[\log P(X_{\tilde{\gamma}(s)} = \lambda) - \log P(X_{\tilde{\gamma}(s)} = \lambda')]\tilde{n}(\tilde{\gamma}(s))}{term2},
\]

where \(\tilde{n}(x)\) is the unit normal to \(\tilde{\gamma}\) at \(x\) pointing outward of \(R\). This equation is identical to the motion equation for boundary of region competition proposed by Zhu et al. for image segmentation [7].

### 2.3 Level Set Formulation

We solve Eq. (5) numerically by discretizing the interval \([0,1]\) on which \(\tilde{\gamma}\) is defined, thus leading to a representation of \(\tilde{\gamma}\) in terms of a finite number of points or nodes. This leads to an explicit representation of \(\tilde{\gamma}\). A better alternative is to represent the curve \(\tilde{\gamma}\) implicitly by the zero level set of a function \(\phi: \mathbb{R}^2 \rightarrow \mathbb{R}\), with the region inside \(\tilde{\gamma}\) corresponding to \(\phi > 0\) [4,5,6].

In the case of face detection based on color information, the evolution equation for \(\phi\) corresponding to Eq. (5) becomes

\[
\frac{d\phi_y}{dt} = \left[ \log P(G_y = g_y \mid X_y = \lambda) - \log P(G_y = g_y \mid X_y = \lambda') \right] \|\nabla \phi\|^{term1} + \left[ \log P(X_y = \lambda) - \log P(X_y = \lambda') \right] \|\nabla \phi\|^{term2}.
\]
2.4 Estimation of the Probabilities

Let $\Omega = \{ \omega = (\omega_{ij}, \omega_{i2}, \ldots, \omega_{M(M+1)}) | \omega_{ij} \in \Lambda, (i,j) \in S \}$ denote the set of all possible realization of $X$, and let $\omega$ be a realization of $\Omega$. $X$ can be an MRF on $S$ with respect to neighborhood system if the following condition holds [9]:

$$P(X_{ij} = \omega_{ij} | X_{kl} = \omega_{kl}, (i,j) \neq (k,l)) = P(X_{ij} = \omega_{ij} | X_{kl} = \omega_{kl}, (k,l) \in \eta_{ij}).$$

(7)

Then, $P(\omega)$ has Gibbs distribution as follows[9]:

$$P(\omega) = \exp(-U(\omega)) = \exp[-\sum_{c \in C} S_c(\omega)].$$

(8)

In Eq.(8), $C$ is a possible set of cliques, where a clique is defined as a set of pixels in which all the pairs are mutual neighbors. $U(\omega)$ imposes the spatial continuity of the labels where $S_c(\omega)$ is spatial potential. The proposed method assumes that the only nonzero potentials are those corresponding to two-pair cliques. Then $S_c(\omega) = -\alpha$ if all labels in $c$ are equal, otherwise $S_c(\omega) = \alpha$.

We assume that the color values of the face region are homogeneous and consistent with having been generated by prespecified probability distribution called “skin color model”, and the distribution of the background region is complicated, so it is difficult to be prespecified and is complicated.

We use the skin color model proposed by Yang et al. [10] for describing the color information of human faces. Therefore, the skin-color model is approximated by a 2D-Gaussian model $N(m, \Sigma)$.

The likelihood function of $\lambda$ for $g_{ij}$ is described as follows:

$$P(G_{ij} = g_{ij} | X_{ij} = \lambda) = \frac{1}{2\pi \sigma_r \sigma_g \sqrt{1-\rho^2}} \times$$

$$\exp\left\{-\frac{1}{2(1-\rho^2)} \left[ \frac{(r-\bar{r})^2}{\sigma_r^2} + \frac{(g-\bar{g})^2}{\sigma_g^2} - 2\rho \frac{(r-\bar{r})(g-\bar{g})}{\sigma_r \sigma_g} \right] \right\}.$$  

(9)

We can obtain the equation followed,

$$\log P(g_{i,j} | \omega_{i,j} = \lambda) = -F(r, g),$$

(10)

where

$$F(r, g) = \left[ \frac{(r-\bar{r})^2}{\sigma_r^2} + \frac{(g-\bar{g})^2}{\sigma_g^2} - 2\rho \frac{(r-\bar{r})(g-\bar{g})}{\sigma_r \sigma_g} \right].$$

(11)

As mentioned above, we use the color information of human faces for the likelihood function of $\lambda$ for $g_{ij}$. Since the distribution of the background region is complicated, it is difficult to be pre-specified in real images. We use a threshold $\theta$ for the likelihood function of $\lambda^c$ for $g_{ij}$. $\theta$ can be obtained as follows.

$$\theta = \log P(G_{ij} = g_{ij} | X_{ij} = \lambda^c) = -F(\bar{r} + 3\sigma_r, \bar{r}) = -F(\bar{g} + 3\sigma_g, \bar{g}) = -9.$$  

(12)

Accordingly, Eq. (6) can be represented by the following equation, which is defined as a level set evolution equation:
The initial level set function $\phi_0$ can be implemented using a distance mapping technique. In our experimentation, we have used Euclidian distance mapping to generate the level set function $\phi(X,t)$ that embeds the parametric closed initial curve $\gamma(t = 0)$, as the initial zero level set. The level set evolution equation given in Eq.(13) is iteratively implemented using simple forward difference with respect to neighbor pixels of zero level pixels. If $n$ is the iterative contour parameter, then

$$\frac{\phi^{n+1} - \phi^n}{\Delta t} = \{(F - \Theta)\|\nabla \phi\| + \left(\sum_{c \in C} S_c(\lambda)\right)\|\nabla \phi\| \right.$$. (14)

The norm of gradient term $\|\nabla \phi\|$ in Eq.(14) is implemented using Sobel operators.

After each iteration, The approximate final propagated contour i.e., the zero level set is constructed ($\phi = 0$) and label field is updated from $\phi_{n+1}(x)$. Contour reconstruction is obtained by determining the zero crossing grid location in the level set function [11]. If $\phi_i$ is a positive value, the label of position $(i,j)$ is set to $\lambda$, otherwise $\lambda_c$.

The stopping criterion is satisfied, when the difference of the number of the pixel inside contour ($\gamma$) is less than a threshold value. The threshold value is chosen by manually.

3 Experimental Results

This paper investigates the application of the active contours to the face detection problems. This chapter focuses on evaluating the proposed method. First section presents the facial region detection results for several images. Then, the comparison between the proposed method and another method was showed.

3.1 Facial Detection Results

In order to assess the effectiveness of the proposed method, experiments were performed on color images including facial regions that have various poses and viewpoints. The skin-color model is obtained from 200 sample images. Means and covariance matrix of the skin color model are as follows:

$$m = (r,g) = (117.588,79.064),$$

$$\Sigma = \begin{bmatrix}
\sigma_r^2 & \rho_{X,Y} \sigma_r \sigma_g \\
\rho_{X,Y} \sigma_r \sigma_g & \sigma_g^2
\end{bmatrix} = \begin{bmatrix}
24.132 & -10.085 \\
-10.085 & 8.748
\end{bmatrix}$$

An active contour model is a semi-automatic method that needs an initial contour and then the results are affected by the location of the initial contour. Original geometric active contours or balloon snakes move uni-directionally, i.e. contours only
expand or shrink, therefore, some arbitrary initialized contour can miss the object. In proposed method, proposed active contour model moves bi-directionally because we used the color information of human faces. So, our method allows for arbitrary initialization of initial contour. Fig.1 shows the experimental results on various initial contours.

To fully demonstrate the effectiveness of the proposed method, it was performed on the images including multiple facial regions and noisy images. In order to represent and evolve the contour, the proposed method use level sets which allow automatic topological changes. It makes the proposed method detect multiple faces. An experiment result on the image which includes more than one face is shown in Fig.2

---

**Fig. 1.** Face detection results on various initial contours (experiment 1).

**Fig. 2.** Results of experiments on a image include multiple faces. The iteration number is indicated below the pictures (experiment 2).
The contour split up into several parts, and finally two of them are converged to boundaries of faces and others are disappeared. This result represents that the proposed method runs independently on the number of faces in the given image. This experiment was performed with $\Delta t = 1$, $\alpha = 0.2$, initial contour $((x - 128)^2 + (y - 109)^2 = 92^2)$ and the threshold value of stopping criteria is 5.

### 3.2 Performance Comparisons and Discussions

To assess the validity of the proposed method, it was compared with the geometric active contour model presented in [4]. The model represents and evolves the contour using level sets. In the method using the model, the contour shrinks iteratively and the contour stops on the boundary that has high gradient values. For each video frame, ground truth was created by manually constructing accurate boundaries of each facial region. This is used to calculate the accuracy and the miss detection rate so as to evaluate performance of the proposed method. The accuracy and the miss detection rate are defined by

$$A = \frac{\text{num}(D \cap G) + \text{num}(D^c \cap G^c)}{\text{imageSize}} \times 100\%,$$

$$M_i = \frac{\text{num}(D \cap G^c) + \text{num}(D^c \cap G)}{\text{imageSize}} \times 100\%,$$

respectively, where

- $D = \{d | d = \text{pixels of facial regions detected by the proposed method}\}$
- $G = \{g | g = \text{pixels of facial regions detected manually}\}$: ground truth;
- $\text{num}(\bullet) : \# \text{ of pixels in the region}$.

Fig. 3 shows the result of face detection using the geometric active contour model. The experiment performed on the same initial condition that is used on experiment 1(a).

![Fig. 3. Results of face detection using the geometric active contour model proposed by Caselles et al. [4] (experiment 3).](image-url)
*Fig. 4.* The comparisons of the two methods in terms of accuracy, miss detection.

Fig. 4 shows the comparisons of the two methods in terms of accuracy, miss detection rate and energy. As you can see, accuracy (miss detection rate and energy) of the proposed method increases (decreases) dramatically and maintain stable phase.
4 Conclusions

In this paper, an active contour was used for detecting facial regions, regardless of pose, viewpoints, and noise. An input image is modeled using a Markov random field (MRF), which is effective in describing the spatial dependency of neighboring pixels and robust to degradation and noise. And MAP was used for optimality criterion, so that the face detection is formulated as an energy minimization. For minimizing the energy, we used a active contour model based on the color information of human faces. In the active contour model, a contour is presented by zero level set of level function $\phi$, and evolved via level set partial differential equations.

Experimental results show the effectiveness of the proposed method. However, the proposed method is a semi-automatic method, where it need a initial contour inputted by manually. Future works include determining the initial contour efficiently and adaptation the proposed method to real applications such as video monitoring system, face recognition system, etc.
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Abstract. Theorem proving is a classical AI problem with a broad range of applications. Since its complexity is exponential in the size of the problem, many methods to parallelize the process has been proposed. One of these approaches is based on the massive parallelism of molecular reactions. ACL2 is an automated theorem prover especially adequate for algorithm verification. In this paper we present an ACL2 formalization of a molecular computational model: Adleman’s restricted model. As an application of this model, an implementation of Lipton’s experiment solving SAT is described. We use ACL2 to make a formal proof of the completeness and soundness properties of this implementation.

1 Introduction

In the last years the interest in developing new computational models based on biological models has increased [2,13]. One of the main advantages of these models is the massive parallelism associated with some process. This reduces considerably the complexity of some problems (with respect to the elemental operations in the model). However, the biological implementation of these models is not often possible and, when it can be done, the cost of the experiments could force to increase our confidence in their correction.

ACL2 [7] is a programming language, a logic for reasoning about programs in the language, and a theorem prover supporting formal reasoning in the logic. Automated reasoning systems in general and ACL2 in particular, are usually used to build formal models of “digital systems”, software and hardware [9, 15]. Using the proof techniques of these systems, we can prove properties of the formalized models. In this paper, we present an application of the ACL2 system to formalize and verify computational models based on biological models. In particular, we formalize a molecular computational model and one of the first biological experiment solving a NP-complete problem.

Adleman’s first experiment [1] shows that NP-complete problems could be solved by means of manipulation of DNA molecules. Based on Adleman’s ideas,
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R.J. Lipton [11] solved an instance of the satisfiability propositional problem. In this sense, new experiments has been done recently [3,10]. In this paper we present our ACL2 formalization of Adleman’s restricted model. This formalization is done in such a way that the subsequent development is generic: the specific operations are not important, but only their properties. In [14] a formalization of Lipton’s experiment is given as an iterative algorithm based on the elemental operations of Adleman’s restricted model. We define recursive functions implementing this formalization and we prove the completeness and soundness properties of these functions.

2 The ACL2 System

ACL2 [7] is a programming language, a logic for reasoning about programs in the language, and a theorem prover supporting formal reasoning in the logic. The ACL2 logic is a quantifier-free, first-order logic with equality, describing an extension of an applicative subset of Common Lisp. The syntax of terms is that of Common Lisp and the logic includes axioms for propositional logic and for a number of Lisp functions and data types. Rules of inference of the logic include those for propositional calculus, equality and instantiation. The ACL2 theorem prover mechanizes that logic, being particularly well suited for obtaining automatized proofs based on simplification and induction. For a detailed description of ACL2, we refer the reader to the book [6].

By the principle of definition, new function definitions are admitted as axioms only if there exists a measure in which the arguments of each recursive call decrease with respect to a well-founded relation, ensuring in this way that no inconsistencies are introduced by new definitions. Some higher order functionality is provided by means of the encapsulate mechanism [8] which allows the user to introduce new function symbols by axioms constraining them to have certain properties (to ensure consistency, a witness local function having the same properties has to be exhibited). Inside an encapsulate, the properties stated need to be proved for the local witnesses, and outside, they work as assumed axioms. This mechanism behaves like an universal quantifier over a set of functions abstractly defined with it. So, any theorem proved about these functions is true for any functions with the same properties as the assumed in the encapsulate.

The user can start a proof attempt invoking the defthm command establishing the property she wants to prove. The ACL2 theorem prover is automatic in the sense that once defthm is invoked, the user can no longer interact with the system. However, the user can (and usually must) guide the prover by adding lemmas and definitions that are used in subsequent proofs as rewriting rules. A typical ACL2 proof effort consists of formalizing the problem in the logic and helping the prover to find a preconceived proof by means of a suitable set of rewriting rules. These rules can be found by inspecting the failed proofs. That is the methodology we followed in this case study.

For the sake of readability, the ACL2 expressions in this paper are presented using a notation closer to the usual mathematical notation than its original
Common Lisp syntax. Some of the functions are also used in infix notation. The complete files with definitions and theorems are available on the Web in http://www.cs.us.es/~fmartin/acl2/molecular/.

3 Adleman’s Restricted Model

In [2] some abstract models for molecular computing are described. The first model proposed works with test tubes with a set of DNA molecules, i.e. a multiset of finite sequences over the alphabet \( \{A, C, G, T\} \). Nevertheless, it may be preferable to use molecules other than DNA, using an alphabet \( \Sigma \) which is not necessarily \( \{A, C, G, T\} \). Further, though DNA has a natural structure which allows to order the occurrence of elements and hence deal with sequences, this may not be true for other types of molecules. Then, the members of a tube will be multisets of elements from \( \Sigma \). In the sequel, we consider an alphabet \( \Sigma \) and we call aggregate a multiset of elements from this alphabet.

The above considerations are the basis of the restricted model of molecular computation. This model works on test tubes with a multiset of aggregates (i.e. a multiset of multisets of elements from \( \Sigma \)). On these tubes, the following operations can be performed:

- **Separate** \((T, x)\): Given a tube \( T \) and an element \( x \in \Sigma \), produces two new tubes, \( + (T, x) \) and \( - (T, x) \), where \( + (T, x) \) is the tube consisting of every aggregate of \( T \) which contains the element \( x \) and \( - (T, x) \) is the tube consisting of every aggregate of \( T \) which does not contain the element \( x \):

  \[ + (T, x) = \{ \gamma \in T : x \in \gamma \} \]

  \[ - (T, x) = \{ \gamma \in T : x \notin \gamma \} \]

- **Merge** \((T_1, T_2)\): Given tubes \( T_1 \) and \( T_2 \), produces the new tube \( T_1 \cup T_2 \), which is the multiset union of the multisets \( T_1 \) and \( T_2 \).

- **Detect** \((T)\): Given a tube \( T \), decides if \( T \) contains at least one aggregate; that is, returns “yes” if \( T \) contains at least one aggregate and returns “no” if it contains none.

These operations are performed in the laboratory in the following way. If a **Merge** of tubes is required, this is accomplished by pouring the contents of one of the tubes into the other. If a **Separate** or a **Detect** operation is required on a tube then some technical operations (magnetic bead system, polymerase chain reaction, get electrophoresis, ...) are performed on it. This model is called “restricted” in the sense that the molecules themselves do not change in the course of a computation.

To formalize the restricted model in ACL2, we use lists to represent multisets. Then, a test tube is represented as a list of aggregates and an aggregate is represented as a list of elements from \( \Sigma \). So, the functions associated with the molecular operations work on lists.
We consider two functions, \texttt{separate+} and \texttt{separate-}, associated with the \textit{Separate} operation. The first one returning the value $(T, x)$ and the second one the value $-(T, x)$. The \textit{Merge} operation is associated with the function \texttt{tube-merge}. Finally, we consider the function \texttt{detect} associated with the \textit{Detect} operation.

The definition of these functions is not so interesting as their properties. The properties of any algorithm built on the restricted model must be independent of the implementation of the operations. This will ensure the properties of the algorithm even when it was evaluated in a molecular laboratory. Therefore, we define them by means of the \texttt{encapsulate} mechanism, constraining them to have certain properties. These properties are the following:

\textbf{Assumption: member-separate+}  
$\gamma \in \texttt{separate+}(T, x) \iff x \in \gamma \land \gamma \in T$

\textbf{Assumption: member-separate-}  
$\gamma \in \texttt{separate-}(T, x) \iff x \not\in \gamma \land \gamma \in T$

\textbf{Assumption: member-tube-merge}  
$\gamma \in \texttt{tube-merge}(T_1, T_2) \iff \gamma \in T_1 \lor \gamma \in T_2$

\textbf{Assumption: member-detect}  
$\texttt{detect}(T) = t \iff \exists e \in T$

If we want to test any algorithm built on the restricted model, we must provide concrete functions implementing the basic operations and prove the encapsulated properties for them. Anyway, introducing these properties by means of \texttt{encapsulate}, we ensure that the proof of subsequent properties are independent of these concrete implementations.

\section{Lipton’s Experiment}

Adleman’s experiment \cite{Adleman1994} solved an instance of the Hamiltonian path problem over a directed graph with two designated vertices, by implementing a brute force procedure in a laboratory of molecular biology. To solve the problem, an initial test tube with DNA molecules encoding all the paths in the graph was built. This tube was subjected to some operations based on DNA manipulation, and every aggregate encoding a path which was not a valid solution of the problem was removed.

Lipton shows in \cite{Lipton1995} how to solve an instance of the satisfiability problem for Propositional Logic, using the ideas of Adleman. To achieve this, he described every relevant assignment of a propositional formula by means of paths on a directed graph associated with the variable set of the formula. Specifically, given a propositional formula in conjunctive normal form, $F = c_1 \land \ldots \land c_p$, where the clauses $c_i = l_{i,1} \lor \ldots \lor l_{i,r_i}$, and the set of variables $\text{Var}(F) = \{x_1, \ldots, x_n\}$, the associated directed graph $G_n = (V_n, E_n)$ is defined as follows:
Fig. 1. Directed graph associated with a propositional formula with \(n\) variables

\[
V_n = \{x_i^j : 1 \leq i \leq n, 0 \leq j \leq 1\} \cup \{a_i : 1 \leq i \leq n + 1\}
\]
\[
E_n = \{(a_i, x_i^j), (x_i^j, a_{i+1}) : 1 \leq i \leq n, 0 \leq j \leq 1\}
\]

This graph, shown in figure 1, verifies the following properties:

- There are \(2^n\) paths from \(a_1\) to \(a_{n+1}\).
- There exists a natural bijection between the above set of paths and the relevant assignments of \(F\), according to the following criteria: given a path from \(a_1\) to \(a_{n+1}\), \(\gamma = a_1x_1^{j_1}a_2x_2^{j_2} \ldots x_n^{j_n}a_{n+1}\), then the assignment \(\hat{\gamma}\) is associated with it, such as \(\hat{\gamma}(x_i) = j_i, 1 \leq i \leq n\).

The initial test tube contains DNA molecules codifying the paths from \(a_1\) to \(a_{n+1}\), and so every relevant assignment of \(F\). The alphabet and the initial test tube considered are the following:

\[
\Sigma = \{a_i, x_i^j, a_{n+1} : 1 \leq i \leq n, 0 \leq j \leq 1\}
\]
\[
T_0 = \{\{a_1, x_1^{j_1}, a_2, x_2^{j_2}, \ldots, x_n^{j_n}, a_{n+1}\} : 1 \leq i \leq n, j_i \in \{0, 1\}\}
\]

Lipton’s experiment can be described as follows: for each clause in the initial formula, every aggregate representing an assignment falsifying this clause is removed. The way to work with clauses is the following: for each literal in the clause, every aggregate representing an assignment in which this literal is true is preserved, and the remaining aggregates are removed. This experiment has been formalized in [14], where it has been expressed as an iterative algorithm based on the elemental operations of Adleman’s restricted model:

Input: \(T_0\) (as described above)

For \(i \leftarrow 1\) to \(p\) do

\(T_{i,0} \leftarrow \emptyset\)

\(T_{i,0}' \leftarrow T_{i-1}\)

For \(j \leftarrow 1\) to \(r_i\) do

\(T_{i,j}' \leftarrow \text{separate}+(T_{i,j-1}', l_{i,j})\)

\(T_{i,j}'' \leftarrow \text{separate}-(T_{i,j-1}', l_{i,j})\)

\(T_{i,j} \leftarrow \text{tube-merge}(T_{i,j-1}, T_{i,j}'')\)

\(T_i \leftarrow T_{i,r_i}\)

detect\((T_p)\)

where, for each literal \(l_{i,j}\) in the initial formula:
In this formalization, the first loop deals with the clauses in the initial formula. The tube $T''_{i,0}$ is the set of aggregates before processing the clause $c_i$, and the tube $T_{i,0}$ acts as accumulator for the aggregates representing an assignment making $c_i$ true. The second loop deals with the literals in a clause. The aggregates representing an assignment in which the literal is true (that is, the aggregates with the element $l^1_{i,j}$) are in the tube $T'_{i,j}$ which is merged with the accumulator, the remaining are in the tube $T''_{i,j}$ which is used with the next literal. When every literal in a clause has been processed, the tube $T_{i,r}$ contains the aggregates from the tube $T''_{i,0}$ representing an assignment making true that clause.

It must be noticed that the complexity of this experiment, with respect to the basic molecular operations, is $O(k)$, where $k$ is the number of literals. This low complexity is mainly due to the massive parallelism of molecular reactions. Of course, our simulation in ACL2 is sequential, and it loses this advantage. The basic molecular operations (with constant time cost) are performed in ACL2 by exhaustive analysis, and this dramatically increases the complexity.

Next, we present our implementation of Lipton’s experiment in ACL2. First of all we must notice that the above algorithm depends on the initial test tube ($T_0$) and on the propositional formula ($F$), by means of the $l^1_{i,j}$. Then, we have defined a function with two arguments, the formula and the tube. On the other hand, the iterative formulation presented above is not adequate for its implementation in the functional language of ACL2. We have made a recursive formulation equivalent to the iterative version. In fact, we have defined two functions, one for each loop. The function dealing with the external loop works recursively on the number of clauses of $F$, and the other one works recursively on the number of literals of the selected clause.

Our implementation does not use the Detect operation, instead it returns the final tube in the external loop ($T_p$). This is useful to formulate the soundness and completeness properties of the functions implementing the experiment as we will show in the next section.

First of all we define the function $l$-element, that builds the element $l^1_{i,j}$ from the literal $l_{i,j}$. Literals are represented using integers, thus, for all $i > 0$, literal $x_i$ is represented with the integer $i$, and $\neg x_i$ with $-i$. To represent the elements $l^1_{i,j}$ we use pairs: the element $x_i^0$ is represented with the pair $(i . 0)$ and the element $x_i^1$ with the pair $(i . 1)$.

**Definition:**

$$l\text{-element}(L) =
\begin{cases}
  (-L . 0) & \text{if } L < 0 \\
  (L . 1) & \text{else}
\end{cases}$$

Next, we define a function implementing the internal loop. Its inputs are a main tube $T$ (corresponding to $T''_{i,j}$ in the iterative version presented above), an accumulator tube $acc$ (corresponding to $T_{i,j}$) and a clause $C$ (corresponding to $c_i$). The aggregates in the main tube containing the element $l^1_{i,1}$ are merged with
the accumulator tube in a new one. The aggregates in the main tube that do not contain the element \( l_{i,1} \) are poured in a new main tube. The new main and accumulator tubes are used in the recursive call on the rest of the literals:

**Definition:**

\[
\text{sat-lipton-clause}(C, T, \text{acc}) = \\
\text{if endp}(C) \text{ then acc} \\
\text{else let}^* \ T^+ = \text{separate}+(T, \text{l-element}(\text{car}(C))) \\
T^- = \text{separate}-(T, \text{l-element}(\text{car}(C))) \\
N\text{acc} = \text{tube-merge}(\text{acc}, T^+) \\
\text{in sat-lipton-clause(\text{cdr}(C), T^-, N\text{acc})}
\]

The main function deals with the external loop. Its inputs are a tube \( T \) (corresponding to the initial tube \( T_0 \) in the iterative version presented above) and a formula \( F \) in conjunctive normal form. This function applies the internal loop on this tube, an initially empty accumulator tube and the first clause of the formula. The result of this process is used as initial tube in the recursive call on the rest of clauses:

**Definition:**

\[
\text{sat-lipton-cnf-formula}(F, T) = \\
\text{if endp}(F) \text{ then } T \\
\text{else let} \ NT = \text{sat-lipton-clause(car}(F), T, \text{nil}) \\
\text{in sat-lipton-cnf-formula(cdr}(F), NT)
\]

### 5 Using ACL2 to Prove Correctness

Once formalized in ACL2 the abstract model with its assumed properties, and defined the functions implementing the experiment in this formalization, we can prove in the system the termination, soundness and completeness properties of these functions. The termination property is straightforward (in the recursive calls the length of \( F \) or \( C \) decreases) and it is proved without additional help from the user. The soundness and completeness properties are the following:

1. Soundness: \( \forall \gamma \in T_p, (\hat{\gamma}(F) = 1) \)
2. Completeness: \( \forall \gamma \in T_0, (\hat{\gamma}(F) = 1 \Rightarrow \gamma \in T_p) \)

where \( F \) is a propositional formula in conjunctive normal form and \( \hat{\gamma}(F) \) is the truth value of \( F \) in the assignment \( \hat{\gamma} \) (the truth value of a formula in conjunctive normal form is extended as usual).

These properties of the algorithm have two hidden assumptions:

1. \( F \) is a formula in conjunctive normal form (\textit{cnf-formula-p}).
2. \( \gamma \) is an aggregate with the form: \( \{a_1, x_1^{j_1}, a_2, x_2^{j_2}, \ldots, x_n^{j_n}, a_{n+1}\} \)
   with \( 1 \leq i \leq n \) and \( j \in \{0, 1\} \)

To deal with the first of these assumptions, we have formalized some concepts related to propositional logic. The functions \textit{literal-p}, \textit{clause-p} and
cnf-formula-p characterize respectively literals (non-null integer numbers), clauses (lists of literals) and formulas in conjunctive normal form (lists of clauses). To represent assignments, we use association lists. In these lists a propositional variable can have associated any value; if this value is 1, the variable is interpreted as true, otherwise it is interpreted as false. The functions literal-value, clause-value and cnf-formula-value compute respectively the truth value in an assignment of a literal, clause or formula in conjunctive normal form.

We use lists to represent aggregates in the following way: the aggregate \( \{a_1, x^{j_1}_1, a_2, x^{j_2}_2, \ldots, x^{j_n}_n, a_{n+1}\} \) is represented by the list

\[
((A . 1) (1 . j_1) (A . 2) \ldots (n . j_n) (A . n))
\]

In this way, we use the same expression to represent an aggregate \( \gamma \) and the associated assignment \( \mathring{\gamma} \). The pairs \((A . i)\) are ignored when we use this expression to represent an assignment.

We have checked that the following property is enough to characterize the aggregates: for each variable \( x_i \) in the original formula, there must exist one and only one \( x^{j_i}_i \) in the aggregate\(^1\). We have defined three functions checking this property. The first one (literal-aggregate-p) checks the property with respect to the variable of a literal, the second one (clause-aggregate-p) with respect to the variable set of a clause and the third one (cnf-formula-aggregate-p) with respect to the variable set of a formula in conjunctive normal form. In the sequel, when we say that \( \gamma \) is an aggregate w.r.t. a literal, a clause or a formula, we mean that \( \gamma \) is an aggregate with respect to its variable or its variable set.

Now, we can formulate the completeness property:

\[
\text{Theorem: completeness-sat-lipton-cnf-formula} \\
(\gamma \in T \land \text{cnf-formula-p}(F) \land \text{cnf-formula-aggregate-p}(\gamma, F) \\
\land \text{cnf-formula-value}(F, \gamma) = 1) \\
\rightarrow \gamma \in \text{sat-lipton-cnf-formula}(F, T)
\]

Let us briefly describe the proof process of this theorem. The ACL2 prover tries to prove it by induction. Based on its heuristics, the system uses the induction scheme suggested by the function sat-lipton-cnf-formula. This produces the following subgoals:

1) \( \text{endp}(F) \rightarrow P(\gamma, F, T) \)
2) \( \neg \text{endp}(F) \land P(\gamma, \text{cdr}(F), \text{sat-lipton-clause}(\text{car}(F), T, \text{nil})) \rightarrow P(\gamma, F, T) \)

where \( P(\gamma, F, T) \) denotes the property we want to prove.

As we can see, the first subgoal is straightforward (in this case the value of sat-lipton-cnf-formula\((F, T)\) is \(T\)) and the second one is not easy. Using the simplification process, the system transforms the second subgoal obtaining the following:

\(^1\) Therefore, the elements \( a_i \) in the aggregates are not necessary. Nevertheless, we have to consider them to faithfully reflect the original experiment.
\( (\gamma \in T \land \text{consp}(F) \land \text{clause-p}(C) \land \text{cnf-formula-p}(F') \\
\quad \land \text{clause-aggregate-p}(\gamma,C) \land \text{cnf-formula-aggregate-p}(\gamma,F') \\
\quad \land \text{clause-value}(C,\gamma) \neq 0 \land \text{cnf-formula-value}(F',\gamma) = 1 \\
\quad \land \gamma \not\in \text{sat-lipton-clause}(C,T,nil)) \\
\rightarrow \gamma \in \text{sat-lipton-cnf-formula}(F,T) \)

where \( C \) is \( \text{car}(F) \) and \( F' \) is \( \text{cdr}(F) \).

In a first attempt, the proof of this subgoal fails. Inspecting the failed proof, we found that a very similar property should be proved about the function \( \text{sat-lipton-clause} \). One possibility is the following:

**Theorem:** completeness-sat-lipton-clause

\( (\gamma \in T \land \text{clause-p}(C) \land \text{clause-aggregate-p}(\gamma,C) \land \text{clause-value}(C,\gamma) = 1) \\
\rightarrow \gamma \in \text{sat-lipton-clause}(C,T,\text{acc}) \)

Once again, the system tries to prove this theorem using the induction scheme suggested by the function \( \text{sat-lipton-clause} \). Inspecting the proof attempt we can also conclude that some property about \( \text{separate}^+ \) should be proved. This property is the following:

**Theorem:** completeness-separate+

\( (\gamma \in T \land \text{literal-p}(L) \land \text{literal-aggregate-p}(\gamma,L) \land \text{literal-value}(L,\gamma) = 1) \\
\rightarrow \gamma \in \text{separate}^+(T,\text{l-element}(L)) \)

This theorem is proved using elemental properties about aggregates and their associated assignments. Using this theorem, the system can prove the completeness property of \( \text{sat-lipton-clause} \) and, finally, the completeness property of \( \text{sat-lipton-cnf-formula} \).

The proof of the soundness property is obtained in a similar way. The associated ACL2 event is the following:

**Theorem:** soundness-sat-lipton-cnf-formula

\( (\text{cnf-formula-p}(F) \land \text{cnf-formula-aggregate-p}(\gamma,F) \\
\quad \land \gamma \in \text{sat-lipton-cnf-formula}(F,T)) \\
\rightarrow \text{cnf-formula-value}(F,\gamma) = 1 \)

6 Conclusions

In this work we have presented a formalization of Adleman’s restricted model, one of the first molecular computational models. This formalization has been done in a generic framework in which the concrete implementation of its operations is not important, but only their properties. Using this formalization we have defined functions simulating Lipton’s experiment solving SAT. Finally, the completeness and soundness properties of these functions have been proved.

The formalization of unconventional models of computation is a suitable way of working with them when we do not have real models (e.g. we do not have a laboratory implementing molecular computational models). This formalization brings us the possibility of simulate real experiments or develop new ones.
Furthermore, using an automated reasoning system allows to formally prove properties of the simulated experiments. The automatic system helps to develop these proofs avoiding a hand development.

We have presented a recursive formalization, in opposite to the iterative version presented in [14]. This fact is due to the applicative nature of ACL2. This approach suggests the application of proof techniques based on induction (as usual in ACL2), to prove the correctness properties of the functions simulating the experiment, as opposed to the needed with an iterative version, based on Hoare logic. In [5] we have reproduced the development presented here in the PVS system [12], as part of a project about formal specification of molecular computational models in this system.
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Abstract. In this paper a fundamental control issue in switched reluctance motor (SRM), the torque ripples, is addressed. Normally, torque ripple minimization is achieved by using a look-up tables, i.e., the look-up table uses stored magnetic characteristics to provide the reference current, on-angle, and off-angle for a given torque. Due to highly nonlinear characteristics of the SRM, all the techniques suggested in the past to minimize torque ripples are not fully successful. Moreover, their performance depends greatly on the accuracy of the magnetic characteristics measurements of the motor on which most of these algorithms work. In this work the reference phase current tern is modulated with the aid of fuzzy logic, which is well suited to compensate for the nonlinearities the system, so that the torque ripples are further suppressed. Performance of the proposed strategy is verified by computer simulation.

1 Introduction

The switched reluctance motor (SRM) has becoming an attractive alternative in variable speed drives, due to its advantages such as structural simplicity, high reliability and low cost [1,2]. Many papers have been written about SRM concerning design and control [3]. An important characteristic of the SRM is that the inductance of the magnetic circuit is a nonlinear function of the phase current and rotor position. So, for the control and optimization of this drive, a precise magnetic model is necessary. To obtain this model is not an easy task, because the magnetic circuit operates at varying levels of saturation under operating conditions [4]. Further, the nonlinear characteristic of this plant represents a challenge to classical control. To overcome this drawback, some alternatives have been suggested in [5], using fuzzy and neuronal systems. However, at present, it has found limited industrial applications because of its inherent torque ripples caused by the nonlinear mechanism of torque production in the motor.

Here a method is presented, based on fuzzy logic, for further modulation of the currents, obtained as in [6], to suppress the ripples. Fuzzy logic is well suited to the problems with a large degree of nonlinearity and uncertainty. There are several reports of successful applications of fuzzy logic for the control of electric motors and servos [7,8,9]. In this work, torque ripple minimization is carried out from a control point of view, i.e., generation of a current profile using modern control theory so as to suppress the torque ripples. Since the torque developed by the SRM is dependent on
the current in each phase as a function of the rotor positions, the proposed Fuzzy-Logic-based-Current-Modulator (FLCM) adds a correction term, as a function of rotor position, to the reference current obtained by the procedure outlined in [6]. The FLCM takes rotor position and torque error as the inputs. The corrected current is then passed through another control block that regulates the rate of rise/fall of current. The output of this block is the final modulated current, which is fed to the stator winding. The on-line measurement of electromagnetic torque and rotor position is essential for the implementation of the algorithm.

The rest of the paper is organized as follows. Section 2 briefly describes the SRM used in this study along with an outline of the reference current generation scheme as per the algorithm reported in [6]. Section 3 presents the proposed current modulation algorithm. Section 4 evaluates the performance of the algorithm by computer simulation studies. Section 5 provides the conclusion.

2 Switched Reluctance Motor Torque Model

The SRM has a salient pole stator with concentrated coils and also a salient pole rotor which has no magnets or conductors. The basic principles of inductance variation and torque production are described in detail in [1]. A four-phase motor is used in the following analysis. All the four phases are assumed to be symmetrical. In the descriptions to follow, reference to a generic phase is reflected as a subscript in the variables with the knowledge that the analysis is applicable to the individual phases with appropriate relative phase differences between them. Because of double saliency of the motor and the operation of the motor under magnetic saturation, the inductance of phase \( j \) \((j = 1, \ldots, 4)\), \( L_p \), is a function of both rotor position \( \theta \) and the current \( I_j \). However, under the assumption of linear magnetics, inductance vs rotor position profile can be approximated over one rotor pole pitch as shown in Fig. 1 (solid line). The parameters in Fig. 1 are defined as: \( \beta_s \) is stator pole arc; \( \beta_r \) is rotor pole arc \((\beta_s < \beta_r)\); \( \alpha_r \) is rotor pole pitch \((\beta_s + \beta_r < \alpha_r)\); \( L_a \) is aligned phase inductance and \( L_u \) is unaligned phase inductance. The inductance profile can be mathematically described by

\[
L_1(\theta) = \begin{cases} 
L_u + K\theta, & 0 \leq \theta \leq \beta_s \\
L_a, & \beta_s \leq \theta \leq \beta_r \\
L_u - K(\theta - \beta_s - \beta_r), & \beta_r \leq \theta \leq \beta_r + \beta_s \\
L_u, & \beta_r + \beta_s \leq \theta \leq \alpha_r 
\end{cases}
\]  

(1)

where

\[
K = \frac{L_a - L_u}{\beta_s}
\]

(2)

for the phase \( j \):

\[
L_j(\theta) = L_1(\theta)[\theta - \frac{\alpha_r}{4}(j - 1)]
\]

(3)
When a single phase of the SRM is energized, the torque developed, $T_j$, is

$$T_j(\theta_e, I_j) = N_r \frac{\partial}{\partial \theta_e} W_e(\theta_e, I_j)$$  \hspace{1cm} (4)

where $\theta_e$ and $N_r$ are the electrical angle and the number of rotor poles respectively, and $\theta_e = N_r \theta$. The co-energy, $W_e$, is defined as

$$W_e(\theta_e, I_j) = \int_0^{I_j} \phi_j(\theta_e, I_j) dI_j$$  \hspace{1cm} (5)

where $\phi_j$ is the flux linkage and is expressed as

$$\phi_j(\theta_e, I_j) = L_j(\theta_e) I_j(\theta_e)$$  \hspace{1cm} (6)

Hence, the final expression for the torque can be obtained as

$$T_j(\theta_e) = \frac{N_r}{2} \sum_{j=1}^{4} \frac{\partial L_j(\theta_e)}{\partial \theta_e} I_j^2(\theta_e)$$  \hspace{1cm} (7)

For the design of the optimal current profile in [6], a 128-point fast Fourier transform (FFT) is performed on the positive part of the derivative function $\partial L_j(\theta_e)/\partial \theta_e$ with no restriction on the conduction period. The nonlinear torque model is transformed into a linear one with a simple change of variable

$$y_j(\theta_e) = I_j^2(\theta_e)$$  \hspace{1cm} (8)

in this work we will use the result of [6].

3 Fuzzy Current Modulator Design

The complete algorithm consists of two steps. Step 1 describes a fuzzy logic based current compensation scheme while step 2 incorporates the $dl_j/d\theta$ control algorithm.
3.1 Step 1

In this step, an incremental current is added to the previously obtained reference current from the FFT calculations, i.e.

\[ I_j = I_j^{\text{ref}} + K_i \alpha (\Delta I_j) \]  

(9)

where \( I_j^{\text{ref}} \) is reference current for phase \( j \), \( \Delta I_j \) is current correction term, \( \alpha \) is confidence factor; and \( K_i = \alpha \) is gain.

The current correction term \( \Delta I_j \) is obtained by a fuzzy rule base. The rule base is constructed with two inputs. They are the rotor position and the normalized error between the desired and the actual torque. As the rotor rotates, various phases pass through positive torque-producing region (when the inductance of the phase is rising), zero torque-producing region (the inductance is almost constant), and negative torque-producing region (inductance is falling) in cyclic fashion. The normalized torque error is defined as

\[ e = \frac{T_d - T_m}{T_d} \]  

(10)

where \( T_d \) is desired torque, and \( T_m \) is actual motor torque.

The fuzzy rule base for each phase is constructed on the following observations/rules:

1. If \( e \) is positive and the phase is passing through a positive torque-producing region, then increase the phase current.
2. If \( e \) is negative and the phase is passing through a negative torque-producing region, then increase the phase current.
3. If \( e \) is almost zero, then no correction is required.
4. If the phase is passing through a zero torque-producing region, then essentially no correction term should be added to the reference current.

Fuzzy sets are designed for the angular position, \( \theta \), and the normalized error, \( e \), as shown in Fig. 2. A typical set of output membership functions is shown in Fig. 3. However, it is stressed that because the crisp value of the output depends on the cen-

![Fig. 2. Membership function for \( e \) and \( \theta \) foe phase #1.](image-url)
tral values of the output fuzzy sets, the exact shapes of the membership functions do not matter.

The $\Delta l_j$, as obtained from Fig. 3, is principally based on torque error and the sign of torque generated in the region of interest. However, one important information that is not taken into account is the rate of change of torque with respect to $\theta_e$, $(dT_m/d\theta_e)$, which is also proportional to the square of the current. For example, say, it is desired to increase the current (inferred from the fuzzy reasoning process) to decrease some positive torque error. But, if in that region $dT_m/d\theta_e$ is negative, and then the compensations in the error will not be as per the expectations. In this case, a better compensation can be achieved if the correction term $\Delta l_j$ is slightly reduced.

Hence, we prefer to multiply the $\Delta l_j$ by another factor called, here, as the confidence factor, $\Delta$. This confidence factor is decided based on the following simple strategy.

$$D = \frac{dT_m}{d\theta_e}$$

(11)

1. If $D > 0$, and $e > 0$, then $\alpha = \alpha_1$.
2. If $D > 0$, and $e < 0$, then $\alpha = \alpha_2$.
3. If $D < 0$, and $e > 0$, then $\alpha = \alpha_2$.
4. If $D < 0$, and $e < 0$, then $\alpha = \alpha_1$.

Finally, before the reference current is added with the correction term, the term $\alpha(\Delta l_j)$ is multiplied by a gain depending upon the desired average torque level. This gain is required because the correction term is derived from the fuzzy rule base based on the normalized torque error. This gain is justifiably made proportional (in a fuzzy sense) to the desired torque level. Thus the gain, $K_t$, is decided from a very simple heuristic rule.

1. If $T_d$ is small (S), $K_t$ is small (S)
2. If $T_d$ is medium (M), $K_t$ is medium (M)
3. If $T_d$ is large (L), $K_t$ is large (L)

The membership function for $T_d$ (for a specified operating range of torque; here it is chosen to be 15 N m.) is shown in Fig. 4. Here, also, a center-average defuzzifier is used for obtaining the crisp value of $K_t$ as before and $K_q$ ($q=1,\ldots,3$) are the central values of the respective fuzzy sets for $K_t$ (small, medium, and large). The membership functions, whose shapes are not important (as mentioned earlier), for the output fuzzy sets are shown in Fig. 5.
3.2 Step 2

In this step the rate of rise and fall of the currents is limited. It is essential to suppress the ripples caused during the phase commutation interval. A fuzzy logic system is used for this purpose. The final correction law is

\[
I_j^f = \begin{cases} 
I_j + \eta_1 \left\{ \frac{dI_j}{d\theta_e} \right\}_\text{fuz} & \Delta \theta_e, \text{if } \frac{dI_j}{d\theta_e} > 0 \\
I_j - \eta_2 \left\{ \frac{dI_j}{d\theta_e} \right\}_\text{fuz} & \Delta \theta_e, \text{if } \frac{dI_j}{d\theta_e} < 0 
\end{cases}
\]  

(12)

The \( \left\{ \frac{dI_j}{d\theta_e} \right\}_\text{fuz} \) is determined from fuzzy inference mechanism with a view to smoothing the fall and rise of phase currents. The gains \( \eta_1 \) and \( \eta_2 \) are such that \( \eta_1 > \eta_2 \). They are included in order to have unequal rate of rise and fall of currents in any two consecutive phases. This is essential to handle some typical situations, i.e., when one major current-sharing phase is switched on and another similar phase is to be switched off. Torque produced by the newly energized phase is very low. Also, because of sharp fall of current in the other phase, the total torque drops giving rise to ripples. By making \( \eta_1 > \eta_2 \), the current in the incoming phase is forced to rise more rapidly while, at the same time, the current in the outgoing phase falls slowly. An optimal adjustment of these two gains is expected to yield better results.

At each step, the crisp value of input \( \left\{ \frac{dI_j}{d\theta_e} \right\}_\text{fuz} \) is fuzzified by Gaussian membership functions, as shown in Fig. 6. Five fuzzy sets are chosen: \( V S \) = very small, \( S \) = small, \( M \) = medium, \( L \) = large, \( V L \) = very large. The subscripts \( i \) and \( o \) stand for the
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input and output fuzzy sets respectively. The $|dI_j/d\theta_e|$ is to be decided based on system knowledge. For the worst case change of current, we set its value at $I_m/0.05\beta_s N_r$, where the mechanical overlap between two consecutive torque-producing regions is chosen to be $0.05\beta_s$ in step 1. However, to allow for little overhead, we choose it as $D I_{\text{max}}^{\text{PD}}\approx \beta\theta$.

All the fuzzy sets have equal standard deviation ($=0.2 D I_{\text{max}}^{\text{PD}}$). The rule base for the smoothening mechanism consists of following five general rules. The rule base is chosen based on the simplest reasoning that the rate of change of current are lessened (a necessity for high-speed applications) without great reductions in the magnitude of current.

$$D I^\text{th} = \left|\frac{dI_j}{d\theta_e}\right|$$

1. If $D I^\text{th}$ is $VL_o$, then make it $L_o$.
2. If $D I^\text{th}$ is $L_i$, then make it $M_o$.
3. If $D I^\text{th}$ is $M_i$, then make it $S_o$.
4. If $D I^\text{th}$ is $S_i$, then make it $VS_o$.
5. If $D I^\text{th}$ is $VS_i$, then make it $ZR_o$.

The crisp value of $|dI_j/d\theta_e|_{\text{fuzz}}$ is again obtained by center-average defuzzification. The membership functions for the output fuzzy sets are shown in Fig. 7 where $D I_n (n=1,\ldots,5)$s are the central values of the respective output fuzzy sets. Finally, $\nabla_j$ is computed from (12). These are the currents that are directed to flow in the respective phase windings of the SRM.

![Fig. 6. Membership functions for input $|dI_j/d\theta_e|$.

![Fig. 7. Membership functions for output $|dI_j/d\theta_e|$.
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4 Simulation Results

The switched reluctance motor parameters are chosen as:
- Output power = 7.5 kW; number of phases = 4; Number of stator poles \((N_s)\) = 8; number of rotor poles \((N_r)\) = 6; \(L_u = 10 \text{mH}; L_a = 110 \text{mH}\); \(\alpha_r = 1.05 \text{rad}; \beta_s = 0.35 \text{rad}; \beta_r = 0.42 \text{rad}\).

For the fuzzy membership functions the following values are chosen:

\[
\begin{align*}
C_{V_1} &= 0.2 & C_{V_2} &= 0.5 & C_{V_3} &= 0.9 \\
K_1 &= 1.0 & K_2 &= 3.0 & K_3 &= 5.0 \\
D_{I_1} &= 0.35 D_{I_{\text{max}}} & D_{I_2} &= 0.26 D_{I_{\text{max}}} & D_{I_3} &= 0.18 D_{I_{\text{max}}} \\
D_{I_4} &= 0.09 D_{I_{\text{max}}} & D_{I_5} &= 0.045 D_{I_{\text{max}}} \\
\alpha_1 &= 1.5, \alpha_2 = 0.8, & \eta_1 = 1.3, \eta_2 = 0.7
\end{align*}
\]

Test simulations have been performed for the torque range of 0-15 Nm. A well-established model that incorporates magnetic saturation is considered for the motor [11]. Fig. 8(a) and (b) shows the current profiles for two consecutive phases for a desired torque of 7 N-m, without modulation and with modulation respectively. The current clipper has been included for analysis in both the cases in order to emphasize the elegance of the modulation algorithm alone. The effects of the current modulation algorithm can be clearly observed. Fig 9 shows a comparison of the steady state torque profiles for a desired torque of 7 Nm. As it is clearly observed, it achieves two objectives simultaneously, i.e., improvement in the average torque value and suppression of the peak-to-peak ripples in the steady state torque profile. Fig. 10 displays the simulation results for a torque of 10 Nm.

From the test results, it is clear that the proposed current modulation algorithm provides substantial improvement in the steady state torque profile of the SRM. It is also observed that the modulation provides significant boost to the average torque level. However, it is strongly felt that a variable torque-gain is required.

![Image](image.png)

**Fig. 8.** (a) Current profiles for two phases (without modulation) for \(T_d = 7\) Nm; (b) current profiles for two phases (with modulation) for \(T_d = 7\) Nm.
Fig. 9. Comparison of the steady state torque profiles for $T_d=7$ Nm with modulation (solid line) and without modulation (dotted line).

Fig. 10. Comparison of steady state torque profiles for $T_d=10$ Nm with modulation (solid line) and without modulation (dotted line).

5 Conclusion

A sequence of systematic steps has been presented to modulate the current waveforms, designed to be optimal under the assumption of linear magnetics, so as to compensate for the nonlinear magnetics of the SRM. Although the study, here, rests upon a previous work [6], it is an elegant algorithm to refurbish the current profile for obtaining high precision direct torque control. The two remarkable aspects of the proposed algorithm are:

1. There is a significant improvement in the elimination of the torque ripples. On an average, the % peak-to-peak torque ripple is reduced from 40 to 15%.
2. The steady state average torque also gets a boost. The absolute (percentage) average torque error has been improved from 20 to 5%, on an average.

The striking feature of this new scheme is that it is fairly simple to comprehend. All the steps of the algorithm have been derived from strong physical points of view.
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Abstract. We propose two different methods for generating random orthogonal polygons with a given number of vertices. One is a polynomial time algorithm and it is supported by a technique we developed to obtain polygons with an increasing number of vertices starting from a unit square. The other follows a constraint programming approach and gives great control on the generated polygons. In particular, it may be used to find all \(n\)-vertex orthogonal polygons with no collinear edges that can be drawn in an \(n \times n\) grid, for small \(n\), with symmetries broken.

1 Introduction

Besides being of theoretical interest, the generation of random geometric objects has applications that include the testing and verification of time complexity for computational geometry algorithms, as observed by Zhu et al. in [15] and Auer and Held in [2]. This has also been a major motivation for us. In particular, we needed a sufficiently large number of varied orthogonal polygons to carry out an experimental evaluation of the algorithm proposed in [13] for solving the Minimum Vertex Guard problem for arbitrary polygons. This problem is that of finding a minimum set \(G\) of vertices of the given polygon \(P\) such that each point in the interior of \(P\) is visible from at least a vertex in \(G\), belonging to the Art Gallery problems [8, 16].

Polygons are one of the fundamental building blocks in geometric modelling and they are used to represent a wide variety of shapes and figures in computer graphics, vision, pattern recognition, robotics and other computational fields. Some recent publications address uniform random generation of simple polygons with \textit{given vertices}, in the sense that a polygon will be generated with probability \(\frac{1}{T}\) if there exist a total of \(T\) simple polygons with such vertices [2, 15]. Since no polynomial time algorithm is known to solve the problem, researchers either try to use heuristics [2] or restrict the problem to certain classes of polygons such as monotone [15] or star-shaped [11].
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Programs for generating random orthogonal polygons have been developed in LISP by O’Rourke et al. to perform experimental tests in the context of [10] and independently by M. Filgueiras in Tcl/Tk (personal communication, 2003). Recently, O’Rourke kindly made available his program to us. The main idea behind it is to construct such a polygon via growth from a seed cell (i.e., unit square) in a board, gluing together a given number of cells that are selected randomly using some heuristics. Filgueiras’ method shares a similar idea though it glues rectangles of larger areas and allows them to overlap. O’Rourke observed that there is no easy way to control the final number of vertices of the polygon with his program and that what is controlled directly is the area of the polygon, i.e., the number of cells used. However the number of cells may change because the program transforms the generated polygon when it has (non-overlapping) collinear edges to remove such collinearity.

Our Contribution. We propose two different methods for generating random orthogonal polygons with a given number of vertices. The first one is a polynomial time algorithm. It is supported by a result we prove in this paper that every orthogonal polygon may be obtained from the unit cell by employing a sequence of InflaTE-Cut transformations. The other method follows a constraint programming approach, and explores the fact that the generation problem may be modelled naturally as a constraint satisfaction problem in finite domains (CSP). It gives control on other characteristics of polygons, though it is computationally much more expensive. We have not yet tried to classify the degree of randomness of the polygons constructed by our methods.

The paper is structured as follows. In section 2, we introduce basic concepts and results about simple polygons and we describe how to obtain generic orthogonal polygons from standardized orthogonal polygons (that we call grid n-ogons). Then, in sections 3 and 4, we present our two methods for generating grid n-ogons. We conclude giving some implementation details and empirical results in section 5.

2 Background and Terminology

A simple polygon \( P \) is a region of a plane enclosed by a finite collection of straight line segments forming a simple cycle. Non-adjacent segments do not intersect and two adjacent segments intersect only in their common endpoint. These intersection points are the vertices of \( P \) and the line segments are the edges of \( P \). This paper deals only with simple polygons, so that we call them just polygons, in the sequel. A vertex is called convex if the interior angle between its two incident edges is at most \( \pi \); otherwise it is called reflex (or concave).

We use \( r \) to represent the number of reflex vertices of \( P \). A polygon is called orthogonal (or rectilinear) if its edges are either horizontal or vertical (i.e., if edges meet at right angles). O’Rourke [9] has shown that \( n = 2r + 4 \) for every \( n \)-vertex orthogonal polygon (\( n \)-gon, for short). So, orthogonal polygons have an even number of vertices.
Every \( n \)-vertex polygon \( P \) is well defined by the sequence of its vertices \( v_1, \ldots, v_n \), given in counterclockwise (CCW) order. \( P \) will be locally to the left of any edge \( e_i \) traversed from \( v_i \) to \( v_{i+1} \). All index arithmetic will be modulo \( n \), though we shall use \( n \) instead of 0, and \( e_i = v_i v_{i+1} \).

We shall now describe how to obtain generic orthogonal polygons from standardized orthogonal polygons, that we call grid \( n \)-ogons.

2.1 Classes of Orthogonal Polygons

**Definition 1.** We say that an \( n \)-gon \( P \) is in general position iff every horizontal and vertical line contains at most one edge of \( P \), i.e., iff \( P \) has no collinear edges. For short, we call “grid \( n \)-gon” each \( n \)-gon in general position defined in a \( \frac{n}{2} \times \frac{n}{2} \) square grid.

**Lemma 1.** Each grid \( n \)-gon has exactly one edge in every line of the grid.

Each \( n \)-gon not in general position may be mapped to an \( n \)-gon in general position by \( \epsilon \)-perturbations, for a sufficiently small constant \( \epsilon > 0 \). Consequently, we may restrict generation to \( n \)-gons in general position.

Every \( n \)-gon \( P \) in general position may be identified with a unique grid \( n \)-gon, as follows. We consider that the northwest point of the grid has coordinates \((1,1)\). We order the horizontal edges of \( P \) by top-to-bottom sweeping and we order its vertical edges by left-to-right sweeping. If we then assign to each edge its order number, \( P \) gets identified with a single grid \( n \)-gon, as shown in Fig. 1. If \( V_{i-1} \) and \( H_i \) are the numbers given to the vertical edge \( e_{i-1} \) and to its consecutive horizontal edge \( e_i \), then \((V_{i-1}, H_i)\) is the vertex that corresponds to vertex \( v_i \) in the grid \( n \)-gon. Each grid \( n \)-gon identifies a class of \( n \)-gons. Given a grid \( n \)-gon we may create an \( n \)-gon that is an instance of its class by randomly spacing the grid lines though preserving their ordering. When we analysed the program by O’Rourke, we found that this idea was already there. The number of classes may be further reduced if we group grid \( n \)-gons that are identical under symmetries of the square. In this way, the grid \( n \)-gons in Fig. 2 represent the same class. We shall come back to this issue in sections 4 and 5.

![Fig. 1. Identifying three \( n \)-gons with a single grid \( n \)-gon, for \( n = 12 \).](image-url)
Fig. 2. Eight grid $n$-ogons that are identical under symmetries of the square. From left to right, we see images by clockwise rotations of $90^\circ$, $180^\circ$ and $270^\circ$, by flips wrt horizontal and vertical axes and flips wrt positive and negative diagonals.

![Diagram of grid n-ogons](image)

**Fig. 2.**

Fig. 3. Illustrating INFLATE-CUT transformation. The two rectangles defined by the center of $C$ and the vertices of the leftmost vertical edge $((1, 1), (1, 7))$ cannot be cut, so that there remain the four possibilities shown.

![Diagram of INFLATE-CUT transformation](image)

**Fig. 3.**

3 The Inflated-Cut Algorithm

Fig. 3 illustrates a technique we developed to obtain grid $(n + 2)$-ogons from a given grid $n$-gon, that we called INFLATE-CUT. The idea is that INFLATE grows the area of the grid $n$-gon $P$ constructed up to a given step and then CUT removes a rectangle from it to create a new grid ogon, with $n + 2$ vertices (i.e., with exactly one more reflex vertex). So, let $v_i = (x_i, y_i)$, for $i = 1, \ldots, n$ be the vertices of $P$ and $C$ be a unit cell in its interior. Let $(p, q)$ be the coordinates of the northwest corner of $C$.

**The Inflated Transformation.** The result of applying INFLATE to $P$ using $C$ is a new $n$-vertex orthogonal polygon $\tilde{P}$ with vertices $\tilde{v}_i = (\tilde{x}_i, \tilde{y}_i)$ given by $\tilde{x}_i = x_i$ if $x_i \leq p$ and $\tilde{x}_i = x_i + 1$ if $x_i > p$, and $\tilde{y}_i = y_i$ if $y_i \leq q$ and $\tilde{y}_i = y_i + 1$ if $y_i > q$, for $i = 1, \ldots, n$. Two lines will be free in the new grid, namely $x = p + 1$ and $y = q + 1$. They intersect in the center of inflated $C$, that will be the new reflex vertex, when the CUT transformation is as we establish now.

**The Cut Transformation.** Let $\tilde{v}_C = (p + 1, q + 1)$. Compute the four intersection points defined by the straight lines $x = p + 1$ and $y = q + 1$ and the boundary of $\tilde{P}$ (i.e., the points where the four horizontal and vertical rays that start at $\tilde{v}_C$ first intersect the boundary of $\tilde{P}$). Select one of these intersection points at random, and call it $\tilde{s}$. Let $\tilde{v}_m$ be one of the two vertices on the edge of $\tilde{P}$ that contains $\tilde{s}$. The rectangle defined by $\tilde{v}_C$ and $\tilde{v}_m$ may be cut if and only if it contains no vertex of $\tilde{P}$ except $\tilde{v}_m$. If the rectangle may be cut, let $\tilde{s}' = \tilde{v}_C + (\tilde{v}_m - \tilde{s})$, and
remove $\tilde{v}_m$ from $\tilde{P}$ inserting instead $\tilde{s}$, $\tilde{v}_C$, $\tilde{s}'$ if this sequence in CCW order (or $\tilde{s}'$, $\tilde{v}_C$, $\tilde{s}$, otherwise). If the rectangle cannot be cut, try to use in a similar way either the other extreme of the edge that contains $\tilde{s}$ or the remaining intersection points. CUT fails for $C$ when no rectangle may be cut, as shown in Fig. 4.

**Fig. 4.** Cut fails for cell $C$. We get a grid ogon if we remove the black rectangle, but this cut violates the preconditions of CUT, since the rectangle has two vertices of $P$.

Input: The number of vertices $n$ (must be even and $\geq 4$).

Output: A random grid $n$-gon $P$.

$r := n/2 - 2$;  
$P := \{(1, 1), (1, 2), (2, 2), (2, 1)\};$ /* (i.e., the unit square) */

while $r > 0$ do
    repeat
        Select one grid cell $C$ in the interior of $P$ (at random);
        Apply Inflate using $C$ to obtain $\tilde{P}$;
        Apply CUT to remove a rectangle (at random) from $\tilde{P}$;
    while CUT fails for $C$
    $P := \tilde{P};$  
    $r := r - 1$;
end

**Fig. 5.** The Inflate-Cut algorithm.

The Inflate-Cut algorithm, given in Fig. 5 generates a random grid $n$-gon from the unit square (i.e., from the 4-ogon) using Inflate and CUT. The random selections of $C$ and of rectangles must avoid loops. There is always one cell that may be inflated to continue the process. In fact, CUT never fails when the unit cell $C$ has an edge that is part of an edge of $P$.

The Inflate-Cut algorithm may be adapted to generate all grid $n$-ogons, for a given $n$, instead of one at random. Proposition 1 states the completeness of Inflate-Cut. Its proof is not immediate, as indicated by the example in Fig. 6.

**Proposition 1.** For each grid $(n + 2)$-gon, there is a grid $n$-gon that yields it by Inflate-Cut, for all even $n \geq 4$.

The major ideas of our proofs are illustrated in Fig. 7. They were inspired by work about convexification of simple polygons, and, in particular, by a recent paper by O. Aichholzer et al. [1]. This topic was introduced by Paul Erdős [4] who conjectured that a nonconvex polygon would become convex by repeatedly reflecting all its pockets simultaneously across their lids. This conjecture was
Fig. 6. The inverse of Inflate-Cut transformation: finding a grid $n$-gon that yields a given grid $(n + 2)$-gon. The rightmost polygon is the unique grid 16-gon that gives rise to this 18-gon, if we employ Inflate-Cut.

Fig. 7. The two leftmost grids show a grid 18-gon and its pockets. The shaded rectangles A and B are either leaves or contained in leaves of the tree associated to the horizontal partitioning of the largest pocket. The rightmost polygon is an inflated grid 16-gon that yields the represented grid 18-gon, if Cut removes rectangle B.

later corrected by Nagy [12], who showed the Erdős-Nagy theorem that requires that pockets be flipped one by one.

Any nonconvex polygon $P$ has at least one concavity, or pocket. A pocket is a maximal sequence of edges of $P$ disjoint from its convex hull except at the endpoints. The pocket’s lid is the line segment joining its endpoints. Pockets of $n$-gons, together with their lids, define simple polygons that are almost orthogonal except for an edge. We may render them orthogonal by introducing artificial edges, as shown in Fig. 7. Given such a pocket $Q$, let $\Pi$ be the partition of $Q$ into rectangles obtained by extending the horizontal edges incident to its reflex vertices until they hit the boundary. Let us consider the dual graph of $\Pi$. It captures the adjacency relation between pieces of $\Pi$. Its nodes are the pieces of $\Pi$ and its edges connect adjacent pieces. Such a graph is always a tree and every leaf that does not contain the artificial horizontal edge contains (or is itself) a rectangle that might have been removed by Cut. Now, at most one leaf contains the artificial horizontal edge. Moreover, if the tree consists of a single node (rectangle), it trivially satisfies the conditions of Cut. Though, this proof shares ideas of a proof of Meisters’ Two-Ears Theorem [7] by O’Rourke, we were not aware of this when we wrote it.

Another concept – mouth – helped us refine Cut and reduce the number of possible ways of generating a given $(n + 2)$-gon.

**Definition 2.** (Toussaint [14]) A vertex $v_i$ of $P$ is said to be a principal vertex provided that no vertex of $P$ lies in the interior of the triangle $(v_{i-1}, v_i, v_{i+1})$ or in the interior of the diagonal $(v_{i-1}, v_{i+1})$. A principal vertex $v_i$ of a simple polygon $P$ is called mouth if the diagonal $(v_{i-1}, v_{i+1})$ is an external diagonal, i.e., the interior of $(v_{i-1}, v_{i+1})$ lies in the exterior of $P$. 
We are not aware of any work that uses this concept as we do. Nevertheless, Inflate-Cut is somehow doing the reverse of an algorithm given by Toussaint in [14] that computes the convex hull of a polygon globbing-up mouths to successively remove its concavities. For orthogonal polygons, we would rather define rectangular mouths, saying that a reflex vertex \( v_i \) is a rectangular mouth of \( P \) iff the interior of the rectangle defined by \((v_{i-1}, v_i, v_{i+1})\) is contained in the exterior of \( P \) and contains no other vertices of \( P \). To justify the correction of our technique, we observe that when we apply Cut to obtain a grid \((n + 2)\)-ogon, the vertex \( \tilde{v}_C \) (that was the center the inflated grid cell \( C \)) is always a rectangular mouth of the resulting \((n + 2)\)-ogon. In sum, we may rephrase the One-Mouth Theorem by Toussaint [14] and show Proposition 2.

**Proposition 2.** Each grid \( n \)-gon has at least one rectangular mouth, for \( n \geq 6 \).

### 4 A Constraint Programming Approach

The method we have described can be easily adapted to generate all grid \( n \)-ogons, for small values of \( n \). For instance, by applying Inflate-Cut to all cells in the polygon and considering all possibilities of cutting rectangles, for each cell. It is difficult to see how to eliminate symmetric solutions, or even if that is possible. Clearly, we would like to eliminate the possibility of generating them. The number of grid \( n \)-ogons grows exponentially with \( n \), so that it does not make sense the comparison of solutions to filter out symmetric ones. To make matters worse, the same \( n \)-gon may be generated from a unit square by performing similar transformations, though in a different order. It is easy to locally detect and break some symmetries: if a given \( n \)-gon is symmetric, then we would possibly not apply Inflate-Cut to cells that are in symmetric positions.

A major advantage of the following approach is the ability to control the generated polygons by imposing constraints in addition to a basic core that translates the notion of grid \( n \)-gon. In particular, it is possible to completely break symmetry during search through constraints. Several approaches and techniques have been proposed (e.g., [5, 6]) for similar purposes, in recent years.

For certain applications, as for example, to check conjectures, it is also important to restrict the generated polygons (e.g., to constrain their area, the number of consecutive reflex vertices, the length of their edges, etc). This second approach gives this kind of control.

#### 4.1 A Simple Constraint Satisfaction Model

Let us define a grid \( n \)-gon by giving the sequence

\[(X_1, Y_1), (X_1, Y_2), (X_2, Y_2), (X_2, Y_3), (X_3, Y_3), \ldots, (X_k, Y_k), (X_k, Y_1)\]

of its vertices, for example, in CCW order, with \( k = \frac{n}{2} \). So, to generate grid \( n \)-ogons we have to find ordered sequences \( X_1, X_2, \ldots, X_k \) and \( Y_1, Y_2, \ldots, Y_k \), such that \( Y_i \in 1..k, X_i \in 1..k \), for all \( i \), with all \( X_i \)'s and \( Y_i \)'s distinct (for the
polygon to be in general position). Additional constraints must be imposed to guarantee that non-adjacent edges will not intersect. As there is a single edge per line, we just have to avoid intersections between each vertical edge and all horizontal edges that are non-adjacent to it. When the vertices are ordered as above, \( e_{1+2j} = (X_{1+j}, Y_{1+j}), (X_{1+j}, Y_{2+j}) \) and \( e_{2+2j} = (X_{1+j}, Y_{2+j}), (X_{2+j}, Y_{2+j}) \) define the polygon’s edges, for \( j = 0, \ldots, k - 1 \), being \( k + 1 \equiv 1 \). For all \( j \), the vertical edge \( e_{1+2j} \) does not intersect any non-adjacent horizontal edge \( e_{2+2j'} \) if and only if (1) holds for \( j' \in \{0, \ldots, k - 1\} \setminus \{j - 1, j\} \),

\[
\frac{X_{1+j} - X_{1+j'}}{X_{2+j'} - X_{1+j'}} \notin [0, 1] \lor \frac{Y_{2+j'} - Y_{1+j}}{Y_{2+j} - Y_{1+j}} \notin [0, 1]
\]

To encode these constraints as finite domain constraints, we get more disjunctive constraints

\[
\frac{A - B}{C - B} \notin [0, 1] \equiv (C > B \land (A \leq B \lor A \geq C)) \lor (C < B \land (A \geq B \lor A \leq C))
\]

the model being actually declaratively simple but computationally too complex.

5 Experimental Evaluation

We have developed prototype implementations of the Inflate-Cut method and of this constraint programming model. For Inflate-Cut, we may show that our implementation (in the C language) uses linear space in the number of vertices and runs in quadratic time in average. Fig. 8 shows some empirical results. To achieve this, it keeps the vertices of \( P \) in a circular doubly linked list, its area (i.e., the number of cells) and the total number of cells of \( P \) in each horizontal grid line, this also in a linked list. To compute the coordinates \((p, q)\) that identify cell \( C \), it first uses these counters to find row \( q \) and then left-to-right and top-to-bottom sweeping techniques to find column \( p \) and the four delimiting edges.

![Fig. 8. Average time performance of our implementation of Inflate-Cut. It yields a random grid 1000-ogon in 1.6 seconds in average (AMD Athlon Processor at 900 MHz).](image)
Moreover, it first checks whether Cut will succeed for $C$ and performs explicitly Inflate only if it does. To check whether a rectangle may be cut it performs a rotational sweep of the vertices of $P$.

As concerns the second method, we developed a prototype implementation using CLP(FD) [3] for SICStus Prolog together with a simple graphical interface written in Tcl/Tk to output the generated polygons and interact with the generator. This program may be used to generate either an $n$-gon at random or all $n$-gons by backtracking, for very small $n$.

To break symmetries we added additional constraints to the CSP model described above. First we required that $X_1 = 1$. This means that amongst all sequences that are circular permutations of $v_1, \ldots, v_n$, we choose the one that defines $v_1$ as the highest vertex in the leftmost vertical edge of $P$. Then, we require that $P \preceq_{LEX} \sigma(P)$, for all $\sigma \in D_4$, where $D_4$ is the group defined by the eight symmetries of the square grid and $\preceq_{LEX}$ is the lexicographic order. If we refer back to Fig. 2, this means that only the second polygon there would be generated. On the other hand, if we add $P = \sigma(P)$, for all $\sigma$ in a subgroup $S$ of $D_4$, the generator yields polygons that exhibit all the symmetries in $S$. Our implementation has been mainly used by us to test some conjectures about orthogonal polygons (for $n < 20$) and to construct symmetrical $n$-gons (for $n < 90$). Global constraints were used to implement this ordering constraint and those preventing intersections of non-adjacent edges. Nevertheless, we think that efficiency could still be improved by exploring geometric features of the solutions to the problem and adding redundant constraints to reduce the search.

Since the number of polygons grows exponentially with $n$, and we need polygons with a larger number of vertices, the empirical results indicate that it may be impractical to use our second method to produce a relevant tests set to the algorithm described in [13]. So, Inflate-Cut algorithm has some important advantages.

6 Conclusions

Two different methods were proposed for generating random orthogonal polygons with a given number of vertices. One allows for great control on the form of polygons, but is computationally too expensive. The other is a polynomial time algorithm and seems more adequate for the generation of random polygons, provided no special features are sought, apart from the desired number of vertices. Similar ideas may be explored to generate random simple polygons.
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Abstract. The Cellular Neural Network Universal Machine (CNN-UM) is a novel neuroprocessor algorithmically programmable having real time and supercomputer power implemented in a single VLSI chip. The local CNN connectivity provides an useful computation paradigm when the problem can be reformulated as a well-defined task where the signal values are placed on a regular 2-D grid (i.e., image processing), and the direct interaction between signal values are limited within a local neighborhood. This paper introduces a Genetic Programming technique to evolve both the structure and parameters of visual algorithms on this architecture. This is accomplished by defining a set of node functions and terminals to implement the basic operations commonly used. Lastly, the procedures involved in the use of the algorithm are illustrated by several applications.

1 Introduction

The Cellular Neural Network Universal Machine (CNN-UM) is a programmable neuroprocessor having real-time power implemented in a single VLSI chip [1]. This neurocomputer is a massive aggregate of regularly spaced nonlinear analog cells which communicate with each other only through their nearest neighbors. This fact makes the CNN an useful computation paradigm when the problem can be reformulated as a task where the signal values are placed on a regular 2-D grid, and the direct interaction between signal values are limited within a finite local neighborhood [2]. This cellular structure and the local interconnection topology not only resemble the anatomy of the retina, indeed, they are very close to the operation of the eye [3], especially when photosensors are placed over each tiny analog processor.

Local interaction facilitates the implementation of this kind of networks as efficient and robust full-custom mixed-signal chip which embeds distributed optical signal acquisition in a 0.5 μm standard CMOS technology [4]. The chip is capable to complete complex spatio-temporal image processing tasks within short
computation time (<300 ns for linear convolutions) but, in contrast, programming in the framework of this novel architecture is not a trivial matter. Manifold nonlinear phenomena – from nonlinear waves to chaotic oscillations – may appear while designing the topology and weights of this dynamic network. In this direction, several works has been presented to yield a programming methodology when the operator is restricted to binary output and the stability of the network is assumed.

In this paper we propose a stochastic optimization technique based on Genetic Programming to automatically generate image processing programs in this neurocomputing architecture. In contrast with previous algebraic design techniques, this input-output approach offers a flexible description of CNN’s and makes possible to learn propagating and grey-scale-output templates. On the other hand, the resulting cost function is difficult to minimize. Due to complex dynamic phenomena in the network, the energy function to be minimized is noisy when chaos or sustained oscillations appear in the network, and non-differentiable when catastrophes, bifurcations or multistability occurs.

The paper is organized as follows. In Section 2, the cellular neural network mathematical model and the architecture of the CNN-Universal Machine prototyping system is introduced. The optimization technique based on a GP algorithm, as well as implemented software tools, are described in Section 3. Experimental applications to automatic algorithm design, and the summary of the experiences are our main results presented here.

2 CNN-Based Neuromorphic Architecture

The CNN Universal Machine (CNN-UM) architecture [1] is an analogic spatio-temporal array computer wherein analog spatio-temporal dynamics and logic operations are combined in a programmable framework. Elementary instructions and algorithmic techniques are absolutely different from any digital computers because elementary operators (denominated templates) perform complex spatio-temporal nonlinear dynamics phenomena by varying the local interconnection pattern in the array.

2.1 CNN Dynamical Model

The simplest CNN cell consists in a single capacitor which is coupled to neighbouring cells through nonlinear controlled sources. The dynamic of the array can be described by the following set of differential equations

$$\frac{d}{dt} x_{i,j}(t) = -x_{i,j}(t) + \sum_{k,l \in N_r} A_{k,l} y_{i+k,j+k}(t) + \sum_{k,l \in N_r} B_{k,l} u_{i+k,j+k}(t) + I \quad (1)$$

with output nonlinearity

$$y(x) = \frac{1}{2} \left[ |x - 1| - |x + 1| \right] \quad (2)$$

The input, state and output, represented by $u_{i,j}, x_{i,j}$ and $y_{i,j}$.
2.2 CNN-Univeral Machine Architecture

The elementary image processing tasks performed on the input data by a single template can be combined to obtain more sophisticated operation mode on the CNN Universal Machine (CNN-UM) [1]. The machine uses the simple CNN dynamics (1) in a time multiplexed way by controlling the template weights and the source of the data inputs for each operation. The machine supplies memory and register transfers at each cell that allow the outputs of simple CNN operations to be combined and/or supplied to the inputs of the next operation.

The architecture of the CNN-UM is shown in Fig. 1. As it can be seen, the CNN-UM is an array computer with a dynamic CNN core, called CNN nucleus. The CNN-UM extends this core in two main parts: (i) the array of extended CNN cells and (ii) the Global Analogic Programming Unit (GAPU).

An extended CNN cell has the following extra elements added to the CNN nucleus (core cell):

- Local Analog Memory (LAM); a few continuous (analog) values are stored in the LAM in each cell,
- Local Logic Memory (LLM); several binary (logic) values are stored in the LLM in each cell,
- Local Logic Unit (LLU); a simple programmable multi input/single output logic operation is executed, the input and output is stored in the LAM,
- Local Analog Operation Unit (LAOU); analog operations between input images are executed. The input and output is stored in the LAM,
- Local Comunication and Control Unit (LCCU) which receives the messages from the central (global) “commander”, the GAPU, and programs the extended cells accordingly.

Due to implementability concerns, the template neighborhood radius is generally restricted to be as small as possible, and templates are applied in a space-invariant manner (A and B are the same for every cell). The actual ACE4k visual microprocessor [4] is an array of 64 × 64 CNN cells that occupies an area of 9145 × 9548 μm² packaged in a 120 Pin Grid Array using a low power budget (< 1.2W for the complete chip).
3 Genetic Programming Approach

Genetic programming, as is common with other evolutionary approaches, applies the principles of Darwinian selection to a population of parametric solutions to a given optimization problem [8]. Evolutionary processes begin with the generation of an initial population of random candidate solutions. The population is then iteratively modified by reproduction operators that selectively replicate the most promising solutions and by genetic operators that randomly alter their representation to generate novel search points in the search space. The structure and variable size of the individuals evolved make genetic programming ideally suited to implement classifiers, controllers and black-box models by means of supervised learning approaches. Given a set of model input/output pairs (collectively describing correct classifications or the response of the system under analysis to a known set of stimuli), an evolving population of programs is usually able to infer computational rules that map inputs onto outputs. In this paper, GP is used to perform automatic generation of visual algorithms on the CNN-UM neuroprocessor. It can be found in the literature several related approaches which illustrate the application of GP in the synthesis of low-level image filters [5] or feature detectors [6]. For sake of clarity, several concepts related with the proposed algorithm are defined below.

**Definition 1 (Terminal and Function Set).** In this work, as is common in this kind of optimization problems, the structure used to codify the individuals are the tree. Tree nodes are classified in functions or terminals. Functions represent intermediate tree nodes corresponding to an elemental image processing operation. In the CNN computing environment, functions are related to a particular connectivity pattern and the associated nonlinear dynamics. On the other hand, terminals are final tree nodes representing a potential input image. Similarly, we can define a function set as a subgroup of templates selected from a previously determined template library. To conclude our definitions, a terminal set is the group of images which are available to be the input of the visual algorithms. Consequently, the terminal and function sets are building blocks which must be carefully selected to efficiently reach a feasible solution.

Next, particular features of our GP approach are commented.

- **Codification:** As it is usual in GP, Lukasiewicz prefix notation is used to codify each tree into a sequence of nodes. From a software implementation point of view, each obtained sequence is codified in a binary string according to a code which establish a univocal correspondence between each terminal a string of bits.

- **Initial Generation:** The performance of the following three different methods have been previously proved in [7]:
  - *Full Generation* in which trees are generated with a previously defined branch generation depth. This means that every branch in the tree reach this fixed depth.
• In the **Grow technique**, the codified trees (in prefix notation) are generated connecting terminals and functions to a root node according to a predetermined probability. In our approach, every branch is limited in depth, thus if this limit is achieved terminal nodes are automatically added until the end of the branch.

• The **Ramped Half & Half** technique is an hybrid method between the **Full Generation** and **Grow Technique**. In this case, a half of the initial population is generated by the full method, and the other half by a modified grow technique in which the branch depth is modified from 2 to a maximum value along the individuals of the initial population.

### 3.1 Fitness Function

A well-defined fitness or cost function, which compares the desired output to the result of the transient in the neural network, is an essential matter for obtaining successful GP results. While the proposed methodology has to tackle with many different problems, several fitness functions has been proved. It is responsability of the user to properly choose the most adequate cost function based on the *a priori* information about the problem. In this work we have implemented the following functions:

- **Correlation-Based Fitness**: A correlation operator between desired and output image is applied as usually defined in signal processing theory. This kind of cost function is specially interesting when the desired output is a grey-scale image.

\[
f_{corr}(p) \triangleq \frac{\sum_{i \in I} (y^d_i \cdot y_i(\infty))}{k^2 \sqrt{\sum_{i \in I} (y^d_i)^2 \cdot \sum_{i \in I} (y_i(\infty))^2}}
\]  

where \( p \) denotes the parameter vector, \( I \) is the whole set of pixels in the image, \( k \) is the size of the network, \( y^d_i \) is the value of the \( i \)th pixel of the desired output and \( y_i(\infty) \) stands for the corresponding pixel of the settled output.

- **Absolute Difference**: It is exclusively defined to measure the distance between binary images. It used a simple first-order norm between pixels in both desired and output images in the following format. The result is normalized taking into account the size of the images.

\[
f_{abs}(p) \triangleq \frac{\sum_{i=1}^{k} (|y^d_i| - |y_i(\infty)|)}{k}
\]  

- **Special Difference**: The special difference fitness function allows a *fuzzy* definition of the desired image. It is defined in the space of binary images as follows

\[
f_{spc}(p) \triangleq \frac{1}{s(Z)} \sum_{i \in Z} (|y_i^d| - |y_i(\infty)|) + \frac{1}{s(\bar{Z})} \sum_{i \in \bar{Z}} y_i^d (1 - |y_i(\infty)|),
\]

\[Z \equiv \{ i \in I : y_i^d = 0 \} \quad \text{and} \quad \bar{Z} \equiv \{ i \in I : y_i^d \neq 0 \}.
\]
where the function $s$ denotes the size in pixels of the set used as argument. Therefore, this method gives a different treatment to zero and non-zero values in the image, relying a greater emphasis on black pixels in the output.

Several secondary components are included in the fitness function to avoid several non-feasible individuals. These are a penalty all-black/all-white used to avoid individuals consisting in a uniform black or white image which can yield a high fitness evaluation in several problems, and a number-of-operations penalty which gives a handicap to huge trees.

### 3.2 Genetic Operators

Genetic operators used in this work are similar to those used in standard GP algorithms [8]. Thus, we briefly enumerate the kinds of operators implemented and experimentally proved in our software tool.

- **Selection.** Four different selection methods have been developed: $\mu$, $\lambda$ (from $\mu$ individual, lambda sons are generated, from which best $\mu$ individuals are chosen), $\mu + \lambda$ (from $\mu$ individual, lambda sons are generated, and from all $\mu + \lambda$ individuals, $\mu$ individuals are chosen), ranking and tournament as usually defined in Evolutionary Optimization theory.

- **Mutation.** As in the selection operator, four different kinds of operators have been developed: the Subtree mutation – in which a subtree is stochastically selected and substituted for another stochastically generated tree –, the Node operator which stochastically modifies a tree node, the Hoist method which substitutes an individual tree with a stochastically extracted subtree, and Collapse mutation which stochastically extracts a subtree and substitutes it for a stochastically generated terminal node.

Once the theoretical details have been exposed, we present a software tool implemented to prove, in a friendly GUI, the manifold possibilities presented by the GP algorithm under study.

### 4 Numerical Results

A complete software package has been programmed to numerically implement the GP algorithm herein studied. Two programs outlight in this package: the CNN Visual Algorithm Simulator and the GP-based Generator of CNN Visual Algorithm. Both have been programmed in Borland C++ Builder, and are specifically designed to handle individuals represented by means of a tree structure.

The GP-based Generator of CNN Visual Algorithm implements the GP searching algorithm discussed in this paper, and allows the user to define all search parameters previously commented. The CNN Visual Algorithm Simulator permits the simulation of user-defined algorithms and single templates. It can be used to verify or refine any solution algorithm obtained by GP optimization. Both programs use a template library which can be arbitrarily modified by the user to include interesting templates.
Fig. 2. Automatic generation of a visual algorithm for roughness measurement. The parameters used in the GP algorithm are: population=200, crossover probability=0.8. The mutation probabilities are: subtree=0.02, node: 0.03, collapse=0.005, hoist=0.01. Parameters used in the generation of the first population: generation type=Ramped half and half, terminal probability=0.07, generation depth=6. Selection parameters: selection type=Ranking, probabilities range (0.5, 1). Fitness evaluation: image evaluation type=special difference, number of functions penalty=ON.

In the following, some examples of GP searching application are shown in order to illustrate the performance of the implemented software package for the automatic generation of image processing algorithms on the CNN-UM.

**Example 1 (Roughness Measurement).**
In this example, the desired algorithm takes a binary input image that contains a black figure over a white background, and make a measure of its roughness by the detection of concavities in the boundary of the black object. Both the desired and output images are shown in Fig. 2, and GP parameters are specified in the label of the figure.

Successive automatically obtained solutions are represented in Fig. 2 (c)-(e). It can be seen how the first solutions don’t accomplish with a minimum quality requirement. This is due to the stochastic nature of our optimization algorithm. After 396 generations, the solution which fulfill our minimum requirement is the one showed in Fig. 2 (e). The automatically generated algorithm is represented as a tree in Fig. 4 (a), where discontinuous line box marks an intron – a redundant piece of code that usually appears in GP individuals.

**Example 2 (Depth Estimator).**
In this example, we are looking for a simple program which estimate the depth of a concrete object in a scene. The depth estimator algorithm searched needs four
Fig. 3. Automatic generation of a visual algorithm for 3D depth estimation. The parameters used in the GP algorithm are: population=200, crossover probability=0.8. Mutation probabilities: subtree=0.02, node=0.03, collapse=0.005, hoist=0.01. Generation parameters: generation type=Ramped half and half, terminal probability=0.07, generation depth=8. Selection parameters: selection type=Ranking, probabilities range=(0.5, 1). Fitness evaluation: image evaluation type=correlation, number of functions evaluation=ON.

input images represented in Fig. 3: two of them representing the right and left images of a stereoscopically captured scene including the object (the black box), Fig. 3 (a)-(b), and the other two representing the scene without the object, Fig. 3 (c)-(d). From a GP point of view, these four images constitute the terminal set. The desired algorithm makes a estimation of the depth map of the scene. The result is based in disparity, in such a way that, in the output image, each object disparity is shown by horizontal segments.

After 204 generations, the obtained solution can be seen in Fig. 3 (e), fulfills our minimum requirement. The automatically generated algorithm is represented as a tree in Figure 4 (b).

5 Conclusions

In this paper, a new learning machine for automatic design of CNN visual algorithms was described. The novel neurocomputing architecture based on the Cellular Neural Network-Universal Machine has been briefly presented. Complex dynamics in this nonlinear networks provides us with a powerful tool for real-time image processing. On the other hand, there is only specific methodologies to design a very reduced set of image processing operators, almost all of them based on an extension of classical LTI filters [9]. In this paper, we propose a general design approach consisting in using the stochastic optimization technique
called Genetic Programming for automatic generation of visual algorithms. We have briefly presented nonlinear dynamics of the CNN and the associated computational infrastructure which yields the CNN-UM. Next, we have presented a GP-based methodology to accomplish an automatic design of image algorithms.

It is important to note that the objective of this methodology isn’t the elimination of the hands of the expert from the design process, but provide an useful tool to the expert designer in order to facilitate his work in the framework of programming this neuroprocessor. From this point of view, it is worth noting that a basic knowledge about how the GP works is essential for the user to properly configure the manifold parameters needed for a correct performance of the algorithms.

As correct GP configuration is essential for an effective searching, several rules have been observed to provide acceptable results:

(i) The set of terminals and the desired image must be representative enough to appropriately orient the search process, and shouldn’t be too complex to slow it down.

(ii) The set of functions should include every neccessary operator for the solution to be fulfilled, but not too numerous to retard the searching.

(iii) When the problem involves binary output images, the special difference fitness is recommended because it permits a fuzzy definition of the desired image, which results very interesting in finding unknown algorithms. It is also recommended to include a penalty for big trees, because it is usual the appearance of introns to protects individuals from the destructive effects of mutation and crossover, making higher its probability of standing for generations.

Fig. 4. Automatically generated visual algorithms for roughness measurement (a), and depth estimation (b). The appearance of introns in the first algorithms can be observed in the framed subtree.
(iv) The ramped half-and-half is an efficient method to yield a more diverse and heterogeneous initial population.

(v) The ranking method of selection produce an interesting equilibrium between searching orientation and diversity standing, which benefits the searching process.

(vi) Each mutation operator produces a different effect over the searching: the hoist operator tends to impoverish population diversity, the subtree operator provoke increasing individual trees size – thus parsimony pressure must be increased –, node operator enrich population diversity, and secondary effects haven’t been detected, and collapse operator tends to decrease individuals size, therefore it must be used moderately.
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Abstract. Estimation of Distribution Algorithms (EDAs) are a kind of evolutionary algorithms where classical genetic operators are replaced by the estimation of a probabilistic model and its simulation in order to generate the next population. With this work we tackle, in a preliminary way, how to incorporate specific heuristic knowledge in the sampling phase. We propose two ways to do it and evaluate them experimentally through the classical knapsack problem.

1 Introduction

On the last few years, researchers have been working on a new family of evolutionary algorithms called Estimation of Distribution Algorithms (EDAs) [11]. As well as genetic algorithms [12], EDAs are based on populations, but the transition from a generation to another has been modified. Unlike GAs, there are neither crossover nor mutation operators on EDAs. Instead, the new population of individuals is sampled from a probability distribution which is estimated from a database formed by individuals of the former generations. Whereas in GAs interrelations among different variables involved in individuals representation are generally not considered, on EDAs these interrelations are implicitly expressed on the joint probability distribution associated to selected individuals on each iteration. Since joint probability distribution is not manageable even for small problems (with few variables), the idea is to estimate a model $M$ that is a simplification of such distribution.

Figure 1 shows the scheme of a generic EDA. As can be seen, it starts from an initial population of $m$ individuals randomly generated (in most cases), as it happens with most generational algorithms. On the second step, a number $s$ ($s \leq m$) of individuals is selected (normally those whose values are better relating to evaluation function) as database for the model estimation.

After that, a probabilistic $n$-dimensional model, the one that better reflects the interdependences among the variables, is induced, and an auxiliary population is obtained from the model through sampling. Lastly, the new population $D_1$ is obtained from the former population $D_{i-1}$ and the auxiliary population. This selection is generally carried out by using elitism.
1. \( D_0 \leftarrow \) Generate initial population (\( m \) individuals)
2. Evaluate population \( D_0 \)
3. \( k = 1 \)
4. Repeat until stop condition
   (a) \( D_{se}^{k-1} \leftarrow \) Select \( s \leq m \) individuals from \( D_{k-1} \)
   (b) Estimate a new model \( M \) from \( D_{se}^{k-1} \)
   (c) \( D_{m}^{k-1} \leftarrow \) Sample \( m \) individuals from \( M \)
   (d) Evaluate \( D_{m}^{k-1} \)
   (e) \( D_{k} \leftarrow \) Select \( m \) individuals from \( D_{k-1} \cup D_{m}^{k-1} \)
   (f) \( k = k + 1 \)

\textbf{Fig. 1.} General scheme of an EDA

The main problem when dealing with EDAs is related to estimation of the model \( M \), since the more complex \( M \) is, the richer it becomes, but it also increases the effort dedicated to the model estimation.

Due to the fact that a new model must be built for each generation, proposals concerning to the way that the model is estimated are an important issue of research. However, sampling from the obtained probabilistic model (step 4.(c) of the algorithm described in 1) hasn’t received any interest from research community yet.

In this work we make an initial proposal about the use of heuristic knowledge during the sampling phase. This fact is used by other evolutionary algorithms such as those based in ants colonies [7].

In order to do that, the work is organized into five sections besides this introduction. Section 2 describes the most commonly used families of EDAs. Next, we study the weight of the sampling in the algorithm and we formulate our proposals on section 3. In section 4 we described experiments that have been carried out and, finally, sections 5 and 6 are dedicated to discussion of the results and conclusions.

2 Estimation of Distribution Algorithms (EDAs)

In the literature, we can find different approaches for the estimation phase. The used models are univariate [1, 14], bivariate [3] and \( n \)-variate [10].

We give a brief description of them below.

2.1 Univariate Models

They are the simplest models and they do not consider any dependences among variables. Thus, \( n \)-dimensional joint probability distribution is factorized as the product of \( n \) independent and univariate probability distributions.
The two main approaches are the UMDA algorithm [14] and the PBIL algorithm [1] which, despite belonging to another paradigm, can be also considered as an EDA.

In UMDA algorithm, the parameter estimation for each variable is done by using marginal counts that are present on the \( s \) cases considered on \( (D_{k-1}^{Se}) \).

In opposition to what happens with UMDA, PBIL does not estimate a new model on each generation, but it refines the current one by considering \( s \) cases from \( D_{k-1}^{Sc} \). The importance of the estimated model \( M^c \) when updating the current one is controlled by a parameter \( \alpha \in (0, 1] \) known as learning rate.

Concretely, if \( P_{k-1} \) is the current model, then the new one \( P_k \) is given by:

\[
P_k(X_i) = (1 - \alpha)P_{k-1}(X_i) + \alpha M^c(X_i)
\]

Notice that, if \( \alpha = 1 \), then PBIL algorithm is equivalent to UMDA.

### 2.2 Bivariate Models

Bivariate models allow dependences between pairs of variables. If we visualize the model as a directed graph, this implies that each variable can have, at most, one parent\(^1\). Thus, there are some variables now whose “apriori” probability must be estimated and some others whose probability is conditioned to its parent variable: \( P(X_i|X_j) \). Moreover, the problem is double now, because we must learn the structure (the dependences) as well as the parameters (probability tables).

Structural learning is the really complex phase, since once the structure is known, the estimation of the parameters basically consist on a calculus of frequencies from the database. The most outstanding bivariate models (by its use) in literature are those whose resulting graphical structure is a chain [6] or a tree [3]. In order to get a tree structure, COMIT algorithm [3] uses the well known Chow and Liu method [5], which is based on the concept of mutual information.

### 2.3 N-Variate Models

These models allow the use of statistics of order \( n \). Most common are those that allow estimating a Bayesian Network [9]. This can give rise to a huge family of algorithms depending on the learning algorithm used, the metrics, the constraints, the kind of variables, etc. (see [11] chapter 3 for a revision). Lastly, notice that, for all of the models described in this section, it is very usual to smooth the maximum likelihood estimates (MLE) by using, for instance, the Laplace correction.

\(^1\) Notice that this graph would be completely unconnected for univariate models since there would be no edges at all.
3 Introducing Heuristic Knowledge
on the Sampling Phase

Once a model is estimated, it becomes necessary to generate a population of \( m \) individuals from it. This is done by sampling the probability distribution codified by such model. The most commonly used technique is the \textit{Probabilistic Logic Sampling} (PLS), proposed by Henrion [8] to allow approximate propagation over Bayesian networks. The idea is to sample a variable \( s \) once that the values of its parents (\( \text{pa}(x_i) \)) have already been sampled. Figure 2 shows pseudo code for PLS.

\begin{verbatim}
PLS Algorithm

1. Establish an order \( \sigma \) of the variables on the net such that no variable appears before its parents.
2. From \( k = 1 \) until number of samples do
   (a) From \( i = 1 \) until \( |\sigma| \) do
      i. \( X_j = \sigma(i) \)
      ii. Obtain a value for \( X_j \) by sampling the marginal distribution \( P^*(X_j) = P(X_j|c) \), where \( c \) is the configuration of values already obtained for \( \text{pa}(X_j) \).

Fig. 2. Description of Henrion’s Probabilistic Logic Sampling: PLS
\end{verbatim}

3.1 Integrating Heuristic Knowledge

The use of knowledge has recently been proposed for different stages of EDAs such as the generation of initial population or model estimation. Thus, in [4] knowledge is used to generate the initial population so that it establishes a good starting point for the search. Another option is the proposed in [2], where the authors use domain knowledge to restrict the possible dependence relations among variables, therefore they speed up the structural learning process and obtain, moreover, better results. Also in [2] it’s proposed the use of only local optima as individuals of the population, the same way as \textit{Memetic algorithms} [13].

However, up to now, knowledge hasn’t been used for the sampling phase. Our intention in this work is to face this task through the addition of heuristic knowledge, as well as it is done with other evolutionary computation techniques such as \textit{ant colonies} (ACs) [7]. On ACs, given a certain state \( i \), the next one \( j \) is chosen by sampling the distribution \( k \cdot [\tau_{ij}]^\alpha \cdot [\eta_{ij}]^\beta \) where \( \tau \) represents the memoristic information, \( \eta \) is the heuristic information about the domain, \( k \) is a normalization constant and \( \alpha \) and \( \beta \) are two control parameters to tune the importance of each component.

Inspired on this way of proceeding, but also considering that the solution is locally built in ACs whereas it is done in a global way in EDAs, we have designed...
the next two approaches to incorporate heuristic knowledge to the sampling phase. In both cases we suppose that our problem is a maximization one, and the existence of a vector $I(X_i)$ which contains the local heuristic information for each value $x_i^j$ of the variable $X_i$.

**Mode A.** - The goal is to introduce the heuristic value $I(\cdot)$ into the distribution that must be sampled. However, since the intensive use of heuristic could drive the process to local optima, we consider the use of a value $\beta \in [0, 1]$ to adjust the influence of heuristic knowledge. We define the next probability distribution:

$$P_h(X_i) = k \cdot P^*(X_i) \cdot I(X_i)$$

where $k$ is a normalization constant. Now, we substitute the step 2.a.ii on the PLS algorithm by the following pseudo-code:

```
if (r = uniform[0, 1]) ≤ β 
    then obtain the value of $X_i$ sampling $P_h(X_i)$ 
    else obtain the value of $X_i$ sampling $P^*(X_i)$
```

**Mode B.** - In this second proposal, the goal is to always sample the same distribution and, therefore, the influence of the heuristic is directly controlled on the definition of $P_h$ through the $\beta$ parameter. We define $P_h(\cdot)$ as a convex combination between $P^*(\cdot)$ and $I(\cdot)$:

$$P_h(X_i) = \beta \cdot k \cdot I(X_i) + (1 - \beta) \cdot P^*(X_i)$$

where again, $k$ is a normalization constant. Now, on the step 2.a.ii of the PLS algorithm we use $P_h$ as the distribution to be sampled.

As can be seen in both cases, if we set $\beta = 0$ we obtain the PLS and with $\beta = 1$ we would obtain a sample which always makes use of the heuristic value.

## 4 Experimental Study

To carry out a preliminary experimental study of the behavior of the algorithms proposed in this work, we have considered the classical binary knapsack problem: given a finite set of objects $\{O_1, \ldots, O_n\}$ where each object $O_i$ has an associated weight $p_i$ and a known value (profit) $v_i$, the goal is to select the subset of objects whose value is best and whose sum of weights do not exceeds the capacity of the knapsack. This problem has been successfully approached with EDAs [11], so we want to remark that our goal here is to compare between PLS and heuristic based PLS, and not to test the goodness of EDAs when applied to the knapsack problem.

Representation of each solution $s_j$ for the problem is made by a binary vector of dimension $n$, that is: $s_j[1..n]$. The $i$-th object is selected to enter into the knapsack if $s_j[i] = 1$, otherwise ($s_j[i] = 0$), it is not selected.

If $c$ is the total capacity of the knapsack, formally, the optimum solution to the binary knapsack problem is a vector $s^*$ such that:
$$s^* = \arg \max_{s \in \Omega} \sum_{i=1}^{n} v_i s[i] \text{ constrained to } \left( \sum_{i=1}^{n} p_i s[i] \right) \leq c$$

The evaluation of each solution $s_j$ is made by obtaining the sum of the values of every object contained in the knapsack, but penalizing the solutions which are not valid, that is, those which violate the constraints of the problem. We concretely use the following function:

$$f(s_j) = \begin{cases} \sum_{i=1}^{n} v_i s_j[i] & \text{if } \sum_{i=1}^{n} p_i s_j[i] \leq c \\ K \cdot (\sum_{i=1}^{n} p_i - \sum_{i=1}^{n} p_i s_j[i]) & \text{if } \sum_{i=1}^{n} p_i s_j[i] > c \end{cases}$$

Where $K$ is a positive number such as for each $s_j$ that exceeds the capacity $c$, we have $K \cdot (\sum_{i=1}^{n} p_i - \sum_{i=1}^{n} p_i s_j[i]) \leq \min(v_1, \ldots, v_n)$. This last expression means that each selection that surpasses the capacity $c$ will obtain a worst evaluation than each valid solution (which doesn’t surpasses the capacity $c$). The chosen value for $K$ is $K = \min(p_i)/((\sum_{i=1}^{n} p_i) - c)$.

Probabilistic models are defined over $n$ binary variables $\{X_1, \ldots, X_n\}$. For the EDAs designed to solve this problem, each variable $X_i$ corresponds with the object $O_i$ and, therefore, with the position $s_j[i]$ of the feasible solutions.

We can see the main design aspects of these algorithms below:

**Heuristic Component Used:** Heuristic information chosen for the problem has frequently been used in the literature for the solution of this problem when using greedy methods.

For the inclusion of the heuristic information we must define $I(X_i)$ for each variable. In this case, since variables are binaries, we must define $I(X_i = x_i^1)$ and $I(X_i = x_i^0)$, that is, the information we have about including the object represented by $X_i$ on the solution and the contrary (not including it). Concretely, we define $I(X_i)$ as:

$$I(X_i) = \begin{cases} I(X_i = x_i^1) = v_i \\ I(X_i = x_i^0) = ((\sum_{j=1,j \neq i}^{n} v_j/p_j)/(n-1))p_i \end{cases}$$

That is, the ratio between profit and weight is used for the decision of including a certain object and the average of all these ratios will be used to calculate the probability of not including it to the solution. We must consider that these two amounts will be related when making a decision for a certain object $i$ on the way of: *How much up the average profits the inclusion of an object $i$.*

This heuristic information has been used as it was exposed on section 3.1 during the sampling phase. We have considered $\beta = 0.5$ for generality, giving therefore the same importance to heuristics and to the learnt distribution. This information has been used to initialize the population in some of the experiments as well.

Concretely, initial population can be generated in a totally at random(using a uniform distribution for all of the variables) or by means of the next distribution:
\[
P(X_1, \ldots, X_n) = \prod_{i=1}^{n} (k \cdot I(X_i))
\]
where \(k\) is a normalization constant. We refer to this second initialization as informed initialization.

**Description of Parameters:** For the accomplished experimentation we have generated 12 cases of 500 objects with the generator proposed in [15].

We have tried 4 different problems with different capacities. Besides, we have used for all of them a parameter that can take values 1, 2 and 3 depending on whether values and weights are not correlated, weakly correlated or strongly correlated.

In all of the experiments the size of the population has been fixed as the number of variables in the problem. As stop criterion, we establish a maximum number of iterations (100) that were not reached by previous experiments, although the algorithm also stops if the best solution up to the moment is not improved during 25 consecutive iterations.

Half of population is selected (by elitism) for model estimation. Next population is obtained from previous one and the sampled individuals by selecting those with best fitness.

**Implemented Algorithms:** We have implemented the two kind of univariate models formerly described: UMDA and PBIL (using \(\alpha = 0.5\)).

For the experimentation we have executed UMDA and PBIL algorithms with the three kind of sampling: PLS, PLS-modeA and PLS-modeB. Populations have been generated randomly, repairing each individual by eliminating objects at random until the weight don’t exceed the capacity of the knapsack.

Each experiment has been repeated 20 times and average (± deviation) results are shown in table 1: value of the objective function, number of generations transcurred until the best value is found and number of different individuals evaluated. In this case number of different individuals is smaller than evaluation because a hash table has been used. Any case, the number of evaluations can be computed as the product between population size and number of generations.

Results are analyzed on the next section.

**5 Discussion**

**Analysis and Discussion of the Results.** From the study of experimental results (table 1) it’s worth pointing out that, for each of the algorithms, every time that one of the proposed samplings is used, either mode A or mode B, a better result is obtained and, moreover, a lower number of evaluations is needed until the moment when the best individual is found. If we consider that we also need a lower number of generations to find the best result, we can conclude that, new samplings speed up convergence of the algorithm. We have also obtained results with an initial population of twice the number of variables in the problem, noticing that the behavior of heuristic samplings with respect to PLS are similar.
Heuristic Information. In this work, we have considered that heuristic information \( I(X_i) \) is static and can be calculated a priori. However, there are some problems where information \( I(X_i) \) depends on the partial solution currently sampled, that is, we have some information of the type \( I(X_i|c) \), where \( c \) is the partial configuration obtained until that moment\(^2\).

We will denote that heuristic information as *dynamic* and it may cause that the ancestral order proposed by PLS cannot be used, however, we can utilize other kind of sampling where we basically use propagation techniques in Bayesian networks to, in each step, calculate the sampling distribution \( P^*(X_i) \) as \( P(X_i|c) \). Besides, in propagation we would use \( c \) as evidence, regardless of the inclusion or not of the parents of \( X_i \) in \( c \). Obviously, this process would be more costly than the proposed in this work, although this inconvenience can be alleviated by using approximate propagation techniques.

\(^2\) For example, in the traveling salesman problem, represented as a permutation, the inclusion of a city \( j \) on the partial route obtained will depend on the city \( i \) from which we depart and the cities already visited.
Relation with Other Techniques. Beyond the differences and similarities existing between EDAs and ACs, it is evident that it exists some relation between the proposal of sampling presented in this work and the one used by ACs. However, we must emphasize that, the focus used in this work may explode dependence relationships further of the use of a univariate model as it could also be seen on the memoristic component in AC.

6 Conclusions

In this work, we have proposed two ways to incorporate specific heuristic knowledge on the sampling phase of EDAs. Developed algorithms have been tested experimentally by solving the classical optimization problem of the binary knapsack, verifying that, including this kind of knowledge helps to find a better solution and doing it faster, with a lower number of evaluations.

As future work, we plan to make a more rigorous study in order to validate our proposals, as well as introduce new ways of incorporating heuristic knowledge either on the sampling phase or in the estimation of the EDAs. Moreover, due to the fact that less individuals are evaluated, we believe that the proposed sampling processes are very interesting for problems where evaluation of an individual is very costly as it happens with machine learning problems.
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Abstract. Open Shop Scheduling is a meaningful paradigm of constraint satisfac-
tion problems. In this paper, a method combining heuristic rules and evolution-
ary algorithms is proposed to solve this problem. Firstly, we consider sev-
eral dispatching rules taken from literature that produce semi-optimal solutions
in polynomial time. From these rules we have designed probabilistic algorithms
to generate heuristic chromosomes that are inserted in the initial population of a
conventional genetic algorithm. The experimental results show that the initial
populations generated by the proposed method exhibits a high quality, in terms
of both solutions cost and diversity. This way the genetic algorithm converges
to much better solutions than when it starts from a random population.

1 Introduction

In this paper we approach the Open Shop Scheduling (OSS) problem by means of a
hybrid strategy that consists of combining dispatching rules together with a conven-
tional genetic algorithm. The idea is to transform a deterministic dispatching rule into
a probabilistic algorithm which generates a set of heuristic solutions with an accept-
able degree of diversity. These heuristic solutions are then inserted into the initial
population of the genetic algorithm. The experimental results show that the combined
method is more effective than each one separately.

The remainder of this paper is organized as follows. In section 2 we formulate the
OSS problem. In section 3 we introduce the DS/LTRP and DS/RANDOM dispatching
rules; both of them are in fact greedy algorithms that produce solutions within a sub-
space of feasible schedules called the space of dense schedules. We also indicate how
probabilistic algorithms can be designed from these rules. In section 4 we describe the
subspace of active schedules. This is a subspace of feasible schedules that contains
dense schedules and that includes at least one optimal solution. We also indicate how
the heuristics used in the former rules can be exploited to generate schedules in this
space. Section 5 briefly describes the main components of the genetic algorithm we
have used in this work. In section 6 we formalize the proposed method to build up
heuristic chromosomes. Section 7 reports results from an experimental study carried
out on problems taken from common repositories. Finally, section 8 summarizes the
main conclusions of this work and proposes some ideas for future work.
2 Problem Formulation

The Open Shop Scheduling problem (OSS) can be formulated as follows: we have a set of $m$ machines $\{M_j, 1 \leq j \leq m\}$, a set of $n$ jobs $\{J_i, 1 \leq i \leq n\}$ and a set of $n \times m$ tasks $\{T_{ij}, 1 \leq i \leq n, 1 \leq j \leq m\}$. The task $T_{ij}$ belongs to job $J_i$ and has to be processed without preemption over the machine $M_j$ during $t_{ij}$ time units. There is not a-priori ordering on the tasks within a job and different tasks of the same job cannot simultaneously be processed on different machines. In addition, a machine cannot process two different tasks at the same time. The objective is to select a starting time to every task so that every constraint is satisfied and the total time from the beginning of the first task to the completion of the last one, the makespan, is minimized. This problem is usually identified in the literature by the tag $O//C_{\text{max}}$. When $m \geq 3$ the problem is NP-hard, as proven in [3].

3 Dispatching Rules DS/LTPR and DS/RANDOM

One of the most common strategies to solve Scheduling problems are dispatching rules. They are usually greedy algorithms that make decisions by means of a criterion of local optimization. In the literature we can find a wide variety of this type of heuristic strategies for the OSS problem [5,6,8]. In this paper we first consider the DS/LTRP rule and then its variant called DS/RANDOM which have been proposed in [6], even though they are inspired by previous proposals. Both of these two rules are characterized by the fact that they generate dense schedules (this is the meaning of the DS label, Dense Scheduling). A schedule is dense if it is never the case that a machine is idle while a task is available for this machine. A task is considered available when no other task of the same job is being processed. The label LTPR stands from the rule “Longest Total Remaining Processing first” proposed in [8].

**Algorithm DS/LTRP**

while there are unscheduled tasks do

1. Select the machine $M_j$ with the earliest possible starting time from the partial schedule built up to now, let $t_{ini}$ be the earliest initial time for $M_j$.

   (*) Ties are solved by selecting the machine with longest remaining processing time.

2. (***) Select among the available tasks of the machine $M_j$ at $t_{ini}$ the one belonging to the job $J_i$ with the largest remaining processing time, and assign $t_{ini}$ as its starting time.

endwhile;
end.

**Fig. 1.** DS/LTRP scheduling algorithm.
The main advantage of constraining the search to the space of dense schedules is that, in average, they tend to have lower values of makespan than random feasible schedules. However there is no guarantee of this space to contain some optimal schedule.

Figure 1 shows the algorithm of the DS/LTRP rule. The algorithm has two sources of non determinism (* and **), which are solved by a criterion that gives priority to the machines and jobs with the longest remaining processing time. The DS/RANDOM rule is a variant of the previous one where situations of non determinism are solved at random.

4 Active Schedules

As we have pointed out in the previous section, the main problem of dense schedules is that it is not guaranteed that they include some optimal solution. However there is another subset of the set of feasible schedules that includes at least one optimal solution: the space of active schedules. A schedule is active if to start earlier any operation, at least another one must be delayed. Figure 2 shows an optimal solution (by means of a Gantt diagram) to a problem with 3 jobs and 3 machines. It is active but not dense since, as we can observe, machine $M_3$ is idle along the time interval $[4,5]$ while at the same time one of the tasks of the job $J_1$ is available.

Here we consider the well-known G&T algorithm proposed by Giffler and Thomson in [4] to get active schedules. Figure 3 shows a concretion of this algorithm where it is combined with the dispatching rule LTRP. One of the most interesting features of the G&T algorithm is its ability to further reduce the search space by means of a parameter $\delta$. When the value of this parameter is 1 the search is performed over the whole space of active schedules; as long as the parameter is reduced the search space gets narrowed to a subset of the space of active schedules so that it might no longer contain any optimal schedule. At the limit value $\delta=0$ the search is constrained to non-delay schedules.

5 A Genetic Algorithm for the OSS

Genetic Algorithms are among the most outstanding techniques to solve scheduling problems. Even though basic GAs produce in general rather moderate results, they...
Algorithm AS/LTRP

while there are unscheduled tasks do

1. Select the unscheduled task $T_{ij}$ with the earliest completion time if it is scheduled at this stage. Let $t_{\text{end}}$ be the completion time of this task if it is scheduled at this stage. 
   (*) Ties are broken by selecting the task $T_{ij}$ such that 
   $$\max_{T_{ij}\text{unscheduled}} \left( \max(\text{RT}(J_i), \text{RT}(M_j)) \right) = \max \left( \max(\text{RT}(J_k), \text{RT}(M_l)) \right)$$ 

2. Select among the available tasks for the machine $M_j$ and the unscheduled tasks of the job $J_i$ those that can start at a time lower than $t_{\text{end}}$. Let $B$ be this set, and $t_{\text{ini}}$ the earliest init time for the tasks of $B$ at this stage.

3. Reduce the set $B$ to those tasks that can start in the interval 
   $$\left[ t_{\text{ini}}, t_{\text{ini}} + \delta (t_{\text{end}} - t_{\text{ini}}) \right]$$
   where $\delta$ is a parameter with a value in the interval [0..1].

4. (**) Select the task $T_{pq}$ from the set $B$ such that 
   $$\max_{T_{pq}\in B} \left( \max(\text{RT}(J_p), \text{RT}(M_q)) \right) = \max \left( \max(\text{RT}(J_k), \text{RT}(M_l)) \right)$$
   and schedule at its earliest starting time

endwhile;

Fig. 3. AS/LTRP scheduling algorithm. $\text{RT}(J)$ and $\text{RT}(M)$ refers respectively to the remaining processing time of the job $J$ and the machine $M$ at this stage.

perform much better when hybridized with other techniques such as tabu search, simulated annealing or any domain specific heuristic. In this section we first describe the main components of a conventional GA for the OSS problem taken from [7]. There, this GA in hybridized by means of a tabu local search that produces good results. However in this work we only consider the basic GA and propose a method to seed the initial population with heuristic chromosomes. As we have mentioned this method is inspired on the dispatching rules described in section 3.

Chromosome Encoding

A suitable chromosome encoding for the OSS problem is a permutation of the whole set of its tasks. Such a permutation should be understood to express partial orders among each subset of tasks belonging to each one of the jobs as well as each subset of tasks requiring the same machine. It is clear that in general some of these partial orderings might not be compatible each one to the others, due to it might express cyclic precedence among a subset of tasks. Hence the evaluation function should include any kind of repair method in order to guarantee feasibility.
Chromosome Evaluation
In order to evaluate chromosomes we use the following strategy, as done in [7]: tasks are visited according to the order in which they appear in the chromosome from first to last. Then the starting time for a given task is selected in such a way that it is the lowest possible taking into account the starting times selected for previously visited tasks. It is easy to prove that this strategy builds up active schedules.

A common alternative is to exploit the G&T algorithm. In this case to solve the situations of non determinism of the algorithm the task of set $B$ that is placed the leftmost in the chromosome is chosen to be scheduled next. Moreover, this alternative seems to be more flexible due to the fact that it allows for narrowing the search space to a subspace of the active schedules. This search space reduction might be effective for big problem instances, as it is in similar problems, for example the Job Shop Scheduling, as shown in [7].

Evolution Strategy and Genetic Operators
As evolution strategy we adopt a variant of the method reported in [7] which produced in our experiments slightly better results. First the best solution of the population is passed without any change to the next generation. Then all chromosomes are randomly distributed into pairs. To each one of these pairs the genetic operators crossover and mutation are applied (according to the crossover and mutation probabilities) to obtain two offsprings. Finally, these offsprings are put together with their parents and the best two out of the four are selected, with different makespan if possible, until the next generation is full.

The crossover operator is LOX (Linear Order Crossover): given two parents a substring is selected from the first one. This substring is placed into the offspring in the same position as in the first parent. Then the remaining genes are placed according to their relative ordering in the second parent.

To mutate chromosomes we consider two possibilities: insertion mutation and swap mutation. The first one selects one operation at random and then insert it at a random position. The second one selects two positions at random and then swaps the operations in these positions.

6 Building Heuristic Chromosomes
As we have pointed out, one of the possibilities of improving the performance of a GA is seeding the initial population with heuristic chromosomes instead of random ones. If this is the case, it is expected that the GA gets finally better solutions than when starting from a random population. However it is also well known that biasing the initial population with non random chromosomes have the risk of premature convergence, hence directing the search towards suboptimal solutions. In order to avoid such an abnormal convergence what we have to do is to ensure an acceptable degree of diversity.

The methodology we use in this work has a precedent in a previous work about the Job Shop Scheduling problem [10], where we exploited a family of probability-based heuristics for variable and value ordering. Now we exploit the dispatching rules described in figures 1 and 3. The idea is to translate deterministic decisions into prob-
abilistic ones. Hence, from all possible choices at each stage of the search we make a selection according to a probability that depends on the reliance assigned to each choice by the LTRP heuristic. This reliance is estimated for each task $T$ of the set $B$ by the expression

$$ RPT(T) \sum_{T' \in B} RPT(T') $$

where $RPT(T')$ stands for the remaining processing time of the job the task $T'$ belongs to. In this way it is expected to get both enough diversity and better initial solutions than in the random case.

**Table 1.** Results from the set of problems of size $10 \times 10$ proposed by Taillard. LB is the lower bound calculated as proposed by Taillard. The third column is the result of the deterministic rule DS/LTRP while the fourth column represents the best solution found in a heuristic population of 500 chromosomes. The last four columns show the results of applying the GA a number of 20 times for each of the problems with crossover probability 0.8; mutation probability 0.2; 150 generations and population size of 500 chromosomes. In every case the cost of the best solution found in all the 20 experiment and the mean values of the best solution reached in each one are showed.

<table>
<thead>
<tr>
<th>Prob</th>
<th>LB</th>
<th>DS/LTRP rule</th>
<th>Best HIP</th>
<th>Best</th>
<th>Mean</th>
<th>Best</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>637</td>
<td>671</td>
<td>647</td>
<td>640</td>
<td>640,5</td>
<td>680</td>
<td>696,9</td>
</tr>
<tr>
<td>2</td>
<td>588</td>
<td>631</td>
<td>594</td>
<td>589</td>
<td>591,2</td>
<td>610</td>
<td>626,1</td>
</tr>
<tr>
<td>3</td>
<td>598</td>
<td>659</td>
<td>607</td>
<td>601</td>
<td>606,3</td>
<td>634</td>
<td>646,1</td>
</tr>
<tr>
<td>4</td>
<td>577</td>
<td>591</td>
<td>578</td>
<td>578</td>
<td>578,0</td>
<td>590</td>
<td>607,7</td>
</tr>
<tr>
<td>5</td>
<td>640</td>
<td>653</td>
<td>647</td>
<td>643</td>
<td>643,9</td>
<td>664</td>
<td>690,4</td>
</tr>
<tr>
<td>6</td>
<td>538</td>
<td>576</td>
<td>538</td>
<td>538</td>
<td>538,0</td>
<td>564</td>
<td>578,7</td>
</tr>
<tr>
<td>7</td>
<td>616</td>
<td>672</td>
<td>626</td>
<td>617</td>
<td>624,4</td>
<td>640</td>
<td>660,0</td>
</tr>
<tr>
<td>8</td>
<td>595</td>
<td>623</td>
<td>604</td>
<td>598</td>
<td>598,8</td>
<td>622</td>
<td>640,0</td>
</tr>
<tr>
<td>9</td>
<td>595</td>
<td>618</td>
<td>604</td>
<td>602</td>
<td>602,4</td>
<td>618</td>
<td>640,8</td>
</tr>
<tr>
<td>10</td>
<td>596</td>
<td>615</td>
<td>603</td>
<td>598</td>
<td>599,9</td>
<td>627</td>
<td>639,2</td>
</tr>
</tbody>
</table>

### 7 Computational Study

Two sets of test problems were considered for experimental study. First the set of problems proposed by E. Taillard which are available at the OR-library. Currently these problems are considered to be easy to solve, so that recently a new set has been proposed by J. Hurink et al. in [2]. This is a set of small size problems but much more difficult to solve than Taillard’s, which have been used in recent works like for example [2], [5] and [7].

Tables 1 and 2 summarize the results from the Taillard problems of size $10 \times 10$ and $20 \times 20$ respectively. As we can observe, in every case the basic GA does not produce good results. However we have got quite good solutions with the heuristic populations. Moreover, the best solution within the heuristic population is always much better than the one produced by the deterministic DS/LTRP rule. Even in a number of
Regarding execution times, for the GA this time is about 7.1 secs. for a problem of size 10 × 10 and about 42 secs. for a problem of size 20 × 20. On the other hand, execution times to generate heuristic populations are almost null with respect to the execution times of the GA. These values are obtained over a AMD Duron processor at 800 Mhz.

From these experiments we can observe that in general the heuristic populations are much better for problems of size 20 × 20 than for small problems of size 10 × 10. In particular an optimal schedule appears a greater number of times for the largest problems. This fact suggests us that the smaller the problem the lower the probability of finding an optimal schedule within the search space of dense schedules. Consequently it would be interesting to restrict the search of heuristic schedules to a subspace of the active schedules larger than the dense schedules. This could be achieved by means of the algorithm of figure 3 by setting the parameter δ to a value greater than 0.

Table 2. Comparison of populations generated at random and by means of the probabilistic methods DS/RANDOM and DS/LTRP. Every population has 1000 chromosomes.

<table>
<thead>
<tr>
<th>Prob</th>
<th>RANDOM</th>
<th>DS/RANDOM</th>
<th>DS/LTRP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>1</td>
<td>749</td>
<td>871</td>
<td>44,4</td>
</tr>
<tr>
<td>2</td>
<td>680</td>
<td>794</td>
<td>46,0</td>
</tr>
<tr>
<td>3</td>
<td>701</td>
<td>819</td>
<td>45,0</td>
</tr>
<tr>
<td>4</td>
<td>660</td>
<td>773</td>
<td>44,8</td>
</tr>
<tr>
<td>5</td>
<td>752</td>
<td>863</td>
<td>46,9</td>
</tr>
<tr>
<td>6</td>
<td>638</td>
<td>734</td>
<td>42,4</td>
</tr>
<tr>
<td>7</td>
<td>710</td>
<td>830</td>
<td>45,8</td>
</tr>
<tr>
<td>8</td>
<td>696</td>
<td>809</td>
<td>45,2</td>
</tr>
<tr>
<td>9</td>
<td>703</td>
<td>807</td>
<td>45,3</td>
</tr>
<tr>
<td>10</td>
<td>685</td>
<td>806</td>
<td>44,9</td>
</tr>
</tbody>
</table>

Table 3. Results from the 20×20 Taillard’s problems. The meaning of each column is the same as in Table 1.

<table>
<thead>
<tr>
<th>Prob</th>
<th>LB</th>
<th>DS/LTRP rule</th>
<th>Best HIP</th>
<th></th>
<th>Best</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1155</td>
<td>1163</td>
<td>1157</td>
<td>1155</td>
<td>1156,3</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1241</td>
<td>1252</td>
<td>1245</td>
<td>1245</td>
<td>1245,0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1257</td>
<td>1299</td>
<td>1257</td>
<td>1257</td>
<td>1257,0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1248</td>
<td>1261</td>
<td>1248</td>
<td>1248</td>
<td>1248,0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1256</td>
<td>1275</td>
<td>1259</td>
<td>1256</td>
<td>1257,3</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1204</td>
<td>1208</td>
<td>1204</td>
<td>1204</td>
<td>1204,0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1294</td>
<td>1298</td>
<td>1296</td>
<td>1296</td>
<td>1296,0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1169</td>
<td>1197</td>
<td>1179</td>
<td>1174</td>
<td>1178,2</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1289</td>
<td>1311</td>
<td>1289</td>
<td>1289</td>
<td>1289,9</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1241</td>
<td>1254</td>
<td>1241</td>
<td>1241</td>
<td>1241,0</td>
<td></td>
</tr>
</tbody>
</table>

experiments the optimal solution appears within the heuristic population. Regarding execution times, for the GA this time is about 7,1 secs. for a problem of size 10×10 and about 42 secs. for a problem of size 20×20. On the other hand, execution times to generate heuristic populations are almost null with respect to the execution times of the GA. These values are obtained over a AMD Duron processor at 800 Mhz.
Table 4. Results from Hurink problems.

<table>
<thead>
<tr>
<th>Prob</th>
<th>Opt.</th>
<th>DS/LTRP</th>
<th>Best</th>
<th>Mean</th>
<th>SD</th>
<th>Best</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5\times5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1042</td>
<td>1138</td>
<td>1081</td>
<td>1230,6</td>
<td>102,5</td>
<td>1050</td>
<td>1050,0</td>
</tr>
<tr>
<td>2</td>
<td>1054</td>
<td>1219</td>
<td>1081</td>
<td>1230,4</td>
<td>101,5</td>
<td>1054</td>
<td>1054,2</td>
</tr>
<tr>
<td>3</td>
<td>1063</td>
<td>1101</td>
<td>1065</td>
<td>1108,1</td>
<td>37,7</td>
<td>1065</td>
<td>1084,1</td>
</tr>
<tr>
<td>4</td>
<td>1004</td>
<td>1255</td>
<td>1051</td>
<td>1177,5</td>
<td>47,0</td>
<td>1004</td>
<td>1013,1</td>
</tr>
<tr>
<td>5</td>
<td>1002</td>
<td>1177</td>
<td>1008</td>
<td>1172,8</td>
<td>47,0</td>
<td>1002</td>
<td>1007,1</td>
</tr>
<tr>
<td>6</td>
<td>1006</td>
<td>1144</td>
<td>1042</td>
<td>1136,9</td>
<td>46,7</td>
<td>1006</td>
<td>1006,4</td>
</tr>
<tr>
<td>7</td>
<td>1000</td>
<td>1111</td>
<td>1027</td>
<td>1132,9</td>
<td>59,9</td>
<td>1000</td>
<td>1003,4</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>1177</td>
<td>1000</td>
<td>1129,7</td>
<td>76,4</td>
<td>1000</td>
<td>1000,0</td>
</tr>
<tr>
<td>9</td>
<td>1012</td>
<td>1139</td>
<td>1037</td>
<td>1127,8</td>
<td>55,9</td>
<td>1012</td>
<td>1012,0</td>
</tr>
<tr>
<td>(6\times6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1056</td>
<td>1162</td>
<td>1085</td>
<td>1188,5</td>
<td>43,2</td>
<td>1066</td>
<td>1083,2</td>
</tr>
<tr>
<td>2</td>
<td>1045</td>
<td>1328</td>
<td>1072</td>
<td>1213,1</td>
<td>55,4</td>
<td>1047</td>
<td>1062,3</td>
</tr>
<tr>
<td>3</td>
<td>1063</td>
<td>1178</td>
<td>1080</td>
<td>1215,3</td>
<td>46,1</td>
<td>1074</td>
<td>1079,7</td>
</tr>
<tr>
<td>4</td>
<td>1005</td>
<td>1255</td>
<td>1057</td>
<td>1154,7</td>
<td>40,8</td>
<td>1022</td>
<td>1033,9</td>
</tr>
<tr>
<td>5</td>
<td>1021</td>
<td>1215</td>
<td>1053</td>
<td>1166,0</td>
<td>43,5</td>
<td>1027</td>
<td>1031,2</td>
</tr>
<tr>
<td>6</td>
<td>1012</td>
<td>1160</td>
<td>1032</td>
<td>1157,9</td>
<td>52,5</td>
<td>1012</td>
<td>1012,4</td>
</tr>
<tr>
<td>7</td>
<td>1000</td>
<td>1360</td>
<td>1025</td>
<td>1120,3</td>
<td>39,0</td>
<td>1012</td>
<td>1022,1</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>1151</td>
<td>1005</td>
<td>1142,4</td>
<td>54,4</td>
<td>1004</td>
<td>1004,8</td>
</tr>
<tr>
<td>9</td>
<td>1000</td>
<td>1084</td>
<td>1003</td>
<td>1115,2</td>
<td>44,6</td>
<td>1002</td>
<td>1002,9</td>
</tr>
<tr>
<td>(7\times7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1048&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1180</td>
<td>1097</td>
<td>1194,7</td>
<td>36,4</td>
<td>1083</td>
<td>1094,9</td>
</tr>
<tr>
<td>2</td>
<td>1055</td>
<td>1254</td>
<td>1106</td>
<td>1203,2</td>
<td>43,8</td>
<td>1083</td>
<td>1100,4</td>
</tr>
<tr>
<td>3</td>
<td>1056</td>
<td>1199</td>
<td>1099</td>
<td>1201,5</td>
<td>40,8</td>
<td>1072</td>
<td>1081,9</td>
</tr>
<tr>
<td>4</td>
<td>1013&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1152</td>
<td>1065</td>
<td>1161,9</td>
<td>38,2</td>
<td>1049</td>
<td>1061,5</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>1103</td>
<td>1023</td>
<td>1140,2</td>
<td>39,2</td>
<td>1000</td>
<td>1005,4</td>
</tr>
<tr>
<td>6</td>
<td>1011</td>
<td>1148</td>
<td>1060</td>
<td>1149,2</td>
<td>36,4</td>
<td>1043</td>
<td>1044,6</td>
</tr>
<tr>
<td>7</td>
<td>1000</td>
<td>1084</td>
<td>1001</td>
<td>1085,9</td>
<td>38,5</td>
<td>1000</td>
<td>1000,0</td>
</tr>
<tr>
<td>8</td>
<td>1005</td>
<td>1082</td>
<td>1029</td>
<td>1142,3</td>
<td>44,4</td>
<td>1023</td>
<td>1038,3</td>
</tr>
<tr>
<td>9</td>
<td>1003</td>
<td>1183</td>
<td>1054</td>
<td>1143,9</td>
<td>45,8</td>
<td>1027</td>
<td>1033,2</td>
</tr>
<tr>
<td>(8\times8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1074&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1142</td>
<td>1093</td>
<td>1202,6</td>
<td>38,3</td>
<td>1074</td>
<td>1083,9</td>
</tr>
<tr>
<td>2</td>
<td>1087&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1169</td>
<td>1108</td>
<td>1204,0</td>
<td>39,3</td>
<td>1087</td>
<td>1090,6</td>
</tr>
<tr>
<td>3</td>
<td>1072&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1169</td>
<td>1101</td>
<td>1199,4</td>
<td>38,7</td>
<td>1072</td>
<td>1076,0</td>
</tr>
<tr>
<td>4</td>
<td>1103&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1169</td>
<td>1118</td>
<td>1199,9</td>
<td>37,2</td>
<td>1103</td>
<td>1108,4</td>
</tr>
<tr>
<td>5</td>
<td>1080&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1169</td>
<td>1097</td>
<td>1198,4</td>
<td>36,9</td>
<td>1080</td>
<td>1080,2</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>1113</td>
<td>1032</td>
<td>1118,2</td>
<td>35,2</td>
<td>1021</td>
<td>1038,0</td>
</tr>
<tr>
<td>7</td>
<td>1000</td>
<td>1169</td>
<td>1101</td>
<td>1198,2</td>
<td>36,5</td>
<td>1099</td>
<td>1099,1</td>
</tr>
<tr>
<td>8</td>
<td>1095&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1169</td>
<td>1095</td>
<td>1199,2</td>
<td>37,2</td>
<td>1095</td>
<td>1106,2</td>
</tr>
</tbody>
</table>

<sup>a</sup> The best solution known. <sup>b</sup>The best solution of our experiments
Regarding quality and diversity of the heuristic populations, we report in table 3 results from experiments on 10×10 Taillard’s problems. In this case we compare random populations against populations generated by the probabilistic DS/LTRP and DS/RANDOM rules. As we can observe the quality of solutions clearly improves when the former two rules are used, being the DS/LTRP the best one as expected. Here is important to observe that the larger the degree of diversity the lower the quality of solutions. This is often the case when the initial solutions are biased by means of any heuristic knowledge. In such situations what we have to do is to keep a degree of diversity beyond a threshold that prevents premature convergence to suboptimal solutions. Unfortunately this threshold can only be determined by experiments. In our experiments premature converge is not found as shown in table 1.

Table 4 reports results from the Hurink problems. In this case we show the quality of initial populations, given by the best and mean values of the heuristic populations, as well as the degree of diversity given by the standard deviation.

8 Conclusions

The reported experimental results show that our proposed approach to the OSS problem exhibits both efficiency and efficacy enough to be compared against recent approaches. For example, in [2] Brucker et al. propose a branch and bound algorithm that finds out optimal solutions for many of the problems proposed by themselves, but the amount of execution time is prohibitive for problems of size 8×8. In [7] Liaw proposed a GA hybridized by means of a tabu local search that is able to solve to optimality the 6×6 and lower problems, but the GA is only capable to solve 1 out of the 8 7×7 problems, while results for 8×8 problems are not reported. Regarding dispatching rules proposed by Guéret and Prins in [5], the results are worse than ours, but the execution time is much lower as expected from their greedy and polynomial nature.

As future work we plan to implement a new strategy to build up heuristic chromosomes following the algorithm AS/LTRP of figure 3. We also plan to exploit the tabu search proposed in [7] together with our heuristic seeding methods and at the same time constrain the search to subsets of active schedules by means of the G&T algorithm.
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Abstract. This paper discusses the analysis of differential pressure signals in a blast furnace stack, by a hybrid approach based on temporal representation of process trends and classification techniques. The objective is to determine whether these can be used to predict unstable conditions (slips). First, episode analysis is performed on each individual trend. Next, using the obtained episodes and variable magnitudes, the classification tool is trained to predict and detect the fault in a blast furnace. The proposed approach has been selected in this application, due to the best results obtained using the qualitative representations of process variables instead of only raw data.

1 Introduction

Industries have spent large sums of money on sensors and logging devices to measure process signals. These data are usually stored in data bases to be analysed by the process experts, but as the amount of data stored increases, the task of extracting useful information becomes more complex and difficult.

In order to provide an adequate supervisory system, which assists the process experts, it is necessary to provide powerful tools to analyse the process variables. Two Artificial Intelligence (AI) techniques working together are proposed as strategy, to deal with the signal and to perform classification tasks respectively.

First, the strategy proposes qualitative and quantitative representations of signal trends useful in supervision, especially in fault detection and diagnosis. One of these techniques is the representation of signals by episodes as it is proposed in [6] and [9]. The proposed approach has been selected in this application case due to the best results obtained using the qualitative representations instead of only raw data of process variables.
Second, and having obtained episode-based information of each process variable, a fuzzy classification method is proposed to obtain classes [2] [8]. These classes are related to functional states of the process under analysis. By using the combination of the here-proposed techniques (one to extract qualitative/quantitative information of a single variable, and the other one aimed at analysing the behaviour of several process variables), it is possible to develop a decision support system applied to industrial process. The application of the proposed approach to the Redcar blast furnace, operated by Corus, is presented in this paper.

In the following section, the process description is given. Next in section 3, the episode-based representation of process variables is defined. In 4, the fuzzy classification method is presented. Later on in 5, the episode approach used in this specific case and the model of data arrangement used to obtain the training data are explained. In 6 the test results are analysed and finally the conclusions of this work are presented.

2 Process Description

In the blast furnace process, iron oxide is reduced to metallic iron, which is then melted prior to tapping at 1500 deg C. Liquid slag is also removed, the slag being formed from the non-ferrous components of the iron ore (predominantly lime, silica, magnesia and alumina).

The blast furnace itself is a water-cooled vessel, of circular cross-section, about 30m tall. Layers of coke and prepared iron ore (burden) are alternately charged into the top in a controlled manner. Air at approximately 1100 deg C (hot blast) is blown into the bottom of the furnace through copper water-cooled tuyeres. The air reacts with the coke, and supplementary injected oil, to generate both heat to melt the iron and slag, and to form a reducing gas of CO and H2. The burden takes about 7 hours to reduce and melt as it descends the furnace stack; the residence time of the ascending reduction gases is in the order of seconds. The furnace is kept full by charging a fresh batch of burden as soon as the level drops in the top. Burden descent is usually steady at about 5 meters/hour. The liquid iron and slag collect in the furnace hearth, built from carbon bricks, and are periodically removed by opening a clay-lined taphole.

Redcar blast furnace is the largest in the UK, producing 64000 tonnes of liquid iron per week. Each hour requires the charging of over 5 batches of prepared ore, each at 120 tonnes, and the same number of batches of coke, each of 30 tonnes. Heat is removed at the wall through large water-cooled panels, called staves, installed over 13 rows. These are made from copper in rows 7 to 10, the region of highest heat load, and cast iron above and below these levels.

The Redcar plant has 4 columns of pressure tappings. The pressure is measured at each stave row between row 6 and row 13 in each quadrant. Fig. 1a shows the furnace cross section.

Under normal state, the pressure should reduce gradually between the bottom (row 6) and the top (row 11) of the section of furnace stack under examination. It has been noticed that trends in differential pressure (pressure drop) between the lower and middle part of the stack can be a good indication that the furnace process will become unstable. The differential pressures found most responsive are the pressure measured at row 6 minus the pressure measured in row 9, for each quadrant individually.
An ‘unstable’ event is where the material in the furnace stack suddenly ‘slips’ rather than descend steadily. Such an event can be detected by a suddenly change in differential pressure values over the 4 columns of pressure tappings. In fig. 1b, differential pressure trends are recorded at a frequency of one sample/min. over a 10-hour period. In this figure, it is possible to locate three different unstable conditions (slips) as highlight by the dotted lines.

Fig. 1. a) Transverse section of blast furnace. b) Fault determined by pressure differentials.

3 Representation of Signals Using Episodes

Signal representation by means of episodes provide a good tool for situation assessment. On the one hand, uncertainty, incompleteness and heterogeneity of process data make the qualitative reasoning a useful tool. On the other hand, reasoning not only with instantaneous information, but with historic behaviour of processes is necessary. Moreover, since a great deal of process data is available for the supervisory systems, to abstract and use only the most significant information is required. The representation of signals by means of episodes provides an adequate response to these necessities.

The general concept of episode in the field of qualitative reasoning was defined as a set of two elements: a time interval, named temporal extent and a qualitative context, providing the temporal extension with significance [4].

The qualitative representation of process trends is a general formalism for the representations of signals by means of episodes [3]. This formal approach introduces the concept of trend as a sequence of episodes characterised by the signs of the first and the second derivative. It has a practical extension in the triangular and trapezoidal representations.

Later on, in [5] a qualitative description of signals consisting of primitives, episodes, trends and profiles is proposed. Primitives are based on the sign of first and
second derivatives (positive, zero or negative). Thus, nine basic types compose the set of primitives. The trend of a signal consists of a series of episodes, and a profile is obtained by adding quantitative information.

In [6] previous formalisms are extended to both qualitative and numerical context in order to be more general. It means that it is possible to build episodes according to any feature extracted from variables. According to this formalism, new representations can be generated to describe signal trends depending on the second derivative that can be computed by means of a band-limited FIR differentiator. The qualified first derivative at the beginning and end of each episode is used in order to obtain a more significant representation. Then, a set of 13 types of episodes is obtained. Finally, as this formalism proposes, it has been enlarged in order to consider any function of the signal as basis representation. Examples of these functions are the own signal, the first derivative, second derivative, its integral, etc. These functions even could be consider simultaneously when are needed for to describe all the interesting variable characteristics offering a richer representation. Therefore, the functions must be chosen according to the signal and process behaviour and supervisory system objectives. According with this formalism an episode Ek is a set of numerical and qualitative values, including the time instants that determine the temporal extension of episodes, the qualitative state (QS) obtained from the extracted features and auxiliary characteristics, which can be any quantitative or qualitative data as it is presented in (1).

\[ E_k = <t_{lk}, Q_{Sk}, \{ \text{Auxiliary characteristics} \}, t_{rk}> \]  

(1)

In section 5.1, the episode-based representation used in this process is presented.

4 Classification Method

To analyze the variables previously represented by episodes, the Learning Algorithm for Multivariable Data Analysis (LAMDA), has been used to classification purpose. This algorithm was proposed by Joseph Aguilar [2]. Recently some other authors have been working in this original classification technique as it is presented in [1] and [8].

This methodology proposes to abstract significant information from the set of variables under classification (four differential pressures). This information, so called “descriptors”, is obtaining by means of an extraction technique (in this case, episodes). The set of variables conforms the so called “object”. LAMDA represents the object in a set of “classes” by means of the logic connection of the descriptors available. Class (c_k) is defined as the universe of descriptors, which characterize one set objects (differential pressures).

Learning in LAMDA is performed in two steps as it is depicted in figure 2. First (Learning-1), the parameters used to construct the knowledge are updated using training data and its pre-assigned classes. These classes are result of an expert definition (supervised-learning); or a definite number of allowable classes due to a self-learning process (unsupervised learning). The classes and updated learning parameters are the output of this initial learning stage. On the second stage (Learning-2), the output classes are analyzed by an expert to establish a relationship to states. States are defined by a set of classes, which has a special meaning for the operators. This is an
optional stage and is accomplished specially if a self-learning process is performed. Two learning step (Learning-1 and Learning-2) are accomplished off-line, but the option of learn online is also available in this methodology.

The recognition process is performed using updated learning parameters, classes and states generated in previous stages. In this stage, as presented in the fig 3, every object is assigned to a class. Recognition is performed according to similarity criteria computed in two stages: MAD and GAD calculation.

MAD (Marginal Adequacy Degree) is a term related to how similar is one object descriptor to the same descriptor of a given class, while GAD (Global Adequacy Degree) is defined as the pertinence degree of one object to a given class [1].

First MAD to each existing class is computed for each descriptor of an object. The implementation of LAMDA includes a possibility function to estimate the descriptors distribution based on a “fuzzification” of the binomial probability function computed as (2). This approach has been used in this work, but other implementation, frequently

---

**Fig. 2.** Detailed functionality of LAMDA classification algorithm.

---

**Fig. 3.** Basic LAMDA recognition methodology.
used when the volume of the observed data is important, it is very likely to follow a Gaussian or semi-Gaussian distribution [8]

\[
MAD(d_{ij} / \rho_{(i/k)}) = \rho_{(i/k)}^{d_{ij}} (1 - \rho_{(i/k)})^{1-d_{ij}}
\] (2)

Where:

\[d_{ij} = \text{ Descriptor } i \text{ of the object } j\]

\[\rho_{(i/k)} = \text{ Prototype parameter for the descriptor } i \text{ of the class } c_k\]

Second, these partial results are aggregated to get a GAD of an individual to a class. GAD computation was performed as an interpolation between a t-norm and a t-conorm by means of the \(\beta\) parameter (\(\beta = 1\) represents the intersection and \(\beta = 0\) means the union).

\[
GAD = \beta T(MAD) + (1 - \beta) S(MAD)
\] (3)

The used t-norm and s-conorm are minimum/maximum as presented in (4). In addition, some connectors used for GAD computation are presented in [8].

\[
t - \text{norm} = \min\{x_1, x_2, ..., x_n\} \quad s - \text{conorm} = \max\{x_1, x_2, ..., x_n\}
\] (4)

This classification algorithm has been used to relate the set of four differential pressures with the pre-fault and the fault states (slips).

5 Proposed Strategy

The strategy approach proposes two techniques working together, to deal with the signal and to perform data mining tasks respectively. First the episode-based representation of process variables is used to extract quantitative and qualitative information of pressure differentials. Next a procedure to construct the objects used as inputs for the classification method is applied. As a result, the object matrix based on episodes is conformed. Then, a fuzzy classification method is proposed to create classes. These classes are related to functional states of the process under analysis.

The episode based representation and the object conformation for the pressure differentials of the Redcar blast furnace is presented in the next subsections.

5.1 Episode Based Representation

Using the first derivates to obtain the episode, it is possible to have a useful representation of the signal. This simple representation, however, offers enough information to characterize signals of the analyzed process to slip detection.

![Fig. 4. Useful set of episodes.](image-url)
Due of the use of the first derivative, only five basic types were used in this approach: A, F, G, H, and L. However, since the previous state to a slip is a fall in pressure followed by a steady trend at low level, a differentiation has been introduced among the episodes of stability state according to the value of the signal. So G episode was subdivided in High (Gh), Medium (Gm) and Low (Gl) as presented in figure 4. This representation has been adopted to represent symptoms of blast furnace instability. An example of this representation for two variables is shown in Fig. 5.

Process variables presented in figure 5 are represented by episodes as shown in table 1.

Table 1. Episode based representation of the process variables (variable 0 and variable 1), depicted in figure 5.

<table>
<thead>
<tr>
<th>Variable 0</th>
<th>Variable 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Starting time</td>
</tr>
<tr>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td>Gl</td>
<td>11</td>
</tr>
<tr>
<td>H</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.2 Object Conformation

Taking into account the fact that the episodes are asynchronous by nature, it is necessary to develop a strategy to conform the set of objects used for the classification stage. The formed objects are synchronized to the change instants of each one of the four differential pressures used to detect the instability state of the blast furnace (slip).

The procedure applied to conform each object is presented as follows. (In brackets an example is presented for variables in fig 5).

- Step one: Detect the instant $t_{vc}$ in which one new episode starts in any variable $V_c$. ($t_{v1}=19$. $V_c=Variable 1$.)
- Step two: Identify the type of the new episode (current) and save the type of the previous one in the same variable. (By Variable 1, new episode type = Gm and previous episode type = F.)
- Step three: Recover the previous and current episodes of all analysed variables. (By Variable 0, current episode type = H and previous episode type = Gl.)
Step four: Compute the time between $t_c$ and the time which the current episode starts in all variables. It corresponds to the duration of the current episode. ($Time\ between\ t_{v1}\ and\ t_{v0} = 19-16 = 3.$)

Step five: Measure the current value $C_v$ of each process variable. ($C_{v0} = 1.5, C_{v1} = 3.2.$)

Step six: Conform the object using the obtained data. (The object is presented in figure 6.)

As a result of the previous procedure application a set of synchronized objects based on the episode representation are obtained as it is presented in table 2. The value is directly taken from the rough data and corresponds to the value of each variable at the time given by the time line column.

The episode variable description presented in table 2 contains the data, which conform the training files used in the learning phase of the fuzzy method. For the first object, the previous type of episodes is supposed to be equal to the current one.

The obtained results of applying the proposed strategy to four variables are presented in the next section. Each variable consist of a differential between the pressures measured in row 6 and row 9, in the four columns of the blast furnace.

### 6 Classification Tests and Results

Several test were performed in order to identify clearly the fault and mainly the pre-fault stage in the Redcar blast furnace. Using data taken directly from the process and presented in the two first columns of table 3, it was possible to select a set of files for training and recognition.

**Table 2.** Object matrix obtained from the episode based representation of the process variables in table 1.
The descriptors used to detect the pre-fault and the fault states are eight: The type of the current episode (qualitative), and the value of the pressures differential (quantitative), for each furnace column when a new episode appears in any variable. These descriptors were selected according to the results obtained in the recognition stage. Using these descriptors extracted by the files Data set N. 1, 3, 6, and 10 the classification tool was trained. The files not used by training were used in the recognition stage. The results of the recognition process are presented in of table 3.

Table 3. Results of the LAMDA recognition stage in prediction (pre-fault) and detection (fault) of slips in a blast furnace.

<table>
<thead>
<tr>
<th>File Name</th>
<th>Depth of slip</th>
<th>Recognition stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Pre-fault</td>
</tr>
<tr>
<td>Data set N.1</td>
<td>2.0m</td>
<td>Yes</td>
</tr>
<tr>
<td>Data set N.2</td>
<td>2.0m</td>
<td>Yes</td>
</tr>
<tr>
<td>Data set N.3</td>
<td>1.5m</td>
<td>Yes</td>
</tr>
<tr>
<td>Data set N.4</td>
<td>1.5m</td>
<td>Yes</td>
</tr>
<tr>
<td>Data set N.5</td>
<td>1.5m</td>
<td>Not</td>
</tr>
<tr>
<td>Data set N.6</td>
<td>1m</td>
<td>Yes</td>
</tr>
<tr>
<td>Data set N.7</td>
<td>1m</td>
<td>Yes</td>
</tr>
<tr>
<td>Data set N.8</td>
<td>1m</td>
<td>Yes</td>
</tr>
<tr>
<td>Data set N.9</td>
<td>1m</td>
<td>Yes</td>
</tr>
<tr>
<td>Data set N.10</td>
<td>1.5m (partial)</td>
<td>Not</td>
</tr>
<tr>
<td>Data set N.11</td>
<td>1.5m (partial)</td>
<td>Not</td>
</tr>
<tr>
<td>Data set N.12</td>
<td>1.5m (partial)</td>
<td>Not</td>
</tr>
<tr>
<td>Data set N.13</td>
<td>No slips</td>
<td>N/A</td>
</tr>
<tr>
<td>Data set N.14</td>
<td>No slips</td>
<td>N/A</td>
</tr>
</tbody>
</table>

According to of table 3, in most of the files used in training process it is possible to recognize the pre-fault and also the fault state. Not in data set 10 for pre-fault state. In addition, it is also possible to detect the pre-fault ad fault states using different sets of data. This last result is used to test the capability of the proposed approach, to detect faulty situations on the supervised process.

As an example of the presented on of table 3, a situation to detect the fault and the pre-fault stage is presented in Fig 7. It is possible to see that class 9 is related to the pre-fault state while class 5 is related to the fault state (Slip). The remaining classes are not related to those two states, but they are related to different operative states of the process.

7 Conclusions

In this work, a new methodology based in the combination of two techniques has been used as complementary strategies to supervise a process. The paper shows the use of the episode representations in the field of diagnosis as it is proposed in the CHEM project.

The proposed approach has been selected in this application case, due to the best results obtained using the qualitative representations instead of only raw data of process variables. This representation satisfies the necessities of control system diagnosis regarding to temporal and qualitative reasoning.
The object conformation approach, gives an object matrix of qualitative and quantitative data used as input of the classification method. This method, after the initial training stage, helps to determine classes, close related to specific process states at each instant when an object is conformed. This approach reduces the computation time, because the recognition stage is only performed when the type of episode in any variable changes. In addition this approach takes advantage of the qualitative data provided by episodes instead of only use raw data.

As a result, the previous situations at the fault stage were detected, given an efficient approach to the slip prediction in blast furnaces. In addition, the fault situation is also detected using both episode type and rough data, as inputs for the classification system.
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Abstract. This paper lies within the domain of learning algorithms based on kernel functions, as in the case of Support Vector Machines. These algorithms provide good results in classification problems where the input data are not linearly separable. A kernel is constructed over the discrete structure of absolute orders of magnitude spaces. This kernel will be applied to measure firms' financial credit quality. A simple example that allows the kernel to be interpreted in terms of proximity of the patterns is presented.

1 Introduction

The construction of machines able to learn to classify patterns, that is to assign them a class among a finite set of possibilities, is one of the main goals of Artificial Intelligence. Lately, different learning machines based on kernels, such as Support Vector Machines (SVM), have been developed and studied in depth because of their numerous applications and their efficiency in the learning process.

Support Vector Machines are learning systems, which use linear functions in a feature space of higher dimension as classification functions by using several kernels [7] and [15]. One of the most important steps in the construction of Support Vector Machines is the development of kernels adapted to the different structures of the data in real world problems [4], [6], [8]. The main usefulness of Support Vector Machines is the classification of non linearly separable data by using kernel functions. There are two cases in which this tool is used. First, when data are not linearly separable, in spite of belonging to a euclidian space. In this case, by means of the kernel function, from an implicit non-linear mapping, the input data are imbedded into a space named feature space, potentially of higher dimension, in which the separability of the data can be obtained in a linear manner. A library of the most usual kernel functions (gaussian, polynomial, ...) is available. Second, when the input space does not have an inner product, the kernel function is used to represent data in a euclidian space to be classified.
This representation is obtained via an explicit mapping from the input space into a euclidian feature space, where the methodology described for the first case can be applied.

A key factor in situations in which one has to obtain some conclusions from imprecise data, is to be able to use variables described via orders of magnitude. One of the goals of Qualitative Reasoning is just to tackle problems in such a way that the principle of relevance is preserved [9]; that is to say, each variable involved in a real problem is valued with the required level of precision.

In classification processes the situation in which the numerical values of some of the data are unknown, and only their qualitative descriptions are available - given by their absolute orders of magnitude - is not unusual. In other situations, the numerical values, even though they might be available, are not relevant for solving the proposed problem. This paper starts from absolute orders of magnitude models, [13] and [14], which work with a finite set of symbols or qualitative labels obtained via a partition of the real line, where any element of the partition is a basic label. These models provide a mathematical structure which unifies sign algebra and interval algebra. This mathematical structure, the Qualitative Algebras or Q-Algebras, have been studied in depth [1], [14].

This work is framed in the development of the MERITO (Analysis and Development of Innovative Soft-Computing Techniques with Expert Knowledge Integration. An Application to Financial Credit Risk Measurement) project, in which different AI tools for the measurement of the financial credit risk are analyzed. The main goal is to develop tools able to be used in situations in which numerical data and qualitatively described data simultaneously appear.

The processes employed by specialized rating agencies are highly complex. Decision technologies involved are not based on purely numeric models. On the one hand, the information given by the financial data is used, and the different values included in the problem are also influential. On the other hand, they also analyze the industry and the country or countries where the firm operates, they forecast the possibilities of the firm’s growth, and its competitive position. Finally, they use an abstract global evaluation based on their own expertise to determine the rating. In general, experts agree that the existing functionality between numerical data of the firm and its default probability is less relevant than the existing relation between data orders of magnitude and its final classification.

It has to be pointed out that in the 60’s some economists made qualitative modelisations of economic systems and proved that these models (induced by sign algebra) can lead to significant conclusions. More recently, different AI techniques have been applied to business, finance and economics [2], [3], [10] and [12].

In this work, a methodology for the construction of kernel functions in absolute orders of magnitude spaces is presented in two steps. First, an explicit function over qualitative labels with values in a feature space of n-tuples of real numbers is defined. Second, a known kernel function that will allow the classification via a Support Vector Machine is utilized.

In Section 2 the absolute orders of magnitude model with granularity n, OM(n), constructed via a symmetric partition of the real line into 2n+1 classes,
is presented. Section 3 gives the basic concepts of Support Vector Machines and the importance of kernels for these kinds of learning algorithms. In Section 4 the methodology for the construction of a kernel to be able to work in spaces OM(n) is presented. This methodology is based on the composition an explicit function from the quantity space into a euclidian space with a given kernel. In Section 5, an example in which two of these kernel functions are built over pairs of firms is given. The firms are represented by the parameters that affect their credit quality, belonging to different orders of magnitude models, and the results are interpreted in terms of “proximity” between their risks. Finally, in Section 6, several conclusions and some proposals for future research are outlined.

2 The Absolute Orders of Magnitude Model

In this section the absolute orders of magnitude qualitative model is described [1]. The absolute orders of magnitude model considered in this work is a generalization of the model introduced in [14]. The number of labels chosen for describing a given real problem depends on the characteristics of each problem.

The absolute orders of magnitude model of granularity n, OM(n), is constructed from a symmetric partition of the real line in 2n+1 classes:

![Fig. 1. Partition of the real line](image)

where \( N_i = [-a_i, -a_i-1) \), \( 0 = \{0\} \) and \( P_i = (a_i-1, a_i] \).

Each class is named basic description or basic element and is represented by a label of the set \( S_1 \):

\[
S_1 = \{ N_n, N_{n-1}, \ldots, N_1, 0, P_1, \ldots, P_{n-1}, P_n \}.
\]

The quantity space \( S \) is defined as the extension of \( S_1 \) with the set of labels in the following form:

For all \( X, Y \in S_1 \), with \( X < Y \) (i.e., \( x < y \) for all \( x \in X, y \in Y \)) the label \([X,Y]\)is defined as:

\[
[X,Y] = \begin{cases} 
  X, & \text{if } Y = 0 \\
  Y, & \text{if } X = 0 \\
  \text{the minimum interval with respect to} \\
  \text{the inclusion that contains } X \text{ and } Y & \text{if } X \neq 0 \text{ and } Y \neq 0
\end{cases}
\]

An order relation \( P \) is defined in \( S \): given \( X, Y \in S \), \( X \) is more precise than \( Y \) (\( X \leq_P Y \)) if \( X \subseteq Y \).

For all \( X \in S - 0 \), the basis of \( X \) is the set \( B_X = \{ B \in S_1 - 0 : B \leq_P X \} \); and for all \( X \in S \), the extended basis of \( X \) is the set \( B^*_X = \{ B \in S_1 : B \leq_P X \} \).
It is also considered a qualitative equality: given $X,Y \in S$, they are q-equal, $X \approx Y$, if there exists $Z \in S$ such that $Z \leq_P X$ and $Z \leq_P Y$. This means that they have a common basic element, i.e., $B^*_X \cap B^*_Y \neq \emptyset$. The pair $(S, \approx)$ is called a qualitative space of absolute orders of magnitude; and, taking into account that it has $2n+1$ basic elements, it is said that $(S, \approx)$ has granularity $n$.

The qualitative expression of a set $A$ in the real line, denoted by $[A]$, is the minimum element of $S$, with respect to the inclusion, that contains $A$.

Given a basic label $U \in S_1$ the $U$-expansion $X_U$ of any label $X \in S$ is the element in $S$ that results from its expansion until obtaining one qualitatively equal to the basic given (this is the generalization of the concept introduced in [1] in the particular case of zero-expansion): 

$$X_U = \text{Min} \{ Y \in S : X \leq_P Y \text{ and } U \leq_P Y \} = [X \cup U]$$

Then $X_U$ is the smallest interval with respect to the inclusion containing $X$ and $U$. Therefore $X = X_U$ if and only if $X \approx U$ (i.e. $U \subset X$), and always $X \approx X_U$ and $U \approx X_U$.

The $U$-expansion $X_U$ of any label $X \in S$ does not depend on the values of the landmarks taken to determine the basic labels.

This model is specially suitable for problems in which it is intended to obtain the magnitude of a result from the qualitative description of the variables involved. Qualitative descriptions are used because either numerical values are unknown or only orders of magnitude are considered by experts.

In the case of the credit quality evaluation, the goal is to obtain its order of magnitude from the absolute orders of magnitude of the variables involved.

3 Kernels and Support Vector Machines

In this work a methodology that allows SVM to be used when the patterns are described by their absolute orders of magnitude is proposed.

Before the construction of a suitable kernel for this kind of discrete spaces, the basic concepts of SVM and kernel functions are reviewed. SVM were introduced by Vapnik and their co-authors in 1992 [5] and described with detail in [16].

The SVM are used in learning problems, where the input data are not linearly separable. From a non-linear mapping the input data are imbedded into a space named feature space, potentially of higher dimension, in which the separability of the data can be obtained in a linear manner. In Figure 2 a scheme of this process can be observed.

Noting the input space by $X$ and the feature space by $F$, a machine of non-linear classification is built in two steps. First, a non-linear mapping $\Phi : X \rightarrow F$ transports the input data to the feature space, and afterwards an algorithm of linear separation is used in this new space.

An important characteristic of the learning process of a SVM is the fact that only a few elements of the training set are meaningful for the classification. These elements, named support vectors (SV), are the closest to the separator hyperplane ones. In Figure 3 the support vectors are doubly marked.

Let $T$ be the set of input-output training data pairs:
Fig. 2. Mapping from the initial space to characteristic space

Fig. 3. Binary classification of non-linearly separable patterns by means of SVM

\[ T = (x_i, y_i), \quad x_i \in X, \quad y_i = -1, +1, \]
where labels +1 and -1 represent the two different classes of patterns to classify.

If the training set is linearly separable by a hyperplane then the decision function can be written as:

\[ f(x) = \text{sign} \left( \sum_{x_i \in SV} \alpha_i y_i (x_i \cdot x) + b \right) \]

where \( \alpha_i \) and \( b \) are the hyperplane coefficients and \( x_i \) are the elements in \( T \) which have been chosen as support vectors in the learning process.

When data are non-linearly separable, the decision function turns out to be a non-linear function which appears by substituting the inner product in \( X \) by an inner product in the feature space \( F \), given by a function \( K \) defined from the map \( \Phi : X \to F \) as:

\[ K(x_i, x_j) = \langle \Phi(x_i), \Phi(x_j) \rangle. \]

Such a function \( K \) is called a kernel. The name kernel is derived from Integral Operation Theory, and a characterization of this kind of functions is given by Mercer’s theorem [15].

The decision function thus has the form:

\[ f(x) = \text{sign} \left( \sum_{x_i \in SV} \alpha_i y_i K(x_i, x) + b \right) \]
An important advantage of this methodology is that it is not necessary to have an input space with a euclidian distance. Suitable kernels are used to work with many different kinds of patterns (text words, images, genetic information, protein chains) mapping them into vectors in a feature space $F$, which is a euclidean space. Different applications can be found in [8] and [11].

4 Construction of Kernels in a $[OM(n)]^k$ Space

With the objective to construct kernel functions in the space of k-tuples of qualitative labels $S^k$, a function $\Phi$ from $S^k$ into a subset of $\mathbb{R}^{(2n+1)k}$ is defined. Then a kernel will be obtained from the composition of this function with one of most usual kernels. The present work is one step in the development of a machine learning that allows us to assign a category to each company according to its level of risk, by means of quantitative and qualitative values describing their financial situation.

This process begins with the introduction of the “positioning” concept of a label with respect to a basic element. This is defined by using the concept of U-expansion introduced in section 2.

Given a basic element $U \in S_1$, the “ remoteness with sign” of a label $X \in S$ with respect to $U$ is defined as:

$$as_U(X) = \begin{cases} 
\text{card}(B^*_XU) - \text{card}(B^*_X) & \text{if } U < B \ \forall B \in B^*_X \\
\text{card}(B^*_X) - \text{card}(B^*_XU) & \text{if } U > B \ \forall B \in B^*_X \\
0 & \text{if } U \in B^*_X 
\end{cases}$$

where $X_U$ is the $U$-expansion of $X$, and the relation $\preceq$ is induced by the usual order in the real line; $U < B$ means that $x < y \ \forall x \in U \ \forall y \in B$. The further $X \in S$ is from the basic $U$, the greater the absolute value of $as_U(X)$, and it is positive when $X$ is on the right of $U$, negative when it is on the left of $U$ and 0 when $X$ and $U$ are qualitatively equal.

The map “positioning” $\phi$ that captures the remoteness of all labels with respect to the basic ones is defined:

$$\phi : S \longrightarrow \mathbb{R}^{2n+1}$$

$$X \longrightarrow (as_{N_n}(X), \cdots , as_{N_1}(X), as_{O}(X), as_{P_1}(X), \cdots , as_{P_1}(X))$$

Finally, it is considered as the map from $S^k$ to $\mathbb{R}^{(2n+1)k}$ whose components are the positioning functions:

$$\Phi : S^k \longrightarrow \mathbb{R}^{(2n+1)k}$$

$$(X_1, \cdots , X_k) \longrightarrow (\phi(X_1), \cdots , \phi(X_k))$$

This function $\Phi$ reflects the “global positioning” of the components of the vector of labels $X$.

The following proposition allows us to construct new kernels in $[OM(n)]^k$, combining the function $\Phi$ defined above with a suitable kernel from the available ones in real spaces.
Proposition. Let \( \Phi : A \rightarrow B \) be a function and \( K : \Phi(A) \times \Phi(A) \rightarrow \mathbb{R} \) a kernel defined over \( \Phi(A) \). Then the composition \( K' = K \circ (\phi \times \phi) \) is a kernel on \( A \).

Demonstration: being that \( K \) is a kernel over \( \Phi(A) \), there exists an application \( \alpha \) from \( \Phi(A) \) to a feature space \( (F, <, >) \) such that \( K(\Phi(x), \Phi(z)) = < \alpha(\Phi(x)), \alpha(\Phi(z)) > \), for all \( x, z \in A \) [15].

Taking \( \beta = \alpha \circ \Phi : A \rightarrow F \), it is possible to write:

\[
K'(x, z) = (K \circ (\phi \times \phi))(x, z) = K(\phi(x), \phi(z)) = < \alpha(\Phi(x)), \alpha(\Phi(z)) > = < \beta(x), \beta(z) >
\]

and, consequently, \( K' \) is a kernel defined over \( A \).

The above proposition ensures the possibility of obtaining kernels over the space of qualitative k-tuples by the composition of gaussian kernels and polynomial kernels with the global positioning function \( \Phi : S^k \rightarrow \mathbb{R}^{(2n+1)k} \). For instance, if it is considered a gaussian kernel \( \text{Gauss}(x, z) = e^{-\|x-z\|^2/c} \), with \( c > 0 \), then, for any \( X, Y \in S^k \):

\[
K'(X, Y) = \text{Gauss}(\Phi(X), \Phi(Y)) = \exp \left[ -\frac{\|\Phi(X) - \Phi(Y)\|^2}{c} \right] = \\
\exp \left[ -\frac{(asN_n(X_1) - asN_n(Y_1))^2 + \cdots + (asP_n(X_1) - asP_n(Y_1))^2}{c} \right]
\]

And if we consider a polynomial kernel \( \text{Poly}(x, z) = [\langle x, z \rangle + \theta]^d \), then:

\[
K''(X, Y) = \text{Poly}(\Phi(X), \Phi(Y)) = [\langle \Phi(X), \Phi(Y) \rangle + \theta]^d = \\
\left[ \sum_{j=1}^{k} \left( \sum_{i=1}^{n} asN_i(X_j) \cdot asN_i(Y_j) + as_{0}(X_j) \cdot as_{0}(Y_j) + \sum_{i=1}^{n} as_{P_i}(X_j) \cdot as_{P_i}(Y_j) \right) + \theta \right]^d
\]

Next an example of a real calculation of these kernels in a particular case is given, and the results obtained are interpreted in terms of “proximity”.

5 Example

The example presented below is framed in the development of the MERITO project, which sets out to adapt Soft-Computing techniques, in particular Support Vector Machines (SVM), to the measurement of the financial risk using qualitative orders of magnitude models. The use of these models will allow us to incorporate expert knowledge.

In particular, a qualitative system based on an absolute orders of magnitude model is considered to represent some of the factors that are relevant in computing credit risk. Three of these factors are considered to compare firms, as a previous step to their classification according to their level of risk.
As a first step, the approach will be applied using just the three accounting ratios: leverage (L), return on capital (ROC), and market value (MV). According to the experts’ knowledge, the variability ranges and the most relevant landmarks presented in table 1 are considered for those variables.

Table 1. Company descriptors

<table>
<thead>
<tr>
<th>Variable</th>
<th>Variability range</th>
<th>Landmarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1 = L$</td>
<td>$[0, +100]$</td>
<td>${25, 50, 75}$</td>
</tr>
<tr>
<td>$V_2 = ROC$</td>
<td>$[-100, +100]$</td>
<td>${I, 2I, 5I}$</td>
</tr>
<tr>
<td>$V_3 = MV$</td>
<td>$[0, +20]$</td>
<td>${0.5, 1, 1.5}$</td>
</tr>
</tbody>
</table>

Each one of the variables has different range and landmarks. The first variable $V_1$, the leverage of the firm, always takes positive values. It is accepted that a firm’s leverage is very low when it is under 25, low when it is between 25 and 50, normal when it is between 50 and 75, and high when it is over this value. The second variable $V_2$, return on capital, is defined as the profit on the capital plus debt, and it is qualitatively measured by comparing it with the interest without risk $I$ of the country in which the firm operates. In the case of a multinational company, the interest paid in the headquarters’ country is used. A firm’s ROC is bad when it is under $I$, normal when it is between $I$ and $2I$, good between $2I$ and $5I$, and very good over $5I$. Finally, the variable MV represents the firm’s market value in relative terms, i.e., with respect to the average size of the sector’s firms. The landmarks 0.5, 1 and 1.5 define labels for MV, which are low, normal, high and very high. Firms with values out of the intervals given in the table are not considered.

Once their variability ranges have been decided, a translation to transform the central landmark to zero is applied to each variable. All of them take values in a $OM(2)$ space, although the discretizations of the real line that give rise to their orders of magnitude are different. For each company the new variables $V'_1$, $V'_2$, $V'_3$ will take values in the same orders of magnitude space, with basic labels $\{NG, NP, 0, PP, PG\}$.

We consider, for instance, three firms $X$, $Y$, $Z$ defined by the labels:

$X = (PP, [NG, NP], [NP, PG])$, $Y = ([PP, PG], NP, 0)$ and $Z = (NG, PP, [NG, NP])$.

As we can see, $X$’s leverage is high, its ROC is bad and it is quite a large firm, $Y$’s leverage is very high, its ROC is bad and it is medium sized, and finally $Z$’s leverage is very low, its ROC is good and it is small. It can easily be appraised that $Z$ is a company clearly different from the other two, and this fact will be shown in the results of the kernel.

To obtain the vectors $\Phi(X)$, $\Phi(Y)$ and $\Phi(Z)$, table 2 with the remoteness with sign of the different labels with respect to all basic elements is used:

We obtain:

$\Phi(X) = (3, 2, 1, 0, -1, 0, 0, -2, -2, -3, 1, 0, 0, 0, 0)$,

$\Phi(Y) = (3, 2, 2, 0, 0, 1, 0, -1, -2, -3, 2, 1, 0, -1, -2)$ and

$\Phi(Z) = (0, -1, -2, -3, -4, 3, 2, 1, 0, -1, 0, 0, -2, -2, -3)$.
Table 2. Remoteness with sign

<table>
<thead>
<tr>
<th></th>
<th>NG</th>
<th>NP</th>
<th>0</th>
<th>PP</th>
<th>PG</th>
</tr>
</thead>
<tbody>
<tr>
<td>NG</td>
<td>0</td>
<td>-1</td>
<td>-2</td>
<td>-3</td>
<td>-4</td>
</tr>
<tr>
<td>NP</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-2</td>
<td>-3</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-2</td>
</tr>
<tr>
<td>PP</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>PG</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[NG, NP]</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>-2</td>
<td>-3</td>
</tr>
<tr>
<td>[NP, PP]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>[PP, PG]</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[NG, PP]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>[NP, PG]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>?</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Considering the gaussian kernel $K'$:

- $K'(X,Y) = \exp \left[ -\frac{\|\Phi(X) - \Phi(Y)\|^2}{c} \right] = \exp[-11/c]$
- $K'(X,Z) = \exp \left[ -\frac{\|\Phi(X) - \Phi(Z)\|^2}{c} \right] = \exp[-93/c]$
- $K'(Y,Z) = \exp \left[ -\frac{\|\Phi(Y) - \Phi(Z)\|^2}{c} \right] = \exp[-90/c]$

And in the case of the polynomial kernel $K''$:

- $K''(X,Y) = [\langle \Phi(X), \Phi(Y) \rangle + \theta]^d = (32 + \theta)^d$
- $K''(X,Z) = [\langle \Phi(X), \Phi(Z) \rangle + \theta]^d = (1 + \theta)^d$
- $K''(Y,Z) = [\langle \Phi(Y), \Phi(Z) \rangle + \theta]^d = (7 + \theta)^d$

In both cases, and as commented at the beginning of the section, it is observed that the nearer the qualitative values of the variables are, the greater the values of the kernel are. That is, greater results correspond to more similar patterns. This suggests that the selected representation will be suitable to be used in the later classification of firms according to their credit quality.

6 Conclusions and Future Research

The present work belongs to a wider project, which aims at motivating, defining and analyzing the viability of the use of learning machines in structures defined by orders of magnitude spaces.

The focus of this paper is the construction of kernel functions to be used in problems for which the input variables are described in terms of their ordered qualitative labels. These kernel functions have been built beginning with the concept of global positioning that allows us to capture the idea of remoteness and proximity between qualitative values.

Although this paper has focused on a classification problem by using Support Vector Machines, the methodological aspects considered and given can be used in any learning system based on kernels.

As a future work, the given method to be applied in problems of classification and multi-classification will be implemented. Concretely, and within the MER-ITO project, the results obtained by using input variables defined over orders of magnitude spaces will be compared with the ones obtained by using numerical values.
Applying the described methodology, we will also work simultaneously with quantitative and qualitative data, using positioning vectors to represent qualitative values, and combining them with quantitative ones.
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Abstract. Negotiation events in industrial procurement involving multiple, highly customisable goods pose serious challenges to buyers when trying to determine the best set of providers’ offers. Typically, a buyer’s decision involves a large variety of constraints that may involve attributes of a very same item as well as attributes of different, multiple items. In this paper we present the winner determination capabilities of iBundler[10], an agent-aware decision support service offered to buyers to help them determine the optimal bundle of received offers based on their constraints and preferences. In this way, buyers are relieved with the burden of solving too hard a problem, and thus concentrate on strategic issues. iBundler is intended as a negotiation service for buying agents and as a winner determination service for reverse combinatorial auctions with side constraints.

1 Introduction

One particular, key procurement activity carried out daily by all companies concerns the negotiation of both direct and indirect goods and services. Throughout negotiations the decision-making of buyers and providers appears as highly challenging and intricate because of an inherently high degree of uncertainty and the large number of parameters, variables, and constraints to take into account.

Consider the problem faced by a buyer when negotiating with providing agents. In a negotiation event involving multiple, highly customisable goods, buyers need to express relations and constraints between attributes of different items. On the other hand, it is common practice to buy different quantities of the very same product from different providers, either for safety reasons or because
offer aggregation is needed to cope with high-volume demands. This introduces
the need to express business constraints on the number of suppliers and the
amount of business assigned to each of them. Not forgetting the provider side,
suppliers may also impose constraints or conditions over their offers. Offers may
be only valid if certain configurable attributes (e.g., quantity bought, delivery
days) fall within some minimum/maximum values, and assembly or packing
constraints need to be considered. Once the buyer collects offers, he is faced
with the burden of determining the winning offers. The problem is essentially an
extension of the combinatorial auction (CA) problem, which can be proven to
be NP[11]. It would be desirable to relieve buyers from solving such a problem.

We have tried to make headway in this direction by deploying iBundler[10], a
decision support service acting as a combinatorial negotiation solver (solving the
winner determination problem) for both multi-attribute, multi-item, multi-unit
negotiations and auctions. Thus, the service can be employed by both buyers and
auctioneers in combinatorial negotiations and combinatorial reverse auctions [13]
respectively. In this paper we introduce the formal model and the computational
realisation of the decision problem solved by iBundler.

The paper is organised as follows. Section 2 introduces the market scenario
where buyers and traders are to negotiate, along with the requirements and con-
straints they may need. Next, a formal model capturing such requirements is put
forward to set the foundations for the decision problem. The actual computa-
tional realisation of our decision support for negotiations is thoroughly detailed
in section 4. Finally, section 5 provides some hints on the expected performance
of the service.

2 Market Scenario

Although the application of combinatorial auctions (CA) to e-procurement sce-
narios (particularly reverse auctions) may be thought as straightforward, the
fact is that there are multiple new elements that need to be taken into con-
sideration. These are new requirements explained by the nature of the process
itself. While in direct auctions, the items that are going to be sold are physi-
cally concrete (they do not allow configuration), in a negotiation event involving
highly customisable goods, buyers need to express relations and constraints be-
tween attributes of different items. On the other hand, it is common practice
to buy different quantities of the very same product from different providers,
either for safety reasons or because offer aggregation is needed to cope with
high-volume demands. This introduces the need to express constraints on the
number of providers and the amount of business assigned to each of them. Not
forgetting the provider side, providers may also impose constraints or conditions
over their bids/offers. Offers may be only valid if certain configurable attributes
(e.g., quantity bought, delivery days) fall within some minimum/maximum values,
and assembly or packing constraints need to be considered.

Current CA reviewed do not model these features with the exception of[3,12],
where coordination and procurement constraints can be modelled. The rest of
work focuses more on computational issues (CA is an NP-complete problem[11]) than in practical applications to e-procurement. Suppose that we are willing to buy 200 chairs (any colour/model is fine) for the opening of a new restaurant, and at that aim we employ an e-procurement solution that launches a reverse auction. If we employ a state-of-the-art CA solver, a possible resolution might be to buy 199 chairs from provider A and 1 chair from provider B, simply because it is 0.1% cheaper and it was not possible to specify that in case of buying from more than one provider a minimum of 20 chairs purchase is required. On the other hand the optimum solution might tell us to buy 50 blue chairs from provider A and 50 pink chairs from provider B. Why? Because although we had no preference over the chairs’ colour, we could not specify that regarding the colour chosen all chairs must be of the same colour. Although simple, this example shows that without means of modeling these natural constraints, solutions obtained are seen as mathematically optimal, but unrealistic and with a lack of common sense, thus obscuring the power of decision support tools, and preventing the adoption of these technologies in actual-world settings.

Next we detail the capabilities required by buyers in the kind of negotiation scenario outlined above. The requirements below are intended to capture buyers’ constraints and preferences and outline a powerful providers’ bidding language:

**Negotiate over Multiple Items.** A negotiation event is usually started with the preparation of a request for proposal (RFQ) form. The RFQ form describes in detail the requirements (including attribute-values such as volume, quality specifications, dates as well as drawings and technical documentation) for the list of items (goods or services) defined by the negotiation event.

**Offer Aggregation.** A specific item of the RFQ can be acquired from several providers simultaneously, either because not a single provider can provide with the requested quantity at requested conditions or because buyers explicit constraints (see below).

**Business Sharing Constraints.** Buyers might be interested to restrict the number of providers that will finally trade for a specific item of the RFQ, either for security or strategical reasons. It is also of usual practice to define the minimum amount of business that a provider may gain per item.

**Constraints over Single Items.** Every single item within an RFQ is described by a list of negotiable attributes. Since: a) there exists a degree of flexibility in specifying each of these attributes (i.e. several values are acceptable) and b) multiple offers referring the very same item can be finally accepted; buyers need to impose constraints over attribute values. An example of this can be the following: suppose that the deadline for the reception of certain item A is two weeks time. However, although items may arrive any day within two weeks, once the first units arrive, the rest of units might be required to arrive in no more than 2 days after.

**Constraints over Multiple Items.** In daily industrial procurement, it is common that accepting certain configuration for one item affects the configuration
of a different item, for example, when dealing with product compatibilities. Also, buyers need to express constraints and relationship between attributes of different items of the RFQ.

**Specification of Providers’ Capacities.** Buyers cannot risk to award contracts to providers whose production/servicing capabilities prevent them to deliver over-committed offers. At this aim, they must require to have providers’ capacities per item declared. Analogously, next we detail the expressiveness of the bidding language required by providers. The features of the language below are intended to capture providing agents’ constraints and preferences.

**Multiple Bids over Each Item.** Providers might be interested in offering alternate conditions/configurations for a same good, i.e., offering alternatives for a same request. A common situation is to offer volume-based discounts. This means that a provider submits several offers and each offer only applies for a minimum (maximum) number of units.

**Combinatorial Offers.** Economy efficiency is enhanced if providers are allowed to offer (bid on) combination of goods. They might lower the price, or improve service assets if they achieve to get more business.

**Multi-unit Offering.** Each provider specifies the minimum (maximum) amount of units to be accepted in a contract.

**Homogeneous Combinatorial Offers.** Combinatorial offering may produce inefficiencies when combined with multi-unit offering. Thus a provider may wind up with an award of a small number of units for a certain item, and a large number of units for a different item, being both part of the very same offer (e.g. 10 chairs and 200 tables). It is desirable for providers to be able to specify homogeneity with respect to the number of units for complementary items.

**Packing Constraints.** Packing units are also a constraint, in the sense that it is not possible to serve an arbitrary number of units (e.g. a provider cannot sell 27 units to a buyer because his items come in 25-unit packages). Thus providers require to be capable of specifying the size of packing units.

**Complementary and Exclusive Offers.** Providers usually submit XOR bids, i.e., exclusive offers that cannot be simultaneously accepted. Also, there may exist the need that an offer is selected only if another offer is also selected. We refer to this situation as an AND bid. This type of bids allows to express volume-based discounts. For example, when pricing is expressed as a combination of base price and volume-based price (e.g. first 1000 units at $2.5 p.u. and then $2 each).

Obviously, many more constraints regarding pricing and quantity can be considered here. But we believe these faithfully address the nature of the problem. Actually, *iBundler* has been applied to scenarios where some of these constraints do not apply while additional constraints needed to be considered. This was the case of a virtual shopping assistant, an agent that was able to aggregate several on-line supermarkets and optimize the shopping basket. To do so, it was necessary to model the fact that delivery cost depends on the amount of money spent at each supermarket.
3 Formal Model

In this section we provide a formal model of the problem faced by the buyer (auctioneer) based on the description in section 2. Prior to the formal definition, some definitions are in place.

Definition 1 (Items). The buyer (auctioneer) has a vector of items $\Lambda = \langle \lambda_1, \ldots, \lambda_m \rangle$ that he wishes to obtain. He specifies how many units of each item he wants $U = \langle u_1, \ldots, u_m \rangle$, $u_i \in \mathbb{R}^+$. He also specifies the minimum percentage of units of each item $M = \langle m_1, \ldots, m_m \rangle$, $m_i \in [0, 1]$, and the maximum percentage of units of each item $\bar{M} = \langle \bar{m}_1, \ldots, \bar{m}_m \rangle$, $\bar{m}_i \geq m_i$, that can be allocated to a single seller. Furthermore, he specifies the minimum number of sellers $S = \langle s_1, \ldots, s_m \rangle$, $s_i \in \mathbb{N}$, and the maximum number of sellers $\bar{S} = \langle \bar{s}_1, \ldots, \bar{s}_m \rangle$, $\bar{s}_i \geq s_i$, that can have simultaneously allocated each item. Finally, a tuple of weights $W = \langle w_1, \ldots, w_m \rangle$, $0 \leq w_i \leq 1$, contains the degree of importance assigned by the buyer to each item.

Definition 2 (Item Attributes). Given an item $\lambda_i \in \Lambda$, let $\langle a_{i1}, \ldots, a_{ik} \rangle$ denote its attributes.

Definition 3 (Sellers' Capacities). Let $\Pi = \langle \pi_1, \ldots, \pi_r \rangle$ be a tuple of providers. Given a provider $\pi_i \in \Pi$ the tuple $\bar{C}^i = \langle c_{i1}, \ldots, c_{im} \rangle$ stands for the minimum capacity of the seller, namely the minimum number of units of each item that the seller is capable of serving. Analogously, the tuple $\bar{C}^i = \langle \bar{c}_{i1}, \ldots, \bar{c}_{im} \rangle$ stands for the maximum capacity of the seller, i.e. the maximum number of units of each item that the seller is capable of providing.

Definition 4 (Bid). The providers in $\Pi$ submit a tuple of bids $B = \langle B^1, \ldots, B^n \rangle$. A bid is a tuple $B^j = \langle \Delta^j, P^j, M^j, \bar{M}^j, D^j \rangle$ where $\Delta^j = \langle \Delta^j_1, \ldots, \Delta^j_m \rangle$ are tuples of bid values per item, where $\Delta^j_1 = \langle \delta^j_{i1}, \ldots, \delta^j_{ik} \rangle \in \mathbb{R}^k$, $1 \leq i \leq m$, assigns values to the attributes of item $\lambda_i$; $P^j = \langle p^j_1, \ldots, p^j_m \rangle$, $p^j_i \in \mathbb{R}^+$, are the unitary prices per item; $M^j = \langle m^j_1, \ldots, m^j_m \rangle$, $m^j_i \in \mathbb{R}^+$, is the minimum number of units per item offered by the bid; $\bar{M}^j = \langle \bar{m}^j_1, \ldots, \bar{m}^j_m \rangle$, $\bar{m}^j_i \mathbb{R}^+$, $\bar{m}^j_i \geq m^j_i$, is the maximum number of units of each item offered by the bid; and $D^j = \langle d^j_1, \ldots, d^j_m \rangle$ are the bucket or batch increments in units for each item ranging from the minimum number of units offered up to the maximum number of units.

Given a bid $B^j \in B$, we say that $B^j$ does not offer item $\lambda_i \in \Lambda$ iff $m^j_i = \bar{m}^j_i = 0$.

In order to model homogeneity constraints, we define a function $h : B \rightarrow 2^{\Lambda}$. Given a bid $B^j \in B$, $h(B^j) = \{\lambda_{j1}, \ldots, \lambda_{jk}\}$ indicates that the bid is homogeneous with respect to the items in $h(B^j)$. In other words, if the buyer (auctioneer) picks up bid $B^j$ the number of units allocated for the items in $h(B^j)$ must be equal.

Furthermore, in order to relate sellers to their bids we define function $\rho : \Pi \times B \rightarrow \{0, 1\}$ such that $\rho(\pi_i, B^j) = 1$ indicates that seller $\pi_i$ is the owner of bid $B^j$. This function satisfies the following properties:
\[ \forall B^j \in B \; \exists \pi_i \in \Pi \text{ such that } \rho(\pi_i, B^j) = 1; \text{ and} \]
\[ \text{given a bid } B^j \in B \text{ if } \exists \pi_i, \pi_k \in \Pi \text{ such that } \rho(\pi_i, B^j) = 1 \text{ and } \rho(\pi_k, B^j) = 1 \text{ then } \pi_i = \pi_k. \]

The conditions above impose that each bid belongs to a single seller.

**Definition 5 (XOR Bids).** Let \( \text{xor}: 2^B \rightarrow \{0, 1\} \) be a function that defines whether a subset of bids must be considered as an XOR bid. Only bids owned by the very same seller can be part of an XOR bid. More formally \( \text{xor}(B) = 1 \Rightarrow \exists! \pi \in \Pi \text{ such that } \rho(\pi, B^i) = \rho(\pi, B^j) = 1 \forall B^i, B^j \in B, B^i \neq B^j. \) Thus, f.i. if \( \exists B^j, B^k \in B \text{ xor}(\{B^j, B^k\}) = 1 \) both bids are mutually exclusive, and thus cannot be simultaneously selected by the buyer.

**Definition 6 (AND Bids).** Let \( \text{and}: \bigcup_{i=1}^{m} B^i \rightarrow \{0, 1\} \) be a function that defines whether an ordered tuple of bids must be considered as an AND bid. Thus, given an ordered tuple of bids \( \langle B^{j_1}, \ldots, B^{j_k} \rangle \) such that \( \text{and}(\langle B^{j_1}, \ldots, B^{j_k} \rangle) = 1 \) then the buyer can only select a bid \( B^{j_i}, 1 < i \leq k, \) whenever \( B^{j_1}, \ldots, B^{j_{i-1}} \) are also selected. Furthermore, all bids in an AND bid belong to the very same seller. Put formally, \( \text{and}(B) = 1 \Rightarrow \exists! \pi \in \Pi \text{ such that } \rho(\pi, B^i) = \rho(\pi, B^j) = 1 \forall B^i, B^j \in B, B^i \neq B^j. \)

AND bids are intended to provide the means for the buyer to express volume-based discounts. However, they should be regarded as a generalisation of bidding via price-quantity graphs.

Based on the definitions above we can formally introduce the decision problem to be solved to provide support to the buyer (auctioneer):

**Definition 7 (Multi-attribute, Multi-unit Combinatorial Reverse Auction).** The multi-attribute, multi-unit combinatorial reverse auction winner determination problem (MMCRAWDP) accounts to the maximisation of the following expression:

\[
\sum_{j=1}^{n} y_j \cdot \sum_{i=1}^{m} w_i \cdot V_i(q_j^i, p_j^i, \Delta_j^i)
\]

subject to the following constraints:

1. \( q_j^i \in 0 \cup [m_j^i, \bar{m}_j^i] \)
2. \( q_j^i \mod d_j^i = 0 \)
3. \( \sum_{j=1}^{n} q_j^i = u_i \)
4. \( \forall \pi_k \in \Pi \; q_j^i \cdot \rho(\pi_k, B^j) \in \{0\} \cup [c_k^i, \bar{c}_k^i] \)
5. \( \forall \pi_k \in \Pi \; q_j^i \cdot \rho(\pi_k, B^j) \in \{0\} \cup [s_i, \bar{s}_i] \)
6. \( \forall \lambda_jt, t \in h(B^j) \; q_j^i = q_t^j \)
7. \( \forall \lambda \in \Lambda \; \sum_{k=1}^{r} x_{t_k}^i \in [s_i, \bar{s}_i] \)
8. \( \text{and}(\langle B^{j_1}, \ldots, B^{j_k} \rangle) = 1 \Rightarrow y_j^1 \geq \ldots \geq y_j^k \)
9. \( \forall B' \subseteq B \text{ such that xor}(B') = 1 \sum_{B' \in B} y_j^i \leq 1 \)

\( ^1 \) We assume here that there is no free disposal, i.e. sellers are not willing to keep any units of their winning bids, and the buyer is not willing to take any extra units.
10. $a \cdot v_{i,l} + b \geq \delta_{i,l} \geq a' \cdot v_{i,l} + b'$ where $a, b, a', b' \in \mathbb{R}$
11. $c \cdot v_{i,l} + d \geq v_{j,k} \geq c' \cdot v_{i,l} + d'$ where $c, d, c', d' \in \mathbb{R}$

where

- $y_j \in \{0, 1\}, 1 \leq j \leq n$, are decision variables for the bids in $B$;
- $x_k^i \in \{0, 1\}, 1 \leq i \leq m, 1 \leq k \leq r$, are decision variables to decide whether seller $\pi_k$ is selected for item $\lambda_i$;
- $q_{i,j}^l \in \mathbb{N} \cup \{0\}, 1 \leq j \leq n, 1 \leq i \leq m$, are decision variables on the number of units to select from $B_j$ for item $\lambda_i$;
- $V_i : \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}^{k_i} \to \mathbb{R}, 1 \leq i \leq m$, are the bid valuation functions for each item; and
- $v_{i,l}$ stands for a decision variable for the value of attribute $a_l$ of item $\lambda_i$.
- $a, b, a', b', c, c', d, d'$ are buyer-defined constant values.

Next, we detail the semantics of the restrictions above:

1. This constraint forces that when bid $B_j$ is selected as a winning bid, the allocated number of units of each item $q_{i,j}^l$ has to fit between the minimum and maximum number of units offered by the seller.
2. The number of allocated units $q_{i,j}^l$ to a bid $B_j$ for item $\lambda_i$ must be a multiple of the batch $d_{i,j}^l$ specified by the bid.
3. The total number of units allocated for each item must equal the number of units requested by the buyer.
4. For each item, the number of units allocated to a seller cannot exceed his capacities.
5. The total number of units allocated per seller cannot exceed or be below the maximum and minimum percentages that can be allocated per seller specified by the buyer.
6. For homogeneous bids, the number of units allocated to the items declared homogeneous must be the same.
7. The number of sellers to be awarded each item cannot exceed or be below the maximum and minimum number of total sellers specified by the buyer.
8. Bids being part of an AND bid can only be selected if the bids preceding them in the AND bid are selected too.
9. XOR bids cannot be jointly selected.
10. Intra-item constraints are modelled through this expression. It indicates that only those bids whose value for the attribute item related to the decision variable that satisfy the expression can be selected.
11. Inter-item constraints are modelled through this expression. It puts into relation decision variables of attributes belonging to different items.

There are several aspects that make our model differ from related work. Firstly, traditionally all combinatorial auction models assume that the buyer (auctioneer) equally prefers all items. Such constraint is not considered in our model, allowing the buyer to express his preferences over items. Secondly, multi-attribute auctions and combinatorial auctions with side constraints have been
separately dealt with. On the one hand, Bichler [2] extensively deals with multi-attribute auctions, including a rich bidding language. On the other hand, Sandholm et al. [13] focus on multi-item, multi-unit combinatorial auctions with side constraints where items are not multi-attribute. We have attempted at formulating a model which unites both. Lastly, to the best of our knowledge neither inter-item nor intra-item constraints have been dealt with in the literature at the attribute level [7] though they help us better cope with multiple sourcing.

4 Implementation

The problem of choosing the optimal set of offers sent over by providing agents taking into account the features of the negotiation scenario described in section 2 is essentially an extension of the combinatorial auction (CA) problem in the sense that it implements a larger number of constraints and supports richer bidding models. The CA problem is known to be NP-complete, and consequently solving methods are of crucial importance. In general, we identify three main approaches that have been followed in the literature to fight the complexity of this problem:

- As reported in [8], attempts to make the combinatorial auction design problem tractable through specific restrictions on the bidding mechanism have taken the approach of considering specialised structures that are amenable to analysis. But such restrictions violate the principle of allowing arbitrary bidding, and thus may lead to reductions in the economic outcome.
- A second approach sacrifices optimality by employing approximate algorithms [6]. However, and due of the intended actual-world usage of our service, it is difficult to accept the notion of sub-optimality.
- A third approach consists in employing an exact or complete algorithm that guarantees the global optimal solution if this exists. Although theoretically impractical, the fact is that effective complete algorithms for the CA problem have been developed.

Many of the works reviewed in the literature adopt global optimal algorithms as a solution to the CA because of the drawbacks pointed out for incomplete methods. Basically two approaches have been followed: traditional Operations Research (OR) algorithms and new problem specific algorithms[4]. It is always an interesting exercise to study the nature of the problem in order to develop problem specific algorithms that exploit problem features to achieve effective search reduction. However, the fact is that the CA problem is an instance of the multi-dimensional knapsack problem MDKP (as indicated in [5]), a mixed integer program well studied by the operation research literature. It is not surprising, as reported in [1], that many of the main features of these problem specific new algorithms are rediscoveries of traditional methods in the operations research community. In fact, our formulation of the problem can be regarded as similar to the binary multi-unit combinatorial reverse auction winner determination problem in [13] with side constraints[12]. Besides, expressing the problem as a mixed integer programming problem with side constraints enables its resolution
by standard algorithms and commercially available, thoroughly debugged and optimised software which have shown to perform satisfactorily for large instances of the CA problem.

With these considerations in mind, the core of our service has been modelled and implemented as a mixed integer programming problem. We have implemented two versions: a version using ILOG CPLEX 7.1 in combination with SOLVER 5.2; and another version using using iSOCO’s Java MIP modeller that integrates the GLPK library [9]. In both cases it takes the shape of a software component. Hereafter we shall refer to this component as the *iBundler* solver.

5 Validation and Performance

After the above-described implementation two major issues arose. On the one hand, unitary tests were needed in order to guarantee that *iBundler*’s behaviour is sound or, in other words, that *iBundler* produces the optimal solution taking into account the variety of constraints and bidding expressiveness described in section 2. On the other hand, since combinatorial auction solvers are computationally intensive, a major issue is whether our service was to behave satisfactorily in highly-demanding trading scenarios.

At this aim, we devised a customisable generator of data sets targeted at serving for the two purposes above. Our generator artificially created negotiation problems for *iBundler* by wrapping an optimal solution with noisy bids. Thus *iBundler* is fed by the generator with an RFQ, plus a buyer’s constraints, plus a set of bids of varying features (single, combinatorial, AND, and XOR). The generator constructs the artificial negotiation problem based on several parameters, namely: number of providers, number of items, number of bids per provider (mean and variance), number of items per bid (mean and variance), offer price per item (mean and variance). In this way, not only were we able to measure the performance of *iBundler* but also to automatically verify its sound behaviour.

Figure 1 shows how *iBundler* behaves when solving negotiation problems as the number of bids, the number of items, and the items per bid increase.
The results show that *iBundler* can be employed to conduct real-time decision-making in actual-world negotiation scenarios. It is hard to imagine a negotiation event in which several hundreds of bids are concurrently submitted by a given set of providers to compete for RFQs containing dozens of items. Nonetheless *iBundler* performs well even in such extreme scenarios. Therefore, its scalability is also ensured.
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Abstract. Cyclic strings are sequences with no beginning or end, which are useful for modelling different objects in pattern recognition. For instance, in digital image analysis, strings can represent contours of 2D objects. Several methods have been described to compute the dissimilarity of two cyclic strings such as the cyclic edit distance. However, no method has been provided that takes into account the normalization of the cyclic edit distance. In this paper, we propose an algorithm to compute normalized cyclic edit distances, and illustrate the performance of the method in practice.

1 Introduction

Measuring distances between strings is a fundamental problem in pattern recognition, with applications to several fields such as artificial vision, computational biology, image and text processing, error correction, information retrieval, etc [6]. Formally, the edit distance between a string $X$ with length $m$ and a string $Y$ with length $n$, is defined as the minimum weighted number of edit operations needed to transform $X$ into $Y$, and can be computed in $O(mn)$ time [13].

Cyclic strings (see [2] for a review) are a special kind of strings where the beginning (or end) of the sequence is not defined, and they naturally arise in numerous applications; for instance, in modelling the closed contours of objects [10] (Figure 1). There is a trivial algorithm to compute the cyclic edit distance in $O(m^2n)$ time, which is based on comparing one string with all the possible rotations of the other. Maes [11] proposed a divide and conquer algorithm that reduces the computational cost to $O(mn \log(m))$ time. Marzal and Barrachina [3] formulated a branch and bound algorithm for the Levenshtein cyclic edit distance which significantly speeds up computation while maintaining the worst-case complexity. Peris and Marzal [8, 9] extended this algorithm to different cost functions. However, none of the methods described above takes the length of the strings into account. This leads to some paradoxical behaviour: for instance, 9 errors when comparing 10 character cyclic strings lead to a lower distance than 10 errors in the comparison of cyclic strings of length 100, whereas it is to be expected that the last pair of strings should be considered more similar.
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Fig. 1. 2D contour representation using 8-directions chain codes.

The normalized edit distance was introduced by Marzal and Vidal [1] and is defined as the sequence of edit operations that minimizes the ratio of the weight and length of the sequence. These authors described an algorithm to compute the normalized edit distance in $O(mn^2)$ time. Later, Vidal, Marzal, and Aibar [7] introduced a fractional programming algorithm that, in practice, reduces the computational cost to $O(smnm)$, where $s$ is the number of iterations. Experiments with typical applications showed that $s$ usually ranges from 2 to 4 when a good approximation of the solution is used to initialize the process. Arslan and Eğecioğlu [4, 5] derived an algorithm based on a technique by Megiddo for the optimization of objective functions, with a time complexity $O(mn \log n)$, though no experimental results were provided.

In this paper, we define the normalized cyclic edit distance, extending the algorithms for normalized edit distance to cyclic strings, and we study the performance of this distance by its application in some experiments. The outline of the paper is as follows: in sections 2 and 3, cyclic edit distance and normalization of edit distances are reviewed, respectively. In section 4, the normalized cyclic edit distance is introduced and the results of experiments with an OCR application are shown in section 5. Finally, the conclusions are presented in section 6.

2 Cyclic Edit Distance

Let $\Sigma$ be an alphabet of symbols, let $X = x_1x_2 \ldots x_m$ and $Y = y_1y_2 \ldots y_n$ be strings in $\Sigma^*$ and let $\lambda$ be the empty string. The edit distance between strings $X$ and $Y$ is the minimum weighted number of edit operations needed to transform $X$ into $Y$. An edit operation is a pair $(a, b) \neq (\lambda, \lambda)$, also denoted by $a \rightarrow b$. Four edit operations are usually defined: insertion $ (\lambda \rightarrow b)$, deletion $(a \rightarrow \lambda)$, substitution $(a \rightarrow b$, where $a \neq b)$ and matching $(a \rightarrow a)$. These operations are weighted by a set of values $\gamma = (\gamma_I, \gamma_D, \gamma_S, \gamma_M)$. We will denote a general edit operation as $e$ and $\gamma(e)$ will be its cost.

A string $X$ can be transformed into a string $Y$ with a sequence of edit operations $E = e_1e_2 \ldots e_l$, with an associated cost

$$\Gamma(E) = \sum_{i=1}^{l} \gamma(e_i).$$  

(1)
The edit distance between $X$ and $Y$ for a cost function $\gamma$ is defined as the minimum sequence of edit operations that transforms $X$ into $Y$:

$$ED(X,Y,\gamma) = \min_{E \in \mathcal{E}_{XY}} \Gamma(E),$$

where $\mathcal{E}_{XY}$ is the set of sequences of edit operations that transform $X$ into $Y$.

The so-called edit graph (see Figure 2) is a directed acyclic graph with $(m+1) \times (n+1)$ nodes, where each arc represents an edit operation: horizontal arcs correspond to deletions, vertical arcs to insertions, and diagonal arcs to substitutions or matchings. Computing a minimum sequence of edit operations is equivalent to finding an optimal path from node $(0,0)$ to node $(m,n)$. This computation can be achieved in $O(mn)$ time by dynamic programming.

A cyclic string $[X]$ is defined as the set $\{\sigma_k(X) : 0 \leq k < |X|\}$, where $\sigma_k(X) = x_{k+1} \ldots x_m x_1 \ldots x_k$ is known as the $k$-rotation of string $X$. The cyclic edit distance between $[X]$ and $[Y]$, written as $CED([X],[Y],\gamma)$, is defined as

$$CED([X],[Y],\gamma) = \min_{X \in [X]} (\min_{Y \in [Y]} ED(X,Y,\gamma)),$$

where $ED(X,Y,\gamma)$ is the edit distance between (non-cyclic) strings. A trivial algorithm computes $CED([X],[Y],\gamma)$ in $O(m^2n)$, since

$$CED([X],[Y],\gamma) = \min_{X \in [X]} \left( \min_{Y \in [Y]} ED(X,Y,\gamma) \right) = \min_{X \in [X]} ED(X,Y,\gamma).$$

An $O(mn \log n)$ divide and conquer algorithm, due to Maes [11], is based on a property of optimal paths in the edit graph, namely, that optimal paths associated to different rotations of string $X$ cannot cross each other on an extended edit graph underlying the comparison of $X \cdot X$ and $Y$ (Figure 3).

The Branch and Bound (BB) method introduced by Marzal, Barrachina, and Peris [3, 8, 9] has the same worst case computational complexity as Maes’ algorithm, but is more efficient in practice because it explores only the rotations that may actually lead to an optimal path in the extended edit graph. For that
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Fig. 3. Search space for the computation of the cyclic edit distance. Each frame represents an edit graph. Dark shaded regions in each frame are not visited when computing optimal paths. Optimal edit paths are drawn with thick lines.

purpose, it computes a lower bound of the edit distance for a set of rotations and prunes all rotations that have a lower bound greater than the best distance computed at each step of the algorithm.

Both Maes’ and the BB algorithms are exact methods. But the cyclic edit distance can be computed approximately with suboptimal methods, such as the Bunke-Bühler method [10], with a cost $O(mn)$. Recently, Mollineda, Vidal, and Casacuberta [2, 12] introduced a new, more accurate approximate algorithm based on the Bunke-Bühler method that requires some training on cyclic strings obtained for the application.

3 Normalization of Edit Distances

The normalized edit distance between strings $X$ and $Y$ is defined as

$$NED(X, Y, \gamma) = \min_{E \in E_{XY}} \frac{\Gamma(E)}{L(E)},$$

where $L(E)$ (length of $E$) is the number of edit operations in the sequence $E$. It must be noted that this normalized distance cannot be obtained by first obtaining $ED(X, Y, \gamma)$ and then dividing its value by the length of the corresponding path, as was shown in [1] (see Figure 4).

3.1 Basic Algorithm

In [1], Marzal and Vidal introduced an algorithm for computing NED based on dynamic programming. This algorithm is based on the fact that the length $L(E)$ of any edit path $E$ is bounded as $\max(m, n) \leq L(E) \leq m + n$. So, the number of different lengths of optimal paths between $X$ and $Y$ is $N = \min(m, n) + 1$. To compute NED, we just have to save, for each node in the edit graph, the best
Fig. 4. (a) Optimal path between strings $X = abbb$ and $Y = aaab$, with $\gamma = (2, 2, 3, 0)$; (b) Optimal path for normalized edit distance. Note that $NED(X, Y, \gamma) = 1.33$ is lower than the post-normalized edit distance, $\frac{ED(X, Y, \gamma)}{4} = 1.5$.

distance for every possible length from the initial node. This leads to an $O(m^2 n)$ dynamic programming algorithm.

3.2 Fractional Programming

In [7], Vidal et al. developed a new algorithm based on fractional programming. This method is applicable to optimization problems involving ratios of linear functions. In the normalized edit distance, the problem to be solved is

**Problem A:**

$$\hat{d} = \min_{E \in \mathcal{E}} \frac{\Gamma(E)}{L(E)}, \quad \Gamma, L : \mathcal{E} \rightarrow \mathbb{R}; \quad L(E) > 0, \forall E \in \mathcal{E}. \quad (5)$$

Dinkelbach’s algorithm [14] solves problem $A$ by means of problem $A(\lambda)$:

**Problem $A(\lambda)$:**

$$\hat{d}(\lambda) = \min_{E \in \mathcal{E}} (\Gamma(E) - \lambda L(E)), \quad \Gamma, L : \mathcal{E} \rightarrow \mathbb{R}; \quad L(E) > 0, \forall E \in \mathcal{E}. \quad (6)$$

Dinkelbach’s algorithm begins with an initial guess for $\lambda$ (in [7] the post-normalized edit distance is proposed as the initial guess), and problem $A(\lambda)$ is solved, thus obtaining an optimal path $\hat{E}$. With this value of $\hat{E}$, a new $\lambda$ is computed with $\Gamma(\hat{E})/L(\hat{E})$, and the procedure is repeated until convergence. This algorithm is shown in Figure 5 (a). It can be shown that the computation of problem $\min_{E \in \mathcal{E}} (\Gamma(E) - \lambda' L(E))$ can be formulated in terms of the edit distance problem using a different cost function:
Algorithm FP
\[\hat{E} := \text{arbitrary path}(\mathcal{E})\]
\[\hat{\lambda} := \Gamma(\hat{E})/L(\hat{E})\]
repeat
\[\lambda' := \hat{\lambda}\]
\[\hat{E} := \arg\min_{E \in \mathcal{E}} (\Gamma(E) - \lambda' L(E))\]
\[\hat{\lambda} := \Gamma(\hat{E})/L(\hat{E})\]
until \[\hat{\lambda} := \lambda'\]
return \((\hat{E}, \hat{\lambda})\)
End FP

Algorithm Megiddo \((X,Y,\gamma)\)
\[Q = \{\Gamma(E)/L(E) \mid E \in \mathcal{E}_{XY}\}\]
repeat
\[\lambda := \text{median}(Q)\]
\[\gamma' := (\gamma_I, \gamma_D, \gamma_S + \lambda, \gamma_M + \lambda)\]
\[v := ED(X,Y,\gamma')\]
if \(v = 0\) then
return \(\lambda\)
else if \(v < 0\) then
\[Q := Q - \{q \mid q \geq \lambda\}\]
else
\[Q := Q - \{q \mid q \leq \lambda\}\]
End Megiddo

(a)

(b)

Fig. 5. Algorithm for the Normalized Edit Distance based on (a) fractional programming, (b) Megiddo’s algorithm.

\[
\min_{E \in \mathcal{E}} (\Gamma(E) - \lambda' L(E)) = ED(X,Y,\gamma') - \lambda'(m + n),
\]
with \(\gamma' = (\gamma_I, \gamma_D, \gamma_S + \lambda', \gamma_M + \lambda')\).

This algorithm has a computational cost of \(O(smn)\), \(s\) being the number of iterations. As noted in [7], the value of \(s\) is usually between 2 and 4.

3.3 Megiddo’s Algorithm

Recently, Arslan and Eğecioğlu [4, 5] developed a new method to compute the normalized edit distance based on a technique by Megiddo for the optimization of rational objective functions. First, a set \(Q\) is generated with all the possible values for the NED (considering all possible edit paths), and then the median of this set, \(\hat{\lambda}\), is used to compute \(\min_{E \in \mathcal{E}} (\Gamma(E) - \hat{\lambda} L(E))\) according to (7). If the minimum obtained is zero, then \(NED(X,Y,\gamma) = \hat{\lambda}\); if the minimum is negative, then we continue the procedure with the set of values greater than \(\hat{\lambda}\), otherwise, the lower set is taken. Though this algorithm (shown in Figure 5 (b)) computes the NED in \(O(mn \log n)\) time, no experiments were provided by Arslan and Eğecioğlu to compare this approach with the fractional programming technique.

4 Normalization of Cyclic Edit Distances

Extending the definition of normalized edit distance to cyclic strings, we define the normalized cyclic edit distance (NCED) between the cyclic strings \([X]\) and \([Y]\) as

\[
NCED([X],[Y],\gamma) = \min_{X \in \mathbb{X}} NED(X,Y,\gamma) = \min_{X \in \mathbb{X}} \min_{E \in \mathcal{E}_{XY}} \frac{\Gamma(E)}{L(E)},
\]
Both fractional programming and Megiddo’s algorithm can be extended to solve NCED, but now the problems involved are:

**Problem A:**

\[
\hat{d} = \min_{X \in \mathcal{X}} \min_{E \in \mathcal{E}_{XY}} \frac{\Gamma(E)}{L(E)}, \quad \Gamma, L : \mathcal{E} \rightarrow \mathbb{R}; \quad L(E) > 0, \forall E \in \mathcal{E}.
\]  

(9)

**Problem A(\lambda):**

\[
\hat{d}(\lambda) = \min_{X \in \mathcal{X}} \min_{E \in \mathcal{E}_{XY}} (\Gamma(E) - \lambda L(E)), \quad \Gamma, L : \mathcal{E} \rightarrow \mathbb{R}; \quad L(E) > 0, \forall E \in \mathcal{E}.
\]

(10)

Therefore, the same techniques used for NED can be used for NCED, by just substituting the standard ED computation with a CED. The computational costs are \(O(smnn \log(n))\) and \(O(mn(\log(n))^2)\) for fractional programming and Megiddo’s algorithm, respectively, using either Maes or BB to compute the CED.

### 5 Experiments

In order to test the performance of the normalized cyclic edit distance for both time efficiency and classification rates, a set of experiments were carried out on a handwritten digits recognition task. The outer contour of 100 instances of each digit was represented using 8-directions chain codes (see Figure 6). The strings were extracted from images at three different resolutions, so that the resulting average string lengths were 50, 150 and 300. These cyclic strings were converted to non-cyclic strings by heuristically choosing the leftmost pixel of the highest row in the image as the starting point. All the experiments were performed on a Pentium III at 850MHz running under Linux 2.2.

The methods compared in these experiments were the ordinary edit distance (ED), the cyclic edit distance (CED), the normalized edit distance (NED) and the normalized cyclic edit distance (NCED). For both CED and NCED, Maes and Branch and Bound algorithms were used and, for normalization, both Fractional Programming (FP-NCED) and Megiddo (M-NCED) techniques were employed. Finally, the Levenshtein edit weights, \(\gamma = (1, 1, 1, 0)\), were used in all the experiments.
5.1 Classification Rate

The classification experiments were performed with the 3 Nearest Neighbours rule, and the error rate was estimated with a ten-fold cross-validation procedure by taking 10 prototypes and 90 test samples for each class.

The results for the classification error rates are shown in Figure 7. Both CED and NED reduce the error rate, but the best result is obtained when both techniques are used altogether. For instance, for strings of length 300, the error rates are 3.2% (ED), 1.1% (NED), 0.6% (CED) and 0.5% (NCED).

Furthermore, it can be observed that, in this experiment, the error rate for NCED does not depend on the string length, that is, the classification result does not almost change with the image resolution.

5.2 Time Performance

Some experiments were performed in order to compare Megiddo’s algorithm and fractional programming for the computation of NCED. For this comparison, we define the number of iterations in Megiddo’s algorithm as the number of standard edition distances computed in the binary search. In Table 1, the average number of iteration and maximum iterations are compared for both implementations of NCED. It can be seen that the average number of iterations of FP-NCED hardly changes with the string length, with a maximum number of 3 iterations. However, M-NCED needs far more iterations and this number is strongly dependent on the string size.

Results for time performance are shown in Figure 8, measured as the number of dynamic programming (DP) operations, that is, the number of visited nodes in
The edit graph when computing an optimal edit path. Normalization was carried out with the fractional programming technique.

It can be seen that the normalization of cyclic and non-cyclic edit distances approximately doubles the cost of the corresponding unnormalized method. Furthermore, the NCED computational cost corresponds to about eight times that of the ED cost, both in time and in number of dynamic programming operations. This relationship is independent of the string size.

It is interesting to point out that, as the error rate for NCED is almost independent of the image resolution, using strings with average length of 50 the computational cost can be reduced by a factor of 30, with respect to strings with average length of 300, and no significant loss of performance.

6 Conclusions

In this paper, we have defined the normalized cyclic edit distance, and have proposed several methods for computing it efficiently. When using NCED, the error rate for a handwritten digits recognition task is significantly reduced. Furthermore, best execution time is obtained by combining the Fractional Programming method and the branch and bound technique, which outperforms both Megiddo’s and Maes’ algorithm.

Furthermore, the error rate obtained using NCED is stable when changing the image resolution and, therefore, that the computational cost can be greatly reduced with no significant loss of classification performance.
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Abstract. Whilst creating a perimeter around the goal node has led to very good results in some domains, it has been demonstrated that the performance decreases dramatically in other domains. This paper introduces a mathematical model which explains this phenomenon. Its purpose is twofold: firstly to analyze the performance of the heuristic function employed in perimeter search algorithms with any perimeter depth, \( h_{pd}(\cdot) \), and secondly to compare it with the performance of its unidirectional counterpart, \( h(\cdot) \). The model introduced herein will be used for deriving other very important properties of the perimeter heuristic function such as the cross-over point where one heuristic function is preferable to the other.

1 Introduction

Most of the ideas introduced in the specialized bibliography for improving the performance of the heuristic functions that guide search algorithms towards the goal node, \( t \), from a start node, \( s \), tend to sacrifice the optimality of the solutions turning the original heuristic function, \( h(\cdot) \), into a non-admissible one. However, these new heuristic functions avoid the generation of many nodes [1]. Other ideas that do not sacrifice the admissibility of the resulting heuristic functions are: criticizing relaxed models [2–4] of the original heuristic functions; automatic learning methods of new and more accurate heuristic values [5–8] and, lastly, the perimeter search algorithms that are the subject of this paper.

Perimeter search algorithms where simultaneously and independently introduced by Manzini [9] and Dillenburg and Nelson [10]. They consist of two stages:

First, creation of a perimeter (denoted as \( P_{pd} \)) around the goal node \( t \) which contains all the nodes whose cost for reaching \( t \) is equal to a predefined value \( pd \), known as the perimeter depth, and whose children have costs strictly bigger than \( pd \). This perimeter can be created using a brute-force search algorithm such as depth-first search.
Second, search from the start node $s$ using a single-agent search algorithm guided by the heuristic function $h_{pd}(\cdot)$, defined as:

$$h_{pd} = \min_{m \in P_{pd}} \{ h(n, m) + h^*(m, t) \}$$

that forces the forward search to approach the perimeter nodes instead of the target node $t$ from any node $n$ outside the perimeter. In the preceding formula, $h^*(m, t)$ is the optimal cost from the perimeter node $m$ to the target node $t$ and that will be lower than or equal to the perimeter depth $pd$, and $h(n, m)$ is the heuristic distance from the node $n$ to the node $m$.

The authors proved that the new heuristic function $h_{pd}(\cdot)$ preserves the admissibility of the original heuristic function, $h(\cdot)$. They also proved $h_{pd}(\cdot)$ is more informed than $h(\cdot)$, this is $h_{pd}(n) \geq h(n)$ for any node $n$ [2]. Moreover, in spite of the fact that the evaluation of $h_{pd}(\cdot)$ may imply a large number of evaluations of $h(\cdot)$, Manzini demonstrated that this number decreases with the search depth.

Hermann Kaindl and Gerhard Kainz [6] have proved empirically that while the perimeter idea improves dramatically the performance of the unidirectional search for solving the Korf’s test suite of the 15-Puzzle, the improvement for solving mazes is not that spectacular though it is still feasible [11]. On the other hand, Carlos Linares [12] has shown that in the shortest-path problem with costs that follow a continuous distribution, the perimeter idea does not improve the performance of its unidirectional counterpart at all.

Since Hermann Kaindl and Gerhard Kainz recognized that they were not able to explain mathematically the differences among these results [6], almost no mathematical analysis have been devised for characterizing this phenomenon. Carlos Linares and Andreas Junghanns [13] derived a mathematical expression that predicts how the number of evaluations of $h(\cdot)$ decreases in the evaluation of $h_{pd}(\cdot)$ with the search depth and they established a mathematical relation of the time spent by any unidirectional search algorithm when using a perimeter depth, $pd$, or not.

This paper introduces a mathematical model which aims at characterizing the difference in the accuracy between the original heuristic function, $h(\cdot)$ and the perimeter heuristic function, $h_{pd}(\cdot)$. Therefore, it is not a study of the performance of the perimeter search algorithms and its unidirectional counterparts but an analysis of the conditions under which one heuristic function is preferable to the other. Section 2 introduces the mathematical model that characterizes both functions. Section 3 ends the paper with some relevant conclusions.

## 2 Mathematical Model

This section introduces the mathematical model used for modelling the performance of $h_{pd}(\cdot)$. It consists of a function $\Omega$ which estimates the probability that $h_{pd}(\cdot)$ will improve the accuracy of $h(\cdot)$. 
2.1 Preconditions

This analysis is restricted to domains which meet the following requirements:

- The cost of all arcs, \( c(n, n_i) \), with \( n_i \) being a successor of \( n \), is always equal to 1: \( c(n, n_i) = c(n_i, n) = 1 \).
- The only allowed changes of the heuristic function \( h(\cdot) \) from node \( n \) to node \( n_i \) are \( \{-1, +1\} \), when estimating its distance to the same node \( m \): \( |h(n, m) - h(n_i, m)| = 1 \), where node \( n_i \) is a successor of node \( n \), i.e., \( n_i \in SCS(n) \).

Examples are domains like the N-Puzzle when guided by the Manhattan distance, or the problem of finding the shortest path in a maze with obstacles when guided by the sum of the difference of the coordinates \( x \) and \( y \).

2.2 Characterization of \( h(\cdot) \)

The mathematical model makes use of the following domain-independent conditional distribution functions:

\[
\alpha_i = p(h(n_j, t) = i + 1 | h(n, t) = i), n_j \in SCS(n)
\]

\[
\beta_i = p(h(n_j, t) = i - 1 | h(n, t) = i), n_j \in SCS(n)
\]

such that:

\[
\alpha_i + \beta_i = 1, \forall i, 0 \leq i \leq h_{\text{max}}
\]

where \( h_{\text{max}} \) is the maximum heuristic distance from any node \( n \) of the state space to the goal node \( t \). In other words, \( \alpha_i \) is the probability that a node \( n \) randomly sampled outside of the perimeter that has a heuristic distance to the target node \( t \) equal to \( i \) has one descendant whose heuristic distance to the target node \( t \) is \( i + 1 \). Similarly, \( \beta_i \) is the probability that a node \( n \) randomly sampled outside of the perimeter that has a heuristic distance to the target node \( t \) equal to \( i \) has one descendant whose heuristic distance to the target node \( t \) is \( i - 1 \).

These distributions can either be easily sampled or they can be derived from the total density function introduced by Richard E. Korf and Michael Reid [14], \( f(x) = p(h(n, t) = x) \), i.e., the likelihood that the distance from any node \( n \) randomly sampled to the goal node \( t \) will be exactly equal to \( x \).

As a matter of fact, taking into account the second precondition mentioned above, it turns out that:

\[
f(i) = \alpha_{i-1}f(i-1) + \beta_{i+1}f(i+1)
\]

Now, considering the minimum distance, 0 (which is, by default, the distance from the target node \( t \) to itself), we find that: \( \alpha_0 = 1 \) and \( \beta_0 = 0 \). As 0 is the minimum distance, there will be no \( \alpha_{-1} \), so that equation (2) can simplify to \( \beta_1 f(1) = f(0) \) so that:

\[
\beta_1 = \frac{f(0)}{f(1)}
\]
and $\alpha_1 = 1 - \beta_1$ according to equation (1). From these values it is possible to derive the marginal distributions $\alpha_i$ and $\beta_i$ from the values of $f(i)$ solving $\beta_{i+1}$ from equation (2):

$$\beta_{i+1} = \frac{f(i) - \alpha_{i-1}f(i-1)}{f(i+1)}$$ (3)

from which $\alpha_{i+1}$ can be easily derived according to equation (1):

$$\alpha_{i+1} = 1 - \beta_{i+1}$$ (4)

Therefore, it is proven that distributions $\alpha$ and $\beta$ can be computed from $f(x)$.

Figure 1 shows the distributions $\alpha$ and $\beta$ of the Manhattan distance computed with the sampling of $10^6$ solvable instances of the 15-Puzzle.

**2.3 Calculation of the performance of $h_{pd}(\cdot)$**

Let us denote the probability $p(h_{pd}(n,t) = h_0 + \delta + pd|h(n,t) = h_0)$ as $\Omega^{h_0,\delta}(pd)$. This is the probability that $h_{pd}$ will improve the original heuristic estimation $h_0 = h(n,t)$ in $\delta + pd$ units so that $h_{pd} = h_0 + \delta + pd$ for any node $n$ outside of the perimeter. Thus, the purpose of this analysis is to characterize $\Omega$ for any feasible combination of $h_0, \delta$ and $pd$. Note $\delta$ takes values from the interval $[-pd, +pd]$ in steps of two units because of the restrictions introduced in section 2.1.

Fortunately, function $\Omega$ can be expressed in terms of simpler events: the number of perimeter nodes generated at depth $pd$ from the target node $t$ that have a heuristic distance equal to $h_0 + \delta$ to an arbitrary node $n$ outside the perimeter whose heuristic distance to the target node $t$ is $h_0$. Let us denote this event as $\Gamma^{h_0,\delta}(pd)$. 
Figure 2 shows a plausible case where the perimeter nodes (or terminal nodes) generated at depth $p_d = 2$ from the target node $t$ (the root of the tree) have different heuristic distances to the node $n$ (shown to the left of internal nodes and below the leaves) expressed with different variations of the original heuristic distance $h_0 = h(n, t)$. For example, the number of perimeter nodes with a heuristic distance equal to $h_0 + 0 = h_0$ from the target node $t$ to the node $n$ under consideration is 2 since the first immediate successor of the root has a descendant meeting this property and the second immediate successor of the root adds another one. In other words: $\Gamma^{h_0,0}(2) = 2$ because for the first successor $\Gamma^{h_0+1,-1}(1) = 1$ and for the second successor $\Gamma^{h_0-1,+1}(1) = 1$. Note how the values $\delta$ of the immediate successors of the root have changed their value in order to ensure a final alteration $\delta = 0$ in the root node.

**Lemma 1.** The following relationships are always true, i.e., they are axioms of the mathematical model proposed:

$$
\begin{align*}
    p(\Gamma^{h_0,0}(0) = 1) & = 1 \\
    p(\Gamma^{h_0,0}(0) = x) & = 0, \forall x \neq 1 \\
    p(\Gamma^{h_0,\delta}(0) = 0) & = 1, \forall \delta \neq 0 \\
    p(\Gamma^{h_0,\delta}(0) = x) & = 0, \forall \delta \neq 0, \forall x \neq 0 \\
    p(\Gamma^{h_0,\delta}(p_d) = 0) & = 1, \forall \delta > p_d \\
    p(\Gamma^{h_0,\delta}(p_d) = x) & = 0, \forall \delta > p_d, \forall x \neq 0
\end{align*}
$$

(5)

**Proof.** They are in fact very easy to understand. They only represent trivial relationships of the cases that have to be taken into account when computing the function $\Gamma$. The first four mean that no change $\delta$ other than 0 of the original heuristic estimation $h_0$ can be obtained with a null perimeter depth. The last two establish that it is not feasible to alter the original heuristic estimation $h_0$ in an amount greater than the perimeter depth. □
**Theorem 1.** Let \( T(2,p_d) \) denote a uniform tree search rooted at the target node \( t \) generated with a brute branching factor \( b = 2 \) and depth \( p_d \). Assuming that the target node \( t \) has a heuristic distance equal to \( h_0 \) to an arbitrary node \( n \) outside the perimeter, \( h(n,t) = h_0 \), the probability that \( T(2,p_d) \) has exactly \( x \) terminal nodes whose heuristic distance to the node \( n \) is \( h_0 + \delta \) is:

\[
p(\Gamma^{h_0,\delta}(p_d) = x) = \sum_{i=0}^{x} \left( \alpha_{h_0} \cdot p(\Gamma^{h_0+1,\delta-1}(p_d - 1) = i) + \beta_{h_0} \cdot p(\Gamma^{h_0-1,\delta+1}(p_d - 1) = i) \right) 
\]

\[
\times \left( \alpha_{h_0} \cdot p(\Gamma^{h_0+1,\delta-1}(p_d - 1) = x - i) + \beta_{h_0} \cdot p(\Gamma^{h_0-1,\delta+1}(p_d - 1) = x - i) \right)
\]

**Proof.** Equation (6) assumes that the probability of one node having \( i + (x - i) = x \) terminal nodes satisfying one condition can be split into two independent events: the first successor having \( i \) terminal nodes satisfying the condition and the second child having \( x - i \) leaves satisfying the same condition; so that its probability can be computed as the product of both probabilities. On the other hand, every factor results from the total probability theorem which states that when an arbitrary event \( A \) can be represented as the union of \( N \) mutually exclusive events \( B_i \), its probability can be computed as:

\[
P(A) = \sum_{i=1}^{N} P(A|B_i) \times P(B_i)
\]

The mutually exclusive events result from considering that every successor will either increment the heuristic distance of its parent or decrement it. The conditional probability of the former is \( \alpha_{h_0} \) and the conditional probability of the latter is \( \beta_{h_0} \).

Finally, the sum of equation (6) embraces the \( x + 1 \) different combinations to distribute two non-negative values less than or equal to \( i \) whose sum is equal to \( i \).

Figure 3 shows the density function of two \( \Gamma \) distributions computed with a perimeter depth equal to 4 units and all the plausible values of \( \delta \) with two different original heuristic distances, 25 and 50, in the 15-Puzzle. Both distributions have been obtained using the \( \alpha \) and \( \beta \) distributions shown in figure 1 – hence, using the Manhattan distance. The values obtained are expected to be very accurate since the branching factor considered \( b = 2 \) is very close to the branching factor computed by S. Edelkamp and Richard E. Korf [15] \( b = 2.13 \).

The following result is a generalization of the first theorem for an arbitrary branching factor.

**Theorem 2.** Let \( T(b,p_d) \) denote a uniform tree search rooted at the target node \( t \) generated with a brute branching factor \( b \) and depth \( p_d \). Assuming that the target node \( t \) has a heuristic distance equal to \( h_0 \) to an arbitrary node \( n \) outside the perimeter, \( h(n,t) = h_0 \), the probability that \( T(b,p_d) \) has exactly \( x \) terminal nodes whose heuristic distance to the node \( n \) is \( h_0 + \delta \) is:
Fig. 3. Sample distributions of $p(\Gamma^{h_0,\delta}(4) = x)$

\[ p(\Gamma^{h_0,\delta}(p_d) = x) = \sum_{i_1=0}^{x} \sum_{i_2=0}^{x-i_1} \cdots \sum_{i_{(b-1)}=0}^{x-b-2} (\rho(h_0, \delta, p_d - 1, x - \sum_{j=0}^{b-1} i_j) \times \prod_{j=0}^{b-1} \rho(h_0, \delta, p_d - 1, i_j)) \]  

(7)

where $\rho$ is defined as:

\[ \rho(h_0, \delta, p_d, x) = (\alpha_{h_0} \cdot p(\Gamma^{h_0+1,\delta-1}(p_d - 1) = x) + \beta_{h_0} \cdot p(\Gamma^{h_0-1,\delta+1}(p_d - 1) = x)) \]  

(8)

**Proof.** As in the previous theorem, equation (7) assumes that the probability of one node having $x$ terminal nodes satisfying one condition can be decomposed into $b$ independent events such that its probability can be computed as the product of the probabilities of those events. Also, as in the previous theorem, every factor results from the total probability theorem where the mutually exclusive events consist of either incrementing the heuristic distance of its parent (according to the $\alpha$ distribution) or decrementing it – according to the $\beta$ distribution.

Besides, the sum shown in equation (7) represents all the different combinations of having $x$ terminal nodes satisfying one condition considering separately the contributions of every successor:

\[ \binom{x + b - 1}{x} = \frac{(x + b - 1)!}{x!(b - 1)!} \]

The function $\Omega$ can now be derived for an arbitrary brute branching factor $b$ thanks to the definition of $p(\Gamma^{h_0,\delta}(p_d) = x)$.

**Theorem 3.** Let $T(b, p_d)$ denote a uniform tree search rooted at the target node $t$ generated with a brute branching factor $b$ and depth $p_d$. Assuming the target
node \( n \) has a heuristic distance equal to \( h_0 \) to an arbitrary node \( n \) outside the perimeter, \( h(n, t) = h_0 \), the probability that \( h_{pd}(n, t) = h_0 + \delta + p_d \) is:

\[
\Omega_{h_0,2^{k-p_d}}(p_d) = \left( \prod_{i=0}^{k-1} p(\Gamma_{h_0,2i-p_d}(p_d) = 0) \right) \times (1 - p(\Gamma_{h_0,2^{k-p_d}}(p_d) = 0)),
\]

\( 0 \leq k < p_d \)

\[
\Omega_{h_0+p_d}(p_d) = \prod_{i=0}^{p_d-1} p(\Gamma_{h_0,2i-p_d}(p_d) = 0) \quad (9)
\]

**Proof.** Since \( h_{pd}(\cdot) \) is defined as the minimum of the sum of the heuristic evaluations to the perimeter nodes plus the perimeter depth \( p_d \), the probability that \( h_{pd}(\cdot) \) is \( h_0 + (-p_d) + p_d = h_0 \) equals:

\[
\Omega_{h_0,-p_d}(p_d) = 1 - p(\Gamma_{h_0,-p_d}(p_d) = 0)
\]

because if for any perimeter node the heuristic distance is \(-p_d\), \( h_{pd}(\cdot) \) will yield \((-p_d) + p_d \) since \(-p_d\) is the minimum allowed heuristic distance.

Considering now the next allowed value \( \delta = -p_d + 2 \), the probability that \( h_{pd}(\cdot) \) is \( h_0 + (-p_d + 2) + p_d = h_0 + 2 \) equals:

\[
\Omega_{h_0,2-p_d}(p_d) = p(\Gamma_{h_0,-p_d}(p_d) = 0) \times (1 - p(\Gamma_{h_0,2-p_d}(p_d) = 0))
\]

This formula assumes that the events \( \Gamma_{h_0,-p_d}(p_d) = 0 \) and \( \Gamma_{h_0,2-p_d}(p_d) = 0 \) are independent so that the probability of \( \Omega \) can be computed as their product. The first event states that no perimeter node shall exist such that the heuristic distance to the node \( n \) is \( h_0 - p_d \) and the second event means that at least one perimeter node shall have a heuristic distance to the node \( n \) equal to \( h_0 - p_d + 2 \). Under these conditions, \( h_0 - p_d + 2 \) is the least heuristic distance to the node \( n \) so that it shall be chosen by \( h_{pd}(\cdot) \) yielding a value equal to \( h_0 + (-p_d + 2) + p_d = h_0 + 2 \). The first expression of equation (9) is derived by reasoning like this successively. The second expression results simply from the observation that all perimeter nodes shall have a heuristic distance to the node \( n \) under consideration equal to \( h_0 + p_d \) in order for \( h_{pd}(\cdot) \) to choose this value, yielding \( h_0 + p_d + p_d = h_0 + 2p_d \) which is the upper allowed value of \( h_{pd}(\cdot) \).

Finally, it is very easy to demonstrate that the sum of all the values of \( \Omega_{h_0,\delta}(p_d) \) for the same combination of \( h_0 \) and \( p_d \) is exactly equal to 1. \( \Box \)

Figure 4 shows a couple of \( \Omega \) distributions, namely \( \Omega_{25,\delta}(4) \) and \( \Omega_{50,\delta}(4) \) computed from \( p(\Gamma_{h_0,\delta}(4) = x) \) as shown in figure 3. As can be seen, the most likely value of \( \Omega_{25,\delta}(4) \) is \( \Omega_{25,-2}(4) \), i.e., with a perimeter generated at depth 4, the perimeter idea is likely to improve a heuristic estimation of 25 units in \( 4 + (-2) = 2 \) units. However, it is very likely that a perimeter generated at depth 4 will not improve the heuristic estimations of the Manhattan distance with an original heuristic estimation of 50 units since the most likely value of \( \Omega_{50,\delta}(4) \) is \( \Omega_{50,-4}(4) \) which represents a benefit of \( 4 + (-4) = 0 \) units.
This section proves that the benefits of the perimeter idea are asymptotically bounded. Considering the \( \alpha \) distribution is constant, this is, that \( \alpha_i \) is always equal to a constant value generically denoted as \( \alpha \) and introducing the expressions \( p(\Gamma_{h_0,\delta}(p_d) = x) \) shown in equation (6) (this is, for a constant brute branching factor \( b = 2 \)) in the equation (9) it is very easy to note that the following relationships always hold:

\[
\begin{align*}
    p(\Gamma_{h_0,\delta}^{-1}(1) = 0) &= \alpha^2 \\
    p(\Gamma_{h_0,\delta}^{-2}(2) = 0) &= (\alpha + \alpha^2(1 - \alpha))^2 \\
    p(\Gamma_{h_0,\delta}^{-3}(3) = 0) &= (\alpha + (\alpha + \alpha^2(1 - \alpha))^2(1 - \alpha))^2 \\
\end{align*}
\]

so that for any perimeter depth \( p_d \) and for a brute branching factor \( b = 2 \):

\[
p(\Gamma_{h_0,\delta}^{-p_d}(p_d) = 0) = (\alpha + p(\Gamma_{h_0,\delta}^{-p_d+1}(p_d - 1) = 0)(1 - \alpha))^2
\]

It is easily noticeable that when \( \alpha = 0 \), \( p(\Gamma_{h_0,\delta}^{-p_d}(p_d) = 0) = 0 \) and according to equation (9) it follows \( \Omega_{h_0,\delta}^{-p_d}(p_d) = 1 \). In other words, if \( \alpha = 0 \) it is not expected that \( h_{p_d}(\cdot) \) will ever improve the heuristic estimations of \( h(\cdot) \). Analogously, if \( \alpha = 1 \) it follows that \( p(\Gamma_{h_0,\delta}^{-p_d}(p_d) = 0) = 1 \) and once again in virtue of equation (9), \( \Omega_{h_0,\delta}^{-p_d}(p_d) = 0 \). Therefore, if \( \alpha = 1 \), it is expected that \( h_{p_d}(\cdot) \) will always improve the heuristic estimations of \( h(\cdot) \). Thus, the greater \( \alpha \), the more likely it is that \( h_{p_d}(\cdot) \) will improve the performance of \( h(\cdot) \). The last outstanding step is to prove that \( p(\Gamma_{h_0,\delta}^{-p_d}(p_d) = 0) \) is a strictly increasing function in the interval \([0,1]\). To do so, it is enough to realize that this function has a positive derivative in the interval \([0,1]\) for all the allowed values of \( p_d \).

Figure 5 shows the probability that \( h_{p_d}(\cdot) \) does not improve the performance of \( h(\cdot) \) (equation (11)) for different perimeter depths ranging from 1 (the rightmost curve) to 10 – the leftmost curve. As it can be seen, these probabilities are
Fig. 5. $p(\Gamma^{h_0,-d}(d) = 0)$ for different values of $p_d$, $0 < p_d \leq 10$

asymptotically bounded, which is especially important since it necessarily implies that the benefit of the perimeter idea is asymptotically bounded. Therefore, the following domain-independent result is especially relevant:

**Theorem 4.** The relative performance of the perimeter heuristic function $h_{p_d}(\cdot)$ when being compared to $h(\cdot)$ drops below $\alpha = (\sqrt{2} - 1)$ for a brute branching factor $b = 2$.

**Proof.** We are interested in the value of $\alpha$ which has a probability equal to $\frac{1}{2}$ in the figure 5 since this is the value for which it is not decidable whether $h_{p_d}(\cdot)$ will perform better than $h(\cdot)$ or not. Therefore, we are seeking the asymptotic cut point of the functions shown in equation (11) and the straight line $y = \frac{1}{2}$.

In order to simplify the exposition, let us simplify the nomenclature with the following rule $f^2_i(\alpha) = p(\Gamma^{h_0,-i}(i) = 0)$. Now, the expressions (10) can be rewritten like this:

\[
\begin{align*}
    f^2_i(\alpha) &= \alpha^2 \\
    f^2_i(\alpha) &= (\alpha + f^2_{i-1}(1 - \alpha))^2, \quad i > 1
\end{align*}
\]

In the limit $f^2_i(\alpha) = f^2_{i+1}(\alpha)$ such that $f_i(\alpha) = (\alpha + f^2_i(1 - \alpha))$. Solving this equation it turns out that the only solution in the interval $[0, 1]$ is $(\sqrt{2} - 1)$. \hfill \Box

### 3 Conclusions

A mathematical tool for comparing the performance of the perimeter heuristic function $h_{p_d}(\cdot)$ and the original heuristic function $h(\cdot)$ has been introduced. Based on the preceding analysis some conclusions can be drawn:
– The marginal distributions $\alpha$ and $\beta$ are interchangeable with the total density functions introduced by Richard E. Korf and Michael Reid [14], $f(x)$. Henceforth, these distributions are useful not only for studying the performance of the perimeter heuristic functions, but even for the performance of any unidirectional search algorithm.

– It has been proven that the performance of the perimeter heuristic function $h_{pd}(\cdot)$ drops below $\alpha = (\sqrt{2} - 1)$ in any domain with a brute branching factor $b = 2$.

It can be seen in figure 1 that $\alpha(h_0 = 45) \simeq (\sqrt{2} - 1)$ so that perimeter heuristic functions are not likely to improve the heuristic estimations of the Manhattan distance for values greater than 45.

– The most relevant conclusion is that the performance of $h_{pd}(\cdot)$ is explained in terms of the distribution of the original heuristic function $h(\cdot)$ with the aid of the marginal distributions $\alpha$ and $\beta$. That is, this analysis is domain-independent.
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Abstract. Object oriented Bayesian networks have proven themselves useful in recent years. The idea of applying an object oriented approach to Bayesian networks has extended their scope to larger domains that can be divided into autonomous but interrelated entities. Object oriented Bayesian networks have been shown to be quite suitable for dynamic domains as well. However, processing object oriented Bayesian networks in practice does not take advantage of their modular structure. Normally, the object oriented Bayesian network is transformed into a Bayesian network, and inference is performed by constructing a junction tree from this network. In this paper we propose a method for translating directly from object oriented Bayesian networks to junction trees, avoiding the intermediate transformation. We pursue two main purposes: firstly, to maintain the original structure organized in an instance tree and secondly, to gain efficiency during modification of an object oriented Bayesian network. To accomplish these two goals we have exploited a mechanism allowing local triangulation of instances to develop a method for updating the junction trees associated with object oriented Bayesian networks in highly dynamic domains. The communication needed between instances is achieved by means of a fill-in propagation scheme.

1 Introduction

Object Oriented Bayesian Networks (OOBNs) [4, 2] have proven themselves useful for modeling large and complex domains. The idea of modularity is, obviously, also applicable to highly dynamic domains, where the system is under time constraints; instances of classes are added or removed to reflect the changes in the domain. The classes of OOBNs allow automatic generation of a model from sensor data. This can e.g. be applied in tracking: whenever sensors indicate a new object in the domain, an instance of an appropriate class can be added to the domain. The class hierarchy of OOBNs allows refining of the instances when sensor readings give additional information on an object. The problem remaining is that whenever the model is changed, it requires a re-compilation of the entire network, which may be a time consuming task, especially triangulation is computationally expensive. However no attempt has been made at exploiting the structure of instances induced by the OOBN framework for belief propagation.
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In this paper we will present a triangulation method for OOBNs where the structure of the OOBN is maintained and triangulation is performed locally in the instances. The global triangulation will be ensured by propagating fill-ins in a scheme similar to that described for multiply sectioned Bayesian networks in [12]. This method will translate each class into a junction tree, and whenever an instance of a class is added, the junction tree for that class will be plugged into the system.

We will also present a scheme for updating the junction tree whenever some class has been modified using Incremental Compilation (IC) [3]; it seems reasonable that after a series of local changes, only some parts of the network will need to be re-compiled. IC focuses on re-compiling only the necessary parts.

2 Object Oriented Bayesian Networks

Dividing a large network into smaller pieces has been proposed in several different places in the literature [8,10,5,4]. In this section we will briefly describe the OOBN framework of [1] through an example.

In the object oriented paradigm, the basic component is an object, an entity with identity, state and behavior. Each object is assigned to a class, which is a description of a set of objects with the same structure, behavior and attributes. Whenever an object of a class is needed, an instance of that class is created. Note that each instance has a unique encapsulating class, the class in which they are instantiated.

In [1] nodes that constitute an entity are grouped into an instance, which has a label (identity) and a fixed structure (state and behavior). A class in an OOBN is defined as a BN fragment containing three sets of nodes:

- $O$: the set of output nodes; nodes that can be parents of nodes outside instances of the class.
- $I$: the set of input nodes; represents nodes that are not in the class, but are used as parents of nodes inside instances of the class. Input nodes cannot have parents in the class.
- $P$: the set of protected nodes; nodes that can only have parents and children inside the class.

The input and output nodes constitute the interface; the part of instances of a class that interfaces with the surroundings of the instance. In the example a farmer has two cows and wants a model describing how the fodder influences his income. The two cows can be modeled by class, and it is shown in Fig. 1. The output nodes are shaded, the input nodes are dotted. The input nodes represent nodes that are not part of this class but are parents of nodes inside. The output nodes are those that can be parents of nodes outside instances.

1 The outermost class has no encapsulating class, and is viewed as both a class and an instance.

2 This example should not be seen as an attempt at modeling cows, but only as an illustration of concepts.
When an instance of a class is created, it is plugged on to one class, its encapsulating class, and it can then be linked to the rest of the network through the interface. To do this, a new type of link needs to be defined; the reference link. The child node in a reference link must be an input node and the parent node is used as a parent of the children of this input node. The two nodes linked by a reference link must have the same number of states. In Fig. 2 two instances of the **Cow** class have been created and linked to the encapsulating class, **Stock**, using the interfaces of the instances and reference links. For example, *Daisy* will be a parent of *Cow1.Metabolism* via the input node *Cow1.Mother* and the reference link from *Daisy* to it. Note that only the interface nodes of the instances are accessible from **Stock**. The interface nodes of an instance are viewed as part of the instance, and as part of the encapsulating class of instance. This entails that all links connect nodes from the same instance. For example, the link from *Cow1.Milk* to *Milk income* in Fig. 2 is specified in the encapsulating class (the **Stock** class).

To allow the presence of input nodes without a parent, a default potential is introduced; a probability distribution over the states of the input node, used...
Fig. 3. (a) An IT where the fill-in messages can be seen. Note that \( y \) is in both \( A \)'s interface to \( B \) and to \( D \). (b) An OOBN inducing the IT. Note that the input nodes are not in the IT, as they are overwritten by \( y \).

We define the interface between a node, \( X \), in the IT and its parent in the IT as the output nodes of \( X \) and the parents of reference links to input nodes in \( X \). It is worth noting that the interface nodes are part of both the instance where they are defined and the class encapsulating the instance, and hence in both the IT nodes for the instance and the encapsulating class. All communication between instances will take place via nodes in the interface. In Fig. 3a the interface between \( A \) and \( B \) consists of \( y \) and \( m \). If two instances are supposed to communicate, the communication will follow the path in the tree connecting them. As can be seen from this tree structure, any OOBN can be translated into a multiply sectioned Bayesian Network [11]. The difference being that OOBNs have classes and a class hierarchy, so modifying a class may affect several nodes in the IT.

3 Triangulating the Instance Tree

An OOBN can be translated into a Bayesian network, and a Junction Tree (JT) is then constructed from this. We wish to accomplish a JT construction keeping
the natural partitioning into a set of instances offered by OOBNs. To do this we need to come up with a compilation method for OOBNs and especially to deal with the triangulation step\(^3\). To keep the partitioning we must ensure that all links connect two nodes from the same instance, that is:

1. No links or moralizations exist between variables not in the same instance.
2. No fill-ins between variables not in the same instance are added during triangulation.

The first is true by construction, all parents of a node will be inside the same instance. Any link between two variables in two different instances must be between interface nodes, and these interface nodes will jointly be in at least one of the instances.

To ensure the second we will take outset in the IT. We propose a method to maintain this modular structure when triangulating. This method consists of two steps:

1. Propagating fill-ins between instances in the IT.
2. Triangulating the instances in the IT.

### 3.1 Propagation of Fill-ins

Since the interface sets between two instances in the IT d-separate them, we can apply fill-in propagation as explained in [12]. Note that we will only propagate fill-ins, moral links, and regular links between interface nodes (for ease of exposition we will call them all fill-ins). We fix the root of the tree to be the root instance of the IT, and only a collect of fill-ins will be performed.

Any elimination order for the leaves of the IT can be used, with the constraint that the interface nodes are not eliminated. Looking at Fig. 3 again, the nodes \(x, y\) and \(z\) are not eliminated from the instance \(C\). As the fill-ins between nodes not yet eliminated will be the same no matter the sequence so far [9], any order will suffice in this step. This sequence yields a set of fill-ins and those involving two interface nodes are propagated upwards in the IT. In the example, the fill-in between \(x\) and \(y\) is propagated to \(B\). This process is repeated recursively until the root node has received fill-ins from all its descendants. Using this kind of fill-in propagation we obtain a valid triangulation [12]. This method of triangulation ensures that there are no fill-ins between variables not in the same instance as any fill-in propagated will be between interface nodes contained in the sending as well as the receiving instance in the IT.

Once fill-ins have been properly collected, we can triangulate each instance separately as the interfaces d-separate an instance from the instances in the IT above it. The only requirement is that the interface to the parent in the IT is eliminated last. Effort may be spent on finding an optimal triangulation of each instance in the IT under this constraint. Optimal triangulation of the instances will, however, not guarantee an optimal global triangulation. Instead the re-triangulation task if changes occur in the OOBN can be reduced.

\(^3\) Once the triangulation is completed a JT is easily obtainable.
3.2 Using IC for Local Triangulation

If a BN is compiled into a JT, and some modifications are made to the BN, the changes will require a new compilation process of the entire BN in order to obtain the resulting JT. This re-compilation will, in many cases, take more effort than necessary. It seems quite logical to assume that, if only few changes have been made, most of the processing needed to obtain the JT is redundant.

Fig. 4 illustrates the main idea behind IC. At the upper left side the initial BN, $N$, is shown detailing only the relevant portion for this example. The rest of the network will not play any role and that is what IC takes advantage of. If we compile $N$ we will obtain the JT, $T$, just below. At the upper right side, the initial BN has been modified, producing $N'$. A way of obtaining the new $T'$ will be to compile the entire BN $N'$. Nevertheless, from this simple example it is apparent that only a small part of $N'$ needs to be re-compiled.

![Diagram](image.png)

**Fig. 4.** Incremental Compilation reaches the resulting JT avoiding a full re-compilation.

The Maximal Prime Subgraph Decomposition (MPSD) is the key to accomplishing the step $T \rightarrow T'$ without compiling $N'$. As shown in [7], Maximal Prime Subgraphs (MPSs) can be triangulated independently of each other. The MPSD is unique for a BN and easy to construct from any JT if it has been constructed using a triangulation where there are no redundant fill-ins. The MPSD is obtained by aggregating pairs of cliques whose common separator is not complete in the moral graph. Fig. 5 shows the decomposition for the well-known Asia example from [6]. For every modification, the affected MPSs are detected. The nodes contained in these and the links between them will be re-compiled (and therefore, re-triangulated), ignoring the rest of the network. This partial compilation yields a tree that will substitute the corresponding *old* part in the JT.

In [3] four possible modifications affecting the tree structure are studied: removal of an arc/node and addition of an arc/node. In this context we also need to consider the addition or removal of a fill-in (between two interface nodes), as messages along the IT contain this kind of information.
To perform fill-in addition or removal operations we have extended the original IC procedure by using the same method for adding or removing a fill-in $A - B$ as [3] does for processing a link $A \rightarrow B$. In the following, we give some examples to illustrate the method.

Suppose that an instance represents the Asia network structure, and it receives a fill-in between $X$ and $D$ (Fig. 6.a). This modification will mark the MPSs $[EX]$ and $[DEB]$ (see Fig. 5.d). So, it is sufficient to only consider the four nodes $E, X, D$ and $B$ and the links between them (Fig. 6.b). Compilation yields the JT for this small graph (Fig. 6.c). This JT will replace the old part and has to be connected to the rest of the JT. Fig. 6.d and Fig. 6.e show the old tree $T$ and the new one $T'$, where the shaded areas represent the modified parts.

The reverse operation may happen as well: we previously had a fill-in between $X$ and $D$ and we receive the message that it is absent. This situation is illustrated in Fig. 7.

As this example is quite simple, we shall give a more complex one (Fig. 8.a). We assume we have received a new fill-in, $A - S$. Now, there is an MPS $[[TLE]]$ in the tree path from the MPS containing the family of $S$, $[LBES]$, and the one containing $A$, $[AT]$. So, the affected subgraph of this modification contains the nodes $A, T, L, E, S$ and $B$. Fig. 8.b shows this together with a re-triangulation. Fig. 8.c presents the corresponding JT and Fig. 8.d and 8.e depict the old and new JTs with the affected parts shaded. The reverse operation is very similar.
4 OOBNs in Highly Dynamic Domains

In highly dynamic domains, e.g. tracking, lots of changes to the network happen while in use. Typically, reference links and instances come and go as objects appear and disappear. This means that there might not be sufficient time for a complete recompilation of the network each time a change has occurred. The goal is to re-triangulate only the necessary parts of the network. We will do this by applying the two-step triangulation method described previously. In the following we will show how the method can be used for fast re-triangulation, making it a useful tool in highly dynamic domains. There are nine (four) different changes that can be made, the first eight (three) can only occur in the outermost class, otherwise it will fall under the last:

1. Adding/removing a regular link/node.
2. Adding/removing a reference link.
3. Adding/removing an instance.
4. Changing a class specification.

Note that fill-in propagation only occurs in 4., as the others take place in the root instance of the IT, and fill-ins are only propagated upwards in the IT. We let all interface nodes be both in their instance and in the encapsulating class.

**Adding/removing a link/node** will force a re-triangulation of the root instance, but using IC, only the relevant subset of the graph will be re-triangulated. This will not change the triangulation of instances plugged to the root instance, as they can be triangulated independently of the rest of the network due to the
fill-in propagation scheme. If moralizations or fill-ins between interface nodes of an instance appear/disappear, they will only be relevant for the root instance.

Adding/removing a reference link will not affect the triangulation of the instance where the child of the link is defined. The triangulation of all instances of a class are identical, except for names of reference nodes. If a reference link is added, the child of the reference link will have its name changed, and the default potential for that node, which was used previously, will be removed from the JT. If a reference link is removed, the name of the child will also change, and the default potential will be added to the JT. None of this changes the triangulation.

However, the interface to the parent in the IT will change, and hence the message sent upwards during fill-in propagation may change. Adding a reference link will add the parent of the link to the interface to the instance of the child and remove the child. Removing a reference link will remove the parent from the interface and add the input node of the instance that was the child of the link. If a fill-in including the child of the reference link was sent by the instance during propagate fill-ins, the message is changed, as this fill-in now includes a different node. A re-triangulation of the root instance using IC will be triggered. Again, only the relevant part of the root instance will be re-triangulated.

In Fig. 9.a an example of an OOBN is shown on top of the triangulation of the IT and the fill-ins propagated. The JT for this OOBN will have potentials over $A, B, Y$ and $Z$. If a reference link from $B$ to $Y$ is added the name of $Y$ will change to $B$ in the instance, $B$ will replace $Y$ in the interface to the root instance of the IT. This changes the message to be sent, so the new message will

\footnote{The class of an instance is compiled independently of the uses of the instances.}
be propagated, and the root re-triangulated (Fig. 9.b). If the reference from $B$ to $Y$ is removed, the situation will return to that in Fig. 9.a.

**Adding/removing an instance** will not affect the local triangulation of the instance, as all classes will be triangulated when specification of them is done.

Adding an instance with no links will not induce any fill-ins in other instances in the IT, as the instance will be separated from the rest of the network until regular links and reference links are added. So adding an instance will not require any fill-in propagation or re-triangulation as this will be handled when links are added to or from the instance. The IT will be updated with the new sub-tree, and the overall JT will have the JT for the instance added, and in effect become a forest.

Removing an instance will be handled by removing the sub-tree for the instance from the IT, and removing the JT associated with it from the overall JT. The root instance will be re-triangulated without the fill-ins received from the removed instance using IC.

**Changing a class specification** can include any of the previously mentioned actions any number of times, so to avoid fill-in propagation more than once, propagation will not occur before modification of the class is completed. The changes to the class are handled by viewing the class as the root instance of its own local IT and using the techniques described above.

Once modification of the class is finished, the fill-ins between the interface nodes are found. The class will already be triangulated and the JT found by this triangulation will substitute the JT part associated with each instance of the class in the overall JT. Note that some names may be changed in the various instances, through reference links, this should be handled when substituting the JT part.

All that remains now is to propagate the fill-ins by a collect fill-ins initiated by the root instance, and re-triangulate the classes where changes has occurred, either through new fill-ins or manual changes. The OOBN is triangulated again, using only local operations.

In this scheme it is worth noting that all the information needed to re-triangulate any instance will be available locally in each instance after propagation of fill-ins has been done. A class can be precompiled, and the JT obtained hereby can easily be incorporated into a JT for an OOBN.

It may be expedient to only have the interface nodes that are linked to the encapsulating class be represented there. This will require that all instances of a class are triangulated separately, and re-triangulated whenever the links to the interface nodes changes instead of just using the triangulation of the class for all instances. The best method will be a question of time spent on re-triangulation versus the quality of the triangulation.

5 Conclusion

We have presented a way of performing a global triangulation over an OOBN efficiently keeping the structure of instances induced by the OOBN. For that
purpose we have used the instance tree of the OOBN. For modifications to OOBNs we have taken advantage of incremental compilation, enhancing it to handle fill-ins. These contributions enable us to precompile classes and “plug” the JT for a class into already existing JTs, whenever an instance of it is added. This provides an environment suited for dealing with dynamic domains.
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Abstract. The agent and multi-agent system paradigm has changed the development process of certain software systems. The technologies employed in multi-agent systems must be adapted for their correct utilization in real-time environments. The main deficiencies detected for the correct integration of these systems are examined in this article. The paper proposes a solution for the specification of some temporal restrictions in the system interactions. The article shows an approximation allowing the incorporation of time in the agent communication process for real-time environments. The article also presents an example that illustrates the applicability of the proposal.

1 Introduction

Communication among agents constitutes one of the most important aspects in the multi-agent system area (MAS). Several works related to the communication problem have been developed in the last few years. Among the principal advances in this area we can highlight the specification of standard communication languages [5] [4] and content languages [7][8] as well as the development of interaction protocols that permit the performance of complex negotiation processes [6]. Different multi-agent systems have been successfully implemented in numerous areas. In these systems, the agents are capable of interacting with each other using the existing languages and protocols.

Nevertheless, the current approaches have certain deficiencies in certain environments; specifically, the applicability of multi-agent systems to real-time environments requires specific functionalities that are not currently available. In environments of this type, is necessary an appropriate time management in the communicative processes. This management includes the control of the message level and the content level. Moreover, agents that work in these environments must fulfil specific temporal restrictions, which imply the use of specific real-time agent architectures.

The basic requirements that must be satisfied in order to develop real-time MAS are identified in this article. The fulfilment of these requirements would allow the use of high-level communication mechanisms in real-time environments. These systems would be more flexible and adaptable. One of these requirements refers to the need for temporal restrictions on the communicative acts, or on the actions associated with them. To solve this problem, this article shows how to incorporate the concept of time into the communication processes among agents, expressing the most common temporal conditions.
The rest of the article is structured as follows: in section 2, the requirements that a real-time MAS must satisfy are identified, in section 3 a proposal for the incorporation of temporal restrictions in the agent messages is described. These restrictions are related to the reception of messages and to the execution of associated actions. The proposal is presented as a set of extensions over FIPA SL. Section 4 shows an example of real-time MAS, where the extensions explained in the previous section are employed. Finally in section 5, some conclusions are explained.

2 Requirements of a Real-Time MAS

The real-time MAS area is still in a premature state of development which is why we don’t have clear and consolidated definitions. Nevertheless, we can perform a characterization of the basic requirements of real-time systems and of real-time distributed systems [10], and we can try to move them to platform agents in order to be able to develop MAS that has real-time extensions. The requirements that should be met are:

**Time Representation in the Communication Process.** To be able to reason over the temporal instant at which an event is produced, it is necessary to integrate the time concept inside the information transmitted among the different entities that make up a distributed system. The agent communication language FIPA ACL was not developed with these features in mind. It will be necessary to add the mechanisms that facilitate the integration of the time concept without having to resort to ad-hoc solutions that differ between applications and that endanger the system interoperability.

**Global Time Management.** In real-time distributed systems it is absolutely necessary to have a common global time for all the elements that make up the system. There are several strategies that manage and synchronize the clocks of each computer. Different levels of precision are obtained with each of them. The Network Time Protocol (NTP) [11] for Internet or Cristian’s algorithm for intranet [2] are some of the most important algorithms. Platform Agents must provide this global time service, so that the agents can be synchronized. Platform agents should also be adapted to have a global time for the agents of diverse platforms that want to interact.

**Real-Time Communication.** In real-time distributed systems, it is necessary to be able to assure the communication. This supposes communication protocols with a low and restricted latency\(^1\), as well as fault detection. One example is the CAN protocol [13]. Usually, the problem where it is feasible to use the MAS paradigm does not need such strict restrictions for communication. However, there is no doubt about the need for efficient protocols to assure a maximal delivery message time to the developed applications.

**Hard Resource Management.** The execution of tasks in real-time systems is assured, by exercising a strict control on the available resources. There is a planning

\(^1\) Latency: interval between the sending of a message and its reception.
algorithm that assures the task execution and the coherent use of resources. The agent platforms must implement hard resource management. This is very important when facilitating agent mobility among platforms.

**Fault Tolerant Execution.** Real-time systems are considered to be predictable. However, it is also indispensable for them to develop fault tolerant systems. This is fundamental since the systems that are controlled are usually critical and a system fall would be catastrophic. A relevant work in this area is [3]. The fault tolerance in MAS must be twofold. First, the execution of the agents must be assured after an internal failure, as well as after a failure in the communication process. Platform agents must be capable of assuring certain requirements in order to offer communication mechanisms and strategies that permit agent execution recovery.

### 3 Time Representation in FIPA

It is important to highlight that agent languages as FIPA ACL are languages that focus on the asynchronous communication among agents. This means that an agent sends a message and it does not get blocked waiting for a response. There are several basic points about the communication among agents in which it would be useful to introduce the time element.

First, an agent with temporal restrictions may need to have a response within a specific time. If this is not possible, the agent must be able to develop some alternative actions. The agent should indicate in its message what the maximum time for waiting the response message is.

Secondly, an agent requests other agents to perform an action. These actions can be characterized by the time; for example, to begin an action at a specific time or to complete an action before a deadline, etc. On the other hand there exists the need to specify interaction protocols that have time as a determinant factor which extends the current FIPA functionalities. For example: the request for periodic actions. The different cases are described in the following points.

#### 3.1 Maximum Time of Message Response

A FIPA ACL message contains the *reply-by* field which allows us to represent the maximum time for a message response. An example of this temporal restriction is shown in Figure 1. The figure shows a request interaction where the need to receive an answer before 3 seconds is expressed.

The value indicated in the *reply-by* field can be a global time or a relative time which begins at message reception. The following message shows a query using a relative time of 3 seconds:
3.2 Time in Message Content

The structure of the FIPA ACL message should not be modified, because it is considered to be a standard. Therefore, it will be necessary to introduce temporal restrictions into the message content. To do this, one of the different time representations that are already in the literature can be used. A review of these can be seen in [14].

The required temporal restrictions for MAS are usually related to the agent action execution. For example, an agent can request an action that must be finished before a deadline or an action that must be initiated at a specific time. This paper presents a set of extensions for FIPA SL content language [7] in order to represent these temporal restrictions. These extensions permit an explicit representation of point-based time [14]. The added temporal restrictions are exclusively associated to action executions. After, before and at are the atomic operators that we have adopted in order to provide the needed expressiveness. The following grammatical rules define the terms that extend FIPA SL:

\[
\text{ActionExpression} = \left( \text{"}\ " \text{action}\ Agent\ \text{TermOrIE}\ \text{TemporalExpression}\ \text{"}\ \right)
\left| \text{"}\ " \text{action}\ Agent\ \text{TermOrIE}\ \text{"}\ \right)
\left| \text{"}\ "|\ " \text{ActionExpression}\ \text{ActionExpression}\ \text{"}\ \right)
\left| \text{"}\ ";\ " \text{ActionExpression}\ \text{ActionExpression}\ \text{"}\ \right)
\]
TemporalExpression = IntervalExpression
| IntervalExpression PeriodicTerm
| DurationExpression PeriodicTerm

IntervalExpression = "(" "begin" TemporalTerm ")"
| "(" "end" TemporalTerm ")"
| "(" "begin" TemporalTerm "end" TemporalTerm ")"

DurationExpression = "(" "during"
 "begin" TemporalPTerm
 "end" TemporalPTerm ")"

TemporalTerm = TemporalPTerm
| "(" "after" DateTime ")"
| "(" "before" DateTime ")"

TemporalPTerm = "(" "at" DateTime ")"
| "(" "at" DateTime
 "duration" DateTime* ")"

PeriodicTerm = "(" "every" DateTime*
 "during" DateTime* ")"

The term DateTime* denotes a duration. It is an expression that begins with "+".

With the extensions proposed for FIPA SL, we can express the following temporal restrictions over the actions:

1. Restrictions at the beginning of an action by means of the expression begin: it is possible to specify a specific time (t) within which the action has to begin (at t), or an interval of time [t + \(\varepsilon\)] in which it has to be initiated (at t duration 10), where t is a specific time, and \(\varepsilon\) is a relative value. Also, a temporal limit can be expressed for the beginning of the action using the expressions (before t) and (after t). For example: (begin (before 20020505T103503000))

2. Restrictions for the end of an action can be expressed by means of the expression end: the same restrictions expressed above can be used in this case. For example: (end (before +0000000T000030000))

3. Restrictions on the execution interval of the action by means of the expression begin - end. For example: (begin (after 20030206T150503000)) (end (before 20030206T150506000))

4. Restrictions on the periodic execution of actions by means of the expression every - until: we will represent the periodic execution of an action up to a certain instant. The period will always be indicated by means of a temporary relative value. For example: (begin (before 20030206T150500000) (every +0000000T000300000 during +0000000T010000000)). In this case, the receiver should start the action before 15:05, and the action must be repeated every 30 seconds for 1 hour.

5. Restrictions on the action duration by means of during begin - end: this allows us to indicate the duration of the action execution. For example:
(to_move) (during begin (at 20030107T050300000) end (at 20030107T050320000)). In this case, a robot should begin to move at 5:03:00 and it should finish at exactly 5:03:20.

When an agent receives a message with one of these temporal restrictions, it must be capable of interpreting the message. Therefore, the agent must know whether it is capable of executing the action with its restrictions.

An example of the desired expressiveness is shown in Figure 2. In this case, Robot 1 sends a request so that Robot 2 moves itself a specific distance by means of the action to_move. The instant at which it must begin to move is determined in t1. In this case, it must be later than t1.

![Figure 2. Request interaction with a temporal restriction.](image)

In this case, the message generated to initiate the interaction is the following:

```plaintext
{ request
  :sender robot1
  :receiver robot2
  :language extended-fipa-sl
  :ontology robot
  :protocol fipa-request
  :reply-to test2
  :content ( action robot2 ( move( :x 10 :y 50))
                 ( begin ( after 20030610T150003000 )) )
```

### 3.3 Time Synchronization

Some authors have used the NTP algorithm where the sending and receiving of messages is done by means of ACL messages [9]. This solution can serve to synchronize clocks in some e-commerce transactions but it cannot be employed in real-time systems. In these systems, a more precise synchronization is necessary. In an agent platform with real-time characteristics, this time synchronization might be a platform service.
3.4 Integration in an Agent Platform

The extensions over FIPA described above are not sufficient to develop real-time MAS. An agent architecture that efficiently supports and manages the temporal restrictions represented in messages is required. The proposed extensions have been successfully joined in SIMBA platform [12]. SIMBA allows us to build real-time MAS in accordance with the considerations presented in section 2. The agents in this platform not only understand the expressed restrictions, but they are capable of assuring the fulfillment of these restrictions. An agent in SIMBA understands the time representation in the communicative processes which permits the internal management of tasks and resources and gives support to a controlled agent execution. A SIMBA platform is made up of a set of real-time agents, which are based on ARTIS agent architecture [1], and a special agent (Manager Platform Agent -MPA-), which is in charge of FIPA platform management services.

4 Application Example

The example consists of developing a system that manages different autonomous robots that are placed in a closed environment. These robots accept orders from an interface agent in order to jointly move an object from an initial position to a final position. The required functionality of the system can be summarized in the following sequence of phases (shown in Figure 3):

1. The object movement action is introduced into the system through an interface agent.
2. The robot team is created to move the object (the team can be formed by more than 2 robots).
3. The planning for positioning the robots is done.
4. The robots move to the initial positions.
5. The object is moved by the robots.
6. The movement is monitored to be able to take corrective action if necessary.

![Fig. 3. A possible scenario.](image)
In this example, the platform is comprised of a set of autonomous robots, implemented as real-time agents, and the interface agent. The robot agents have two roles, depending on whether the robot is the team boss or just a member. The team boss is in charge of planning the tasks and, then, communicating these tasks to the rest of the team.

The possible identified interactions are the following:

1. Make a request (I1). The interface agent makes a movement request to a robot agent of the system.
2. Create a team (I2). Once there is a movement goal, the robot team must be created. This process must be started by the robot that receives the request from the interface. This agent assumes the boss role of the team.
3. Request position (I3). On some occasions, a robot agent can request positions from other robot agents.
4. Request state (I4). The robot agent that has the boss role requests what another robot is currently doing.
5. Send orders (I5). The boss robot will interact with the rest of the robot agents by sending action orders to accomplish the system goal.

The I5 interaction is shown in Figure 1. In this case, the boss robot sends a movement order to the subordinate robot. This order implies that the receiver must start its movement to a specific position at a time expressed in the temporal constraint.

![Fig. 4. AUML diagram for I3 interaction.](image)

In another temporally restricted interaction, Figure 4 shows the design of the I3 interaction. In this interaction, we use the request protocol incorporating a periodic action. This action is another communicative act (an inform message), which indicates the robot position. The period for the action is 3 seconds, and the action must be performed until the maximum time is reached.
The message sent by the boss robot to ask for a position is the following:

```plaintext
{ request
  :sender robot_1
  :receiver robot_2
  :language extended-fipa-sl
  :ontology robot
  :protocol request
  :reply-by +00000000T000003000
  :reply-to posicion1
  :content ( action robot_2
    (inform-ref
      :sender robot_2
      :receiver robot_1
      :content "((iota (sequence ?x ?y ?th)
        (robot :id knijo :pos
          (posicion (punto ?x ?y)?th )))")
    (at 20030605T143003000 (every +00000000T000003000
      during +00000000T000003000 ))))
```

5 Conclusions

The incorporation of the time concept into the interactions of a multi-agent system is an important feature to be able to use systems of this type in environments with temporal restrictions. This article has described how to add temporal information to communicative processes by means of an extension of the FIPA SL content language. This temporal information must be understood and validated by the agents that receive the messages. They can then decide whether the restrictions are feasible or not. This is one of the reasons for the need for specific architectures for environments of this kind. In our proposal, we employ the SIMBA platform, which is a specific multi-agent platform for real-time environments. We are currently working on the example presented in the previous section. The use of the temporal extensions in messages allows us to express certain behaviours in the interaction processes that were previously impossible to specify without these extensions.
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Abstract. Canonical models are useful because they simplify the construction of probabilistic models exploiting causal patterns. In this paper we study the relationships between canonical models and their representation and computation using probability trees, placing special emphasis on the approximation of very large canonical models.

1 Introduction

One of the major problems in building a probabilistic network model of a domain is to provide a full set of conditional probabilities \(P(y|x)\) relating each possible value \(y\) of each variable \(Y\) to every set of possible values \(x\) of the set of variables \(X\) which have been identified as the direct causes of \(Y\). Thus for a variable \(Y\), with domain \(\{y_1, y_2, y_3\}\), which has two direct causes \(X_1\) and \(X_2\) whose domains are \(\{x_{11}, x_{12}, x_{13}\}\) and \(\{x_{21}, x_{22}, x_{23}\}\), respectively, it is necessary to provide estimates of \(p(y_1|x_{11}, x_{21}), p(y_1|x_{11}, x_{22}), \ldots, p(y_3|x_{13}, x_{23})\). This is a considerable task that is complicated by the fact that the various causes often point to disparate frames of knowledge whose only connection is that they have a common consequence [10]. Canonical models of interaction between multiple causes provide a means of computing the necessary set of conditional probabilities by specifying only the conditional probabilities of the cause given a single effect.

The first model suggested was the Noisy OR [9, 10], based on a form of disjunctive interaction in which any member of a set of causes can make a particular event likely to occur, and this likelihood is not diminished by the occurrence of several causes simultaneously. Pearl’s model only admits binary variables and has subsequently been adapted and generalised by several authors. Henrion [7] extended the model allowing the occurrence of the event, even when all the direct causes identified by the model are absent, by including a “leak” probability. Díez [5] generalises the model to take account of multi-valued events. Finally, Srinivas [12] completes the generalisation, by allowing multi-valued causes and permitting the combination of the effect of the causes to be calculated by any discrete function. Recently, a general framework for canonical models has been proposed [6]. The main advantage of this general framework is that can be easily used to generate other canonical models.
Though specific algorithms for inference in Bayesian networks with canonical models have been developed, the most general approach consists of transforming the canonical model into a probability distribution and then use a standard inference algorithm. Probability distributions are usually represented as tables of real numbers. This representation is exponential in the number of variables in the distribution. A more compact representation is based on probability trees [1]. They are particularly useful when there are regularities in the probability distributions represented. The probability distributions resulting from canonical models contain many regularities, what suggests that the joint use of canonical models and probability trees can be highly beneficial.

Our proposal is to combine the use of canonical models and probability trees in order to represent the conditional probabilities needed to define a probabilistic network model. The paper is structured as follows. In Section 2 we briefly describe the general framework for canonical models. Section 3 studies the basic use of probability trees. In Section 4 we face to the problem of representing and computing canonical models using probability trees. The paper ends with conclusions in Section 5.

![Fig. 1. Basic structure of a canonical model.](image)

## 2 Canonical Models

The basic structure of a canonical model is depicted in Figure 1. A canonical model represents a probabilistic relationship among a finite number of variables. We will consider a variable $E$ which is influenced by its parents $\{C_1, C_2, \cdots, C_n\}$, where all the variables involved in the models are discrete and have a finite number of values. Although canonical models can describe different types of causal interactions ($E$ can be seen as the effect and $\{C_1, C_2, \cdots, C_n\}$ as its set of causes), they can be considered just as particular probabilistic relationships, leaving out any causal interpretation.

Diez and Druzdzel [6] provide a classification for canonical models, distinguishing among three categories:

1. **Deterministic models.** When $E$ is a function of the $C_i$’s, $e = f(c_1, \cdots, c_n)$.
   Then, the conditional probability $P(e|c)$ is given by
   \[
P(e|c) = \begin{cases} 
1 & \text{if } e = f(c), \\
0 & \text{otherwise,}
\end{cases}
\]
   where $f$ describes the type of interaction between $\{C_1, \cdots, C_n\}$ and $E$. Usually, $f$ is a logical operator such as OR, AND, XOR or NEG, but also it can
be a function as MAX or MIN. Function $f$ also induces the valid domains of the variables involved in the model. For instance, if $f$ is a logical operator all the variables have to be binary, but in the case of MAX and MIN we can use ordinal variables. The name of the model is taken from function $f$.

2. Noisy models. They indicate that $E$ is the result of a combination of intermediate events $Z_i$ which are caused by $C_i$. This situation is depicted in Figure 2, which corresponds to a general noisy model. In this case, we have a conditional distribution $P(z_i|c_i)$ representing the relationship between $C_i$ and $Z_i$ and a deterministic model representing the relationship between the $Z_i$’s and $E$. Variables $Z_i$ can be eliminated from the model by marginalisation and the conditional probability $P(e|c)$ for all noisy models is given by [6]

$$P(e|c) = \sum_{z: f(z) = e} \prod_i P(z_i|c_i).$$  \hspace{1cm} (2)

![Fig. 2. General structure of noisy models.](image)

3. Leaky models. They cover situations in which it is unfeasible to identify all the variables that have a direct influence over $E$. Including a “leak” probability, $P(e|\neg c_1, \cdots, \neg c_n)$, variable $E$ in question may occur even when $\neg\{C_1, \cdots, C_n\}$. Diez and Druzdzel [6] show how to incorporate this “leak” probability to a general noisy model, obtaining the conditional probability $P(e|c)$ as

$$P(e|c) = \sum_{z} \left( \prod_i P(z_i|c_i) \right) \cdot \left( \sum_{e_L|f(z,e_L)} P(e_L) \right),$$  \hspace{1cm} (3)

where $P(e_L)$ is a (vectorial) parameter that represents the leak probability. Usually, in real situations, $P(e_L)$ is given by

$$\begin{align*}
P(e_L) &= P(e|\neg c_1, \cdots, \neg c_n) \\
P(\neg e_L) &= 1 - P(e|\neg c_1, \cdots, \neg c_n)
\end{align*}$$  \hspace{1cm} (4)

The main advantage of canonical models is the reduction, from an exponential to a linear order of magnitude, of the number of parameters necessary to specify the conditional probability distribution $P(e|c)$. Also, the parameters in canonical models lend themselves to more intuitive interpretations, simplifying the construction of a probabilistic network model.
3 Probability Trees

Once the model has been specified, in order to carry out inference tasks, it must be represented using a data structure compatible with inference algorithms. Traditionally, probability distributions have been represented as tables of real numbers, but recently probability trees [1–3] have been used rather than tables, since they provide a more compact and flexible representation. Actually, probability represent not only probability distributions, but any non-negative function (also called potentials).

A probability tree is a directed labeled tree, where each internal node represents a variable and each leaf node represents a probability value. Each internal node has one outgoing arc for each state of the variable associated with that node. Each leaf contains a non-negative real number. The size of a tree $T$, denoted as $size(T)$, is defined as its number of leaves.

A probability tree $T$ on variables $X$ represents a potential $\phi : \Omega_X \rightarrow \mathbb{R}_0^+$ if for each $x \in \Omega_X$ the value $\phi(x)$ is the number stored in the leaf node that is reached by starting from the root node and selecting the child corresponding to coordinate $x_i$ for each internal node labeled with $X_i \in X$.

A probability tree is usually more a compact representation of a potential than a table. This fact is illustrated in Figure 3, which displays a potential $\phi$ and its representation using a probability tree. The tree contains the same information as the table, but using five values instead of eight. Furthermore, trees allow to obtain even more compact representations in exchange of losing accuracy, what is specially interesting when inference must be carried out under limited resources (memory or CPU). This is achieved by pruning some leaves and replacing them by the average value, as shown in the second tree in Fig. (3).

In the worst case the size of a tree will be equal to the size of the corresponding probability table, but usually the presence of regularities will reduce the size of the probability tree, achieving a more efficient inference.

Propagation algorithms require two basic operations over potentials: combination and marginalisation. Both can be carried out directly over probability trees (see [3] for more details). The combination of two trees $T_1$ and $T_2$ associated with potentials $\phi_1$ and $\phi_2$, respectively is denoted by $T_1 \otimes T_2$, and is a tree representing the pointwise multiplication of $\phi_1 \cdot \phi_2$. Given a tree $T$ associated with a potential $\phi$ defined over $X$, $T^\dagger_y$ is its marginal over $Y \subset X$.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$\phi(x_1, x_2, x_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0.7</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0.7</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Fig. 3. A potential $\phi$, a probability tree representing it and an approximation of it after pruning some branches.
4 Representation and Computation of Canonical Models Using Probability Trees

Our first proposal is to use probability trees in order to improve the representation of canonical models. Once this goal has been achieved, we will show what are the benefits of using this representation when we carry out exact and approximate probability propagation.

4.1 Canonical Models as Probability Trees

Constructing a tree $T$ representing a potential $\phi$ for a set of variables $X$, without any other additional restriction is rather straightforward: the tree will contain one branch for every configuration $x$ of $X$, and one leaf for every value $\phi(x)$. So, in the case of canonical models we could simply apply this procedure. However, this procedure can lead to unnecessarily big trees, as pointed out in [11], where an efficient method for constructing a probability tree from a given potential is given. The idea is to build the tree incrementally, by selecting the most informative variable as label for each interior node. The information is measured as the difference of the Kullback-Leibler distance of the partial tree before and after branching to the complete potential.

Let us focus on the task of constructing a probability tree that represents the conditional probability $P(E|C)$ provided by any of the canonical models. In the case of deterministic canonical models all the variables in $C$ are more informative than the objective variable $E$, because the value of $E$ is obtained as a function $f$ of the values of $C$. So, the variables in $C$ must be placed closer to the root than $E$ and the values stored in the leaves correspond to those returned by $f$. If $p_0 = 0$, Figure 4.(a) depicts a discrete OR model and we can observe how the disposition of variables influences on the size of the tree if we exploit the regularities imposed by $f$. It is important to point out that the size of the probability tree representing an OR model is linear in the number of variables involved in the model. In fact, taking as reference Figure 4.(a), it can be seen that only the left branch of the tree grows as the number of variables increases, remaining the right sub-tree of each variable in that branch equal to $\{0,1\}$. The same reasoning can be applied to AND models. Furthermore, with this kind of representation, specifying probabilities may be easier for a user. In fact, the user need not be aware of what a canonical model is, but simply represent all the potentials as probability trees and in a natural way the canonical model arises.

The construction of a probability tree $T$ that represents the conditional probability $P(E|C)$ estimated by noisy or leaky models is more complicated, because this estimation is performed by combinations and marginalizations over probability distributions. However, as we mentioned before, these types of operations can be carried out over probability trees. So, we can look for a way of constructing a tree that represent these canonical models combining trees.

In the case of noisy models, we need a tree $T_f$ representing the model of interaction between variables imposed by $f$, i.e. a deterministic model between
the auxiliary $Z_i$'s and the objective variable $E$. And also, we need trees $T_i$ representing the parameters from which the canonical model is computed, i.e. the conditional probability distributions $P(Z_i|C_i)$. Now, we can combine all of these trees following equation 2 as

$$T = \left\{ T_f \otimes \prod_i T_i \right\} \downarrow \{ E, C_1, \ldots, C_n \}$$

obtaining a tree $T$ that represents any noisy canonical model.

For example, the tree in Fig. 4.(c) represents a noisy OR model and can be computed combining $T_f$ in Fig. 4.(a), in which $p_0 = 0$, and the $T_i$ trees depicted in Fig. 4.(b). Also, note how the restriction $P(z_i|\neg c_i) = 0$ imposed by the noisy OR model is reflected in the $T_i$ trees.

In the case of leaky models, a "leak" probability $p_0 = P(e|\neg c_1, \ldots, \neg c_n)$ is incorporated to extend the noisy models. So, we can consider constructing their representation as probability trees taking as basis the combination of trees found in equation 5 and somehow adding the leak probability. This can be easily attained if we substitute $P(e|\neg z_1, \ldots, \neg z_n)$ by $p_0$ in the tree $T_f$ that represents the discrete canonical model which is being applied. For example, Fig. 4.(a) shows a leak probability tree for a discrete OR model. If the interaction between
the variables in the model is given by a more sophisticated function that allows ordinal variables, a set of leak probabilities must be provided, \( \{p_{01}, p_{02}, \ldots, p_{0k}\} \), indicating the probability that the objective variable \( E \) takes a value different of that assigned to its inactivity when all the others explicit variables, \( C_1, \ldots, C_n, \) are known to be absent, i.e. \( p_{0i} = P(E = e_i | \neg c_1, \ldots, \neg c_n) \) where \( e_i \neq e. \) These leak probabilities will be included into the tree \( T_f. \) Once \( T_f \) has been modified, the probability tree representation for the leaky model is obtained following the tree combination proposed in equation (5).

### 4.2 Max Models

The models in the OR/MAX family are specially interesting from the point of view of knowledge engineering. We will show now how these models can be managed with probability trees. The MAX model assumes that a certain graded effect \( E \) can be produced by different causes \( \{C_1, \ldots, C_n\} \) which act independently. The degree reached by \( E \) would be the maximum of the degrees produced by each cause if it were acting independently from the others. We will start describing the representation of MAX models in its deterministic version, and then the noisy and leaky models. The variables involved in a deterministic MAX model are ordinal with identical domain, and the value of \( E \) is computed as

\[
e = f(c) = \max\{c_1, \ldots, c_n\}.
\]

A probability tree \( T_{\text{max}} \) representing a deterministic MAX model is constructed plaxing variables \( C_i \) closer to the root than \( E, \) since they are more informative. Figure 5.(a) shows the representation as a probability tree of a deterministic MAX model for \( P(E|Z_1Z_2), \) where \( \text{dom}(E) = \text{dom}(Z_1) = \text{dom}(Z_2) = \{0, 1, 2\}, \) if \( p_{01} = p_{02} = 0. \)

Following the general structure of a noisy model introduced in Section 2, the tree representation of a noisy MAX model is constructed combining a tree \( T_{\text{max}} \) representing the deterministic MAX relationship between \( E \) and the auxiliary variables \( Z_i \)'s, with the product of the trees \( T_i \) representing the model’s parameters, following Eq. (5). Each tree \( T_i \) defines a probability distribution \( P(Z_i|C_i), \) standing for the probability that \( C_i, \) when taking a value \( c_i, \) raises \( E \) to value \( e_i. \) So, the noisy MAX model allows that the domains of the \( C_i \)'s be different from that of \( E, \) while \( \text{dom}(Z_i) = \text{dom}(E). \) If there is not any additional restriction over the values of the model’s parameters, the probability tree obtained after the combination corresponds to a generalised noisy MAX. The tree representation for the standard noisy MAX is obtained imposing the restrictions \( P(Z_i = \neg e|\neg c_i) = 1. \) In other words, if \( E \) represents an anomaly with normality state \( \neg e \) (the absence of that anomaly) and the \( C_i \)'s are causes that can produce \( E \) independently, then \( E \) will reach, for sure, its normality state once we know that \( C_i \) has reached its own normality state \( \neg c_i. \) For example, Fig. 5.(b) shows the tree representation of the model’s parameters for a generalised noisy MAX, where the domains of the variables are \( \text{dom}(C_1) = \{1, 2\}, \text{dom}(C_2) = \{0, 1\}, \) and \( \text{dom}(E) = \text{dom}(Z_1) = \text{dom}(Z_2) = \{0, 1, 2\}. \)
In situations where some of the causes of an effect $E$ may be implicit in the model these causes can be captured by a leak probability vector. Each leak probability $p_{0i} = P(E = e_i | \neg c_1, \cdots, \neg c_n)$ has to be included into the $T_{MAX}$ as the values of the leaves for configurations $(e_i, \neg z_1, \cdots, \neg z_n)$. This situation is depicted in Fig. 5.(a), where $p_{0i}, i = 1, 2$, is the leak probability $P(E = e_i | \neg z_1, \neg z_2)$. Once $T_{MAX}$ has been modified, the tree representation for the leaky MAX is obtained by combining the trees applying Eq. (5).

![Diagram](image)

**a)** Discrete MAX tree with leak probabilities $p_{01}, p_{02}$

**b)** Trees specifying the model’s parameters.

**Fig. 5.** Canonical MAX models represented as probability trees.

Finally, observe that the tree representation of noisy MAX, leaky OR and noisy OR models are particular cases of the leaky MAX, if we apply the necessary restrictions to each of them.

### 4.3 Probability Propagation

Perhaps the most important advantage of representing canonical models by means of probability trees is that standard propagation algorithms can be used. The maximum benefit is attained if the propagation algorithm is able to take advantage of the factorisation of the model described in Eq. (5), as the Lazy [8] and Lazy-penniless [4] propagation algorithms. It means that no special effort or distinction is necessary when dealing with canonical models from the point of view of propagation if we adopt the framework presented in this paper.

This feature enlarges the class of solvable problems, since it is possible to apply approximate algorithms that take advantage of the probability tree representation. If eventually any of the potentials corresponding to canonical models is too large, it can be approximated by a probability tree in which some branches are pruned, as in Penniless propagation [3].
Another benefit comes from the fact that usually many branches in a probability tree representing a canonical model are equal to zero. Algorithms as Penniless propagation take advantages of this, since the potentials involved in the propagation process (messages over a join tree) do not grow by the branches marked with zero after a combination operation. Probability tables cannot take advantage of this fact.

5 Experimental Results

Table 1 shows the experimental results obtained using the proposed representation of canonical models as probability trees. All the networks were generated randomly. Each node has five parents and two values in average. Most of the distributions were specified in the noisy-or interaction models. The experiments realized consists in the transformation of the original network changing the representation of all of the noisy-or interaction models to probability tables or trees.

Table 1. Time expended computing a representation of noisy-or models as probability tables or trees and size used.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Tables (secs.)</th>
<th>Table sizes</th>
<th>Trees (secs.)</th>
<th>Tree sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>5,968</td>
<td>566</td>
<td>5,485</td>
<td>556</td>
</tr>
<tr>
<td>150</td>
<td>20,766</td>
<td>2010</td>
<td>20,281</td>
<td>1968</td>
</tr>
<tr>
<td>250</td>
<td>45,157</td>
<td>3286</td>
<td>41,922</td>
<td>3248</td>
</tr>
<tr>
<td>350</td>
<td>67,578</td>
<td>4432</td>
<td>64,953</td>
<td>4380</td>
</tr>
<tr>
<td>450</td>
<td>63,297</td>
<td>5448</td>
<td>57,297</td>
<td>5352</td>
</tr>
</tbody>
</table>

As show in the table, the time expended in the transformation from noisy-or models to probability trees, as well as the storage needs are less than that of transforming them to probability tables, as were expected.

6 Conclusions

In this paper we have studied the representation of the three categories of canonical models (deterministic, noisy and leaky) in terms of probability trees. All the restrictions that can be applied to canonical models have been incorporated to the tree representation, showing that probability trees are a compact and sound representation tool. Also, we have paid special attention to the representation of the OR/MAX family of models analasing the influence of its properties into the proposed representation. Our proposed representation of canonical models has proven beneficial in saving of storage requirements. In the case of discrete canonical models the size of the tree grows linearly, instead of exponentially, with the number of variables. Only, in extreme situations, for example in the MAX models when all the causes have different domains the size of the tree will be that of the conditional probability table.
Representing Canonical Models as Probability Trees

Besides, probability trees have been used in algorithms to perform exact and approximate probability propagation in Bayesian networks. Actually, networks with canonical models can be used with any standard propagation algorithm, which means that these models can be tackled without need of implementing new software.

In the future we will investigate the performance of the proposed representation against the standard computation of canonical models and specific algorithms to carry out probability propagation with canonical models in Bayesian networks.
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Abstract. This paper presents a new technique for combining the opinions given by a team of independent experts. Each opinion is associated with a confidence level that represents the expert’s conviction on its own judgement. The proposed technique first measures the conflict level introduced by every expert by taking into account the similarity between both its opinion and confidence, and those of the other experts within the team. An expert who disagrees with the majority of other experts with a similar confidence level is assumed to be conflicting (an “outlier” expert). Based on those conflict levels, an arbitration mechanism determines the reliability associated with each expert, by considering that a reliable expert is the one which is both confident and non-conflicting. Finally, the aggregated opinion is obtained as a weighted average (linear opinion pool) of the original expert opinions, with the weights being the reliability levels determined before. The proposed technique has been applied to texture image classification, leading to significantly better results than commonly-used opinion integration approaches.

1 Introduction

Given a set of alternatives that may represent possible solutions to a certain problem of interest, group decision making consists of first scoring every alternative based on the opinions (beliefs) given by a group of independent experts, and then choosing the alternative with the largest score. We assume that each expert opinion is represented as a probability and may be associated with a confidence level that expresses the conviction of the corresponding expert on its own judgement [11]. Confidence levels will be assumed to range between zero and one.

A key issue in group decision making is how to obtain a final opinion by integrating the different expert opinions and their confidences. A wide variety of techniques have been proposed for integrating multiple opinions in many different fields, from engineering to social sciences. Recent comprehensive surveys are [1] and [9]. Among the different opinion integration techniques, three main approaches are commonly utilized in practice if the group decision making process is to be automated: selection, voting and aggregation.

* This work has been partially supported by the Government of Spain under the CICYT project DPI2001-2094-C03-02.
Selection is the simplest opinion integration mechanism, as it merely chooses for each alternative the expert’s opinion with the largest confidence. This solution is little robust as, in the end, it entirely relies on the opinion of a single individual. Therefore, in the presence of discordant experts that strongly disagree with the majority of other experts in the team, selection may produce highly biased opinions that will likely lead to wrong final decisions.

In voting techniques, each expert does not give an opinion on each available alternative, but directly chooses the alternative that considers the best. The group decision making process finally selects the alternative that has been supported by the majority of experts. This “democratic” solution typically assumes that all experts have the same confidence on their judgements. This may lead to decisions being wrongly made in case they are supported by many low-confident experts.

Aggregation techniques combine the available opinions and confidences in order to reach a single consensus opinion that may be acceptable by all parties. Hence, these techniques are generally considered to be more reliable than both selection and voting. The classical aggregation techniques are surveyed in [3] and [4]. Among them, the most utilized are the linear opinion pool, the logarithmic opinion pool and the supra Bayesian approach. Another popular aggregation technique is the ordered weighted averaging (OWA) operators [12].

A linear opinion pool [2] is just a weighted arithmetic mean of expert opinions. Although the original technique does not define how the weights are computed, a reasonable choice is to use the experts’ confidence levels as weights after having being normalized such that they sum to one. The problem appears when there are “outlier” experts within the team, as they will erroneously bias the final opinion towards their beliefs (the arithmetic mean is not a robust estimator).

A logarithmic opinion pool is the geometric mean of expert opinions, with each opinion being raised to the power of a normalized weight. Since all opinions are multiplied, in case that one is close to zero, the aggregated opinion will also be small, irrespectively of the other opinions. Therefore, this technique is also prone to decision errors caused by “outlier” experts.

The supra Bayesian approach is a direct application of the Bayes’ Theorem. Given a particular set of independent expert opinions on a certain alternative, it is first necessary to define the functions that represent the joint likelihood of having such a combination of opinions conditioned on every available alternative. Moreover, it is also necessary to define the prior probability corresponding to every alternative. With those joint likelihoods and prior probabilities, the Bayes’ Theorem determines the posterior probability of each alternative conditioned on the given set of expert opinions. Each posterior probability represents the consensus belief of the team of experts on a single alternative, and can be directly used by the decision maker as the final score for that alternative.

However, the supra Bayesian approach has a few drawbacks. The first one is that the confidence level associated with each opinion is not utilized in the process. Moreover, the necessary joint likelihood functions are difficult to compute in practice. The simplest way of defining them is as a product of independent likelihoods (one likelihood function per expert opinion). Unfortunately in this case, this approach suffers from the same problem of sensitivity to outliers as the logarithmic opinion pool, since a single opinion with a very low likelihood will inevitably reduce the joint likelihood, affecting the whole decision process.
OWA operators sort out the available set of expert opinions in descending order and then associate every position in the sorted list with a specific weight that is calculated according to the chosen operator. Finally, the aggregated opinion is obtained as the weighted average of the individual expert opinions. BADD-OWA operators have been chosen in this work since they compute the aforementioned weights based on the actual values of the given expert opinions: \( w_i = b_i^\alpha / \sum b_j^\alpha, \alpha \geq 0 \), with \( b_i \) being the opinion ranked in the \( i \)-th position of the sorted list.

Unfortunately, OWA operators are also sensitive to outliers, since, for example, an outlier expert with a very large opinion may be ranked in the first position of the sorted list and may thus receive the largest weight. Moreover, confidence levels associated with the expert opinions are not considered in the process.

Alternatively, this paper proposes a robust opinion aggregation technique that reduces the effect of outlier experts in a group decision making process. The proposed technique consists of a new formulation of the weights of a linear opinion pool aimed at reducing the influence of conflicting experts in the team (those who disagree with the majority of other experts with a similar strength).

The next section describes the proposed opinion aggregation technique. Section 3 validates this technique through a practical application to the problem of classifying the pixels of an image into a set of predefined texture models of interest (alternatives) based on the outcome of multiple texture feature extraction methods (experts). Experimental results show that the proposed aggregation approach leads to better classification results than when the aforementioned opinion integration techniques are utilized instead. Conclusions and further lines are finally given in section 4.

2 Robust Aggregation of Expert Opinions

This section presents a new technique for integrating the opinions formulated by a collaborative group of experts, in such a way that conflicts raised when different experts give discordant opinions with similar confidence are detected and solved. This leads to a significative reduction of the influence of outlier experts in the final decision making process.

The proposed technique first measures the conflict level between each expert and the others in the group by taking into account all the available opinions and their associated confidence levels. Then, the reliability of each expert is estimated based on those conflict levels. An expert is considered to be reliable if both it is confident in its opinions and does not conflict with the other experts. Finally, the aggregated opinion is obtained by applying a linear opinion pool in which the weights are the aforementioned reliabilities after being normalized. These stages are described in more detail below.

2.1 Conflict Analysis

Let \( A = \{a_j \mid j = 1...T\} \) be a set of \( T \) alternatives corresponding to a certain problem. \( M \) independent experts will express an opinion about each of those alternatives. Let \( O = \{o_{ij} \mid i = 1...M\}, o_{ij} \in [0, 1] \), represent the set of opinions given by the different experts
regarding alternative \( a_j \). Let \( W_j \) be the set of confidence levels associated with those opinions according to every expert: \( W_j = \{ w_{ij}, i = 1 \ldots M \}, w_{ij} \in [0, 1] \).

Given a set of \( M \) probabilities: \( \Psi_j = \{ \psi_i, i = 1 \ldots M \} \), the similarity between one of the elements in \( \Psi \) and the others is defined as [10]:

\[
\text{Sim}_j(\Psi) \equiv \text{Sim}(\psi_i, \Psi \setminus \{\psi_i\}) = 1 - \frac{1}{M-1} \sum_{k=1, k \neq i}^{M} |\psi_i - \psi_k|
\] (1)

Taking (1) into account, we define the conflict raised by an expert according to both its opinion \( o_{ij} \) and associated conviction \( w_{ij} \), considering alternative \( a_j \):

\[
\text{Conflict}_{ij} = \text{Sim}_i(W_j)[1 - \text{Sim}_i(O_j)]
\] (2)

This conflict measure ranges between zero and one, with the maximum conflict occurring when the expert opinion completely differs from the other opinions, \( \text{Sim}_i(O_j) = 0 \), but its conviction on that opinion is similar to the convictions of the other experts, \( \text{Sim}_i(W_j) = 1 \). It is important to note that this formulation only penalizes discordant experts when their confidences are similar to those of the agreeing experts. Indeed, a discordant expert does not necessarily have to be a bad expert.

2.2 Aggregation with Conflict Resolution

Whenever different expert opinions are to be integrated, it is necessary to put in place a mechanism that solves potential conflicts within the group. To this end, we apply a simple arbitration mechanism that reduces the influence of the opinions given by conflicting experts.

First of all, we utilize the conflict measure introduced above in order to define the reliability \( r_{ij} \) associated with opinion \( o_{ij} \) and confidence \( w_{ij} \):

\[
r_{ij} = w_{ij} (1 - \text{Conflict}_{ij})
\] (3)

Therefore, an expert is considered reliable when it is both non-conflicting (low Conflict\(_{ij}\)) and confident (high \( w_{ij} \)). Alternatively, an expert is considered unreliable whenever it has either a low confidence level or a high conflict level.

The previous reliabilities are normalized and applied as weights in a linear opinion pool that finally determines the aggregated opinion \( o_j \) regarding alternative \( a_j \):

\[
o_j = \frac{\sum_{i=1}^{M} r_{ij} o_{ij}}{\sum_{k=1}^{M} r_{ik}} = \frac{\bar{r}_{ij}}{\bar{r}_{ik}} \sum_{k=1}^{M} r_{ij}
\] (4)

Equation (4) acts as an arbitration mechanism that reduces or even eliminates the influence of highly conflicting experts in any subsequent decision making process.

3 Application Example: Texture Pixel Classification

This section illustrates the application of the proposed technique to the field of computer vision. In particular, it describes a pixel-based classifier that integrates multiple
textured experts (textured feature extraction methods or texture methods in short) by applying the technique presented in section 2. This classifier is an evolution of the one presented in [6], which used a conventional linear opinion pool as expert integration mechanism.

Let \( \{ \tau_1, \ldots, \tau_T \} \) be a set of \( T \) texture patterns of interest (alternatives). Every texture \( \tau_j \) is described by a set of sample images. Let \( I \) be an input textured image. In order to classify a target pixel \( I(x, y) \) into one of the previous texture patterns (problem of interest), a feature vector \( (\mu_1(x, y), \ldots, \mu_M(x, y)) \) is computed. Each feature \( \mu_i(x, y) \) is obtained by applying a texture method \( \mu_1 \) (expert) to the pixels contained in a square window centered at \( I(x, y) \), whose size is experimentally set for each method. \( M \) texture methods are considered.

The classification algorithm consists of four stages described in the next subsections. The proposed opinion aggregation technique is applied in the second stage.

### 3.1 Supervised Training Stage

A set \( M \times T \) of likelihood functions \( P_i(I(x, y)|\tau_j) \) are defined based on the probability distributions corresponding to the evaluation of every method \( \mu_i \) over the pixels of the sample images corresponding to each texture \( \tau_j \). Each of those distributions is defined in the interval \([\text{MIN}_{ij}, \text{MAX}_{ij}]\):

\[
P_i(I(x, y)|\tau_j) = P_{ij}(\mu_i(x, y) \in [\text{MIN}_{ij}, \text{MAX}_{ij}])
\]

Given a texture method \( \mu_i \) and a texture model \( \tau_j \), each \( P_i(I(x, y)|\tau_j) \) defined in (5) can be interpreted as the opinion of an expert about the likelihood that \( I(x, y) \) is within a region that belongs to texture pattern \( \tau_j \). Moreover, each expert is associated with a weight \( w_{ij} \) that represents the expert’s confidence about that opinion. This weight is defined as follows.

The Kullback J-divergence, which measures the separability between two classes (texture models in this context) is defined as [5]:

\[
KJ_i(\tau_a, \tau_b) = \int_0^1 (A - B) \log(A / B)\,du
\]

with \( A \) and \( B \) being defined from the previous probability distributions:

\[
A = P_{ia}(\text{MAX}_{ia} + \text{MIN}_{ia}(1 - u)) \quad \text{and} \quad B = P_{ib}(\text{MAX}_{ib} + \text{MIN}_{ib}(1 - u)).
\]

The weights \( w_{ij} \) are then computed as the normalized average of the Kullback J-divergences between \( \tau_j \) and the other texture models:

\[
w_{ij} = d_{ij} / \sum_{k=1}^M d_{kj} \quad d_{ij} = \frac{1}{T - 1} \sum_{k=1,k \neq j}^T KJ_i(\tau_j, \tau_k)
\]
probability distributions of its responses for the different models will be highly overlapped), will have a low confidence, since in this case, the expert cannot really differentiate among the different texture models. On the other hand, an expert whose probability distributions for the different models have little overlap (the Kullback J-divergence is high), will be able to better discriminate each texture model from the others. Hence, its judgement will be more meaningful.

3.2 Robust Integration of Texture Experts with Conflict Resolution

Let $O_j(x, y)$ represent the opinions of $M$ experts regarding the membership of pixel $I(x, y)$ to texture $\tau_j$: $O_j(x, y) = \{P_j I(x, y)|\tau_j i = 1...M\}$, with $P_j I(x, y)|\tau_j$ being defined as (5). Let represent the convictions associated with those opinions (7): $W_j = \{w_{ij}, i = 1...M\}$.

Taking (1) and (2) into account, the conflict raised by an expert according to both its opinion $P_j I(x, y)|\tau_j$ and associated conviction $w_{ij}$ is formulated as:

$$\text{Conflict}_{ij}(x, y) = \text{Sim}_i(W_j)[1 - \text{Sim}_j(O_j(x, y))] \quad (8)$$

According to (3), the reliability associated with opinion $P_j I(x, y)|\tau_j$ and conviction $w_{ij}$ is defined as:

$$r_{ij}(x, y) = w_{ij}(1 - \text{Conflict}_{ij}(x, y)) \quad (9)$$

The final integration of expert opinions (combined likelihood functions) is formulated according to (4) as follows:

$$P(I(x, y) | \tau_j) = \sum_{i=1}^{M} r_{ij}(x, y)P_j(I(x, y) | t_j) \quad (10)$$

with being $r_{ij}(x, y)$ the normalized reliability (4).

3.3 Maximum a Posteriori Estimation

Given a set of $T$ combined likelihood functions $P_j I(x, y)|\tau_j$ (10), $T$ posterior probabilities are computed by applying the Bayes rule:

$$P(\tau_j | I(x, y)) = \frac{P(I(x, y) | \tau_j)P_{xy}(\tau_j)}{\sum_{k=1}^{T} P(I(x, y) | \tau_k)P_{xy}(\tau_k)} \quad (11)$$

with the prior probabilities $P_{xy}(\tau_j)$ being defined as:

$$P_{xy}(\tau_j) = \sum_{i=1}^{M} r_{ij}(x, y)\sum_{k=1}^{T} \sum_{i=1}^{M} r_{ik}(x, y) \quad (12)$$

$I(x, y)$ is likely to belong to the texture model $\tau_j$ that leads to the maximum posterior probability $P(\tau_j | I(x, y))$. 
3.4 Significance Test

In order to finally classify pixel $I(x, y)$ as belonging to $\tau_j$, its posterior probability must be above a significance level (probability threshold) $\lambda_j$ defined according to two ratios commonly utilized to characterize the performance of classifiers: sensitivity ($S_n$) and specificity ($S_p$) [6]. Pixel $I(x, y)$ will be labelled as belonging to texture class $\tau_j$ iff $P(\tau_j|I(x, y)) > \lambda_j$. Otherwise, it will be classified as an unknown.

3.5 Experimental Results

The previous classifier has been evaluated on real outdoor images containing textured surfaces. A total of 61,504 separate opinion aggregation experiments are conducted for every image (one experiment per valid image pixel). Such extensive experimentation is considered to be sufficient to provide statistically sound results. Fig. 1 (first column) shows two of the input images. Four texture patterns of interest have been considered: “sky”, “forest”, “ground” and “sea”. A set of sample images representing each of those patterns was extracted from the image database and utilized as the training dataset for the tested classifiers.

Fig. 1 (second column) shows the ground-truth classification of the given input images by considering the four texture patterns of interest. Black areas represent image regions that do not belong to any of the sought texture patterns. Those regions are discarded for the computation of classification rates.

Several widely-used texture feature extraction methods have been chosen to be integrated with the proposed technique [7]: four Laws filter masks (R5R5, E5L5, E5E5, R5S5), two wavelet transforms (Daubechies-4, Haar), four Gabor filters with different wavelengths (8, 4) and orientations (0°, 45°, 90°, 135°), two first-order statistics (variance, skewness), a second-order statistic (homogeneity) based on cooccurrence matrices and the fractal dimension. All those texture methods were evaluated over windows of 17x17 pixels.

The proposed aggregation technique has been compared to the integration schemes described in section 1 (selection, voting, linear opinion pool, logarithmic opinion pool, supra Bayesian and BADD-OWA with $\alpha = 1$). In all cases, equation (10), which is the point in the classifier where the actual integration of expert opinions takes place, was replaced according to each approach. The expert opinions were the likelihood functions defined in (5) and their associated confidence levels the weights defined in (7).

Table 1 shows the pixel classification rates and average sensitivities and specificities obtained with the described texture classifier fed with the various opinion integration techniques, by considering the images shown in Fig. 1 (first column). The first row corresponds to the proposed aggregation scheme. The last row of the table shows the classification rates obtained with the best texture classifier (Gabor filters plus 5-Nearest Neighbors) in MeasTex [8], a popular texture classification framework that implements different well-known texture classifiers.
Table 1. Classification rates (CR), mean sensitivities (Sn) and mean specificities (Sp) obtained for the test images shown in Fig. 1 with the described classifier endowed with different opinion integration techniques. The first row corresponds to the proposed technique. The last row shows the best results with MeasTex.

<table>
<thead>
<tr>
<th>Integration Technique</th>
<th>CR</th>
<th>Sn</th>
<th>Sp</th>
<th>CR</th>
<th>Sn</th>
<th>Sp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robust aggregation</td>
<td>78</td>
<td>70</td>
<td>89</td>
<td>75</td>
<td>75</td>
<td>84</td>
</tr>
<tr>
<td>Selection</td>
<td>57</td>
<td>52</td>
<td>43</td>
<td>50</td>
<td>58</td>
<td>43</td>
</tr>
<tr>
<td>Voting</td>
<td>58</td>
<td>51</td>
<td>75</td>
<td>47</td>
<td>47</td>
<td>61</td>
</tr>
<tr>
<td>Linear Opinion Pool</td>
<td>70</td>
<td>54</td>
<td>85</td>
<td>68</td>
<td>59</td>
<td>70</td>
</tr>
<tr>
<td>Logarithmic Opinion Pool</td>
<td>65</td>
<td>40</td>
<td>60</td>
<td>58</td>
<td>46</td>
<td>60</td>
</tr>
<tr>
<td>Supra Bayesian</td>
<td>68</td>
<td>48</td>
<td>87</td>
<td>60</td>
<td>47</td>
<td>67</td>
</tr>
<tr>
<td>BADDOWA (α = 1)</td>
<td>62</td>
<td>46</td>
<td>64</td>
<td>56</td>
<td>41</td>
<td>59</td>
</tr>
<tr>
<td>MeasTex (Gabor, 5-NN)</td>
<td>73</td>
<td>62</td>
<td>78</td>
<td>68</td>
<td>67</td>
<td>76</td>
</tr>
</tbody>
</table>

In all cases, the texture classifier endowed with the proposed aggregation technique produced the best classification rates. Moreover, the linear opinion pool performed better than the logarithmic opinion pool as expected. In turn, the BADDOWA operator and the supra Bayesian approach, the latter with joint likelihood functions computed as the product of the individual likelihoods defined in (5), performed in between. The worst opinion integrators were selection and voting.

On the other hand, qualitative results also show that the texture classifier endowed with the proposed robust integration mechanism is able to better identify the regions that belong to the sought texture patterns, Fig. 1(third column). The three best results obtained with the alternative integration approaches shown in Table 1 are presented in Fig. 2. Among them, the linear opinion pool produces the best qualitative results for the tested images.

4 Conclusions

A robust technique for aggregating the opinions given by a team of independent experts has been presented. Each opinion is associated with a confidence level that represents the experts’ conviction on its own judgement. The proposed technique first measures the conflict level introduced by every expert by taking into account the similarity between both its opinion and confidence, and those of the other experts within the team. An expert who disagrees with the majority of other experts with a similar confidence level is assumed to be conflicting (an “outlier” expert).

Based on those conflict levels, an arbitration mechanism determines the reliability associated with every expert, by considering that a reliable expert is the one which is both confident and non-conflicting. The aggregated opinion is obtained as a weighted average (linear opinion pool) of the original expert opinions, with the weights being the reliability levels determined before. In this way, this conflict resolution scheme reduces or even cancels the negative influence of outlier experts.
Fig. 1. (1st column) Test images. (2nd column) Associated ground-truth classification. (3rd column) Classification maps obtained with the proposed texture classifier and the aggregation scheme described in section 3 [78%, 75%]. Black regions in the ground-truth image are considered to belong to an unknown texture pattern. Each dark square encloses the image area in which 17x17 pixel evaluation windows can be fitted.

Fig. 2. Classification maps corresponding to the test images shown in Fig. 1 processed by the three best opinion integration techniques according to Table 1: (a,d) linear opinion pool [70%, 68%], (b,e) supra Bayesian [68%, 60%], (c,f) BADD-OWA ($\alpha = 1$) [62%, 56%].

The proposed technique has been evaluated in a real group decision making problem by embedding it into a texture image classifier that aims at identifying the texture pattern to which every pixel of an input image belongs. This classifier integrates multiple opinions given by a set of texture feature extraction methods from different fami-
lies. Experimental results with real outdoor images show that the proposed aggregation technique leads to better quantitative and qualitative classification results than when it is replaced by other widely-used opinion integration schemes. Moreover, results are also superior to those obtained with traditional texture classifiers contained in MeasTex, a widely-recognized texture classification framework that integrates texture methods from the same family.

Further work will consist of studying the sensitivity of the proposed conflict resolution model to variations of the number of experts in the group. Another line consists of determining whether it is possible to use application-dependent knowledge and training procedures (e.g., reinforcement learning) in order to automatically select which experts provide the best opinions. Finally, the proposed aggregation scheme will be tested on other domains apart from computer vision.
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Abstract. A new method for ensemble generation is presented. It is based on grouping the attributes in different subgroups, and to apply, for each group, an axis rotation, using Principal Component Analysis. If the used method for the induction of the classifiers is not invariant to rotations in the data set, the generated classifier can be very different. Hence, one of the objectives aimed when generating ensembles is achieved, that the different classifiers were rather diverse. The majority of ensemble methods eliminate some information (e.g., instances or attributes) of the data set for obtaining this diversity. The proposed ensemble method transforms the data set in a way such as all the information is preserved. The experimental validation, using decision trees as base classifiers, is favorable to rotation based ensembles when comparing to Bagging, Random Forests and the most well-known version of Boosting.

1 Introduction

One of the research areas in Machine Learning is the generation of ensembles. The basic idea is to use more than one classifier, in the hope that the accuracy will be better. It is possible to combine heterogeneous classifiers, where each of the classifiers is obtained with a different method. Nevertheless, it is also possible to combine homogeneous classifiers. In this case all the classifiers have been obtained with the same method. In order to avoid identical classifiers, it is necessary to change something, at least the random seed.

There are methods that alter the data set. Bagging [3] obtains a new data set by resampling the original data set. An instance can be selected several times, so some instances will not be present in the new data set. The Random Subspaces [7] method obtains a new data set deleting some attributes. Boosting [10] is a family of methods. The most prominent member is AdaBoost. In this case the data set is modified depending on the classification errors of the previously generated base classifier. The bad classified examples are assigned a greater weight,
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so the next classifier will give more importance to those examples. Another possibility, instead of modifying the data set, is to modify the base learning method. For instance, in the Random Forest method [4], decision trees are constructed in a way such as the selected decision for a node is, to some extent, random. Comparatives among ensemble generation methods are presented in [1,5,8].

These methods share the idea that it is necessary to modify the data set or the learning method in a way that the obtained classifiers will be, probably worst. None of the modifications would be considered if it was desired to obtain a unique classifier. The reason is that ensemble methods need diverse base classifiers.

This work proposes a method that transforms the data set, but in a way that all the present information is preserved. The idea is to group the attributes, and for each group to apply an axis rotation. Hence, all the available information (instance and attributes) in the data set is still available. Although there are a lot of learning methods that are invariant to rotations, one of the most used with ensembles, decision trees, are very sensitive to this kind of variations, because the generated decision surfaces are formed by parallels to the axis.

The rest of the work is organized as follow. The proposed method is described in 2. Section 3 includes the experimental validation. Some related works are presented in section 4. Finally, section 5 concludes.

2 The Method

It is based on transforming the data set, in a different way for each member of the ensemble. Then, the base learning method is used with the transformed data set. The results of the different classifiers are combined using majority vote.

The transformation process is based on Principal Component Analysis (PCA) [6]. These components are linear combinations of attributes. Normally, this technique is used for reducing the dimensionality of the data set, because the components are ordered according to their importance, so the last ones can be discarded. Nevertheless, we are going to consider all the components. In this case, the transformed data set has exactly the same information than the original one, with the only difference of axis rotation. This technique works with numeric attributes. If the data set has discrete attributes, they must be transformed to numeric.

One of the objectives in ensemble methods is that the combined classifiers were diverse, because nothing is gained if they are equal. Another objective, somewhat contradictory to the previous one, is that the combined classifiers were accurate. PCA is an adequate transformation for ensemble generation because, first, no information is loss, so the accuracy of the base classifiers should not be worsened, as happens with other ensemble methods. And second, because the model generated by the base classifier can be rather different, given that the method was not invariant to rotations.

Nevertheless, for a given data set, the result of PCA is unique. For generating different classifiers it is necessary to obtain several transformed data sets. The possibilities are:
- To apply PCA to a subset of the instances. Unless the number of instances were rather small, the results will be rather similar.
- To apply PCA to a subsets of the classes. In fact, this is a variant of the previous possibility, because when classes are selected, their instances are being selected. Nevertheless, the hope is that the results of the analysis will be more diverse.
- To apply PCA to a subset of the attributes. In this case only the selected attributes would be rotated. In order to modify all the attributes, it is possible to group the attributes in groups, and to apply PCA for each group.

The previous strategies are considered for the application of PCA, but once that the analysis has been obtained, then all the data set if reformulated using the components. If the previous strategies are combined, it is possible, except for very small data sets, to obtain a lot of different data sets.

The application of PCA to groups of attributes is another mechanism for diversification, but it also provides additional advantages. First, the execution time of the analysis depends mainly on the number of attributes, so is much quicker to do the analysis in groups that doing it with all the attributes.

Moreover, the storage requirements are considerably reduced. A component is a linear combination of the original attributes. If all the components are kept, then it is necessary a matrix for storing all the coefficients, so the space is quadratic in the number of attributes. If the analysis is done for groups, then the storage requirements are quadratic in the number of attributes per group, and linear in the total number of attributes.

Even more, the decisions that appear in the decision nodes of the trees compare the value of an attribute with a threshold. The new attributes are linear combinations of the original ones. If PCA is done in groups, the components are combinations of the attributes in the group, instead of all the attributes. Hence, the evaluation of the decision in a node is quicker.

Figure 1 shows the transformation process of the data set. A new additional parameter, \( c \), is considered. It indicates the coefficient between the number of attributes in the transformed and original data sets. For instance, if \( c = 0.5 \), the transformed data set would have half the number of attributes than the original one.

3 Experimental Validation

The used method for constructing decision trees is one of the available in the WEKA library [12], named J48. It is a reimplementation of C4.5 [9]. The implementations of Bagging and AdaBoost.M1 are also from that library.

PCA is defined for numeric attributes. For the presented method, discrete attributes were converted to numeric ones, with as many attributes as possible values. This transformation was not applied for the methods used for comparison (bagging, boosting...) because they can deal directly with discrete attributes.

The used data sets appear in table 1. They are the ones available in the format of the WEKA library. All of them are form the UCI repository [2]. Some of the data sets were slightly modified. First, for the data sets “splice” and
Input:
- \( D \): data set
- \( s \): integer (groups size)
- \( c \): real (coefficient: final / original number of attributes)

Algorithm:

- \( R \leftarrow \) empty data set
- \( n \leftarrow \) attribute number in \( D \) (without the class)
- \( \text{used}[1 \ldots n] \leftarrow \) False
- \( g \leftarrow \lceil c \times n / s \rceil \) (number of groups)

For \( i \leftarrow 1 \ldots g \) do
  - \( A \leftarrow \) empty data set
  - For \( j \leftarrow 1 \ldots s \) do
    - If there exists a \( k \) such as \( \text{used}[k] \) is False
      - To select randomly a value for \( k \) such as \( \text{used}[k] \) is False and the attribute \( a_k \) is not in \( A \)
    - Else
      - To select randomly a value for \( k \) such as the attribute \( a_k \) is not in \( A \)
    - \( A \leftarrow A \cup \{a_k\} \)
  - \( P \leftarrow \) Principal Component Analysis of a subset of the instances in \( A \)
  - \( A' \leftarrow A \) in the coordinates space defined by \( P \)
  - \( R \leftarrow R \cup A' \)
- \( R \leftarrow R \cup \{C.\text{class}\} \)

Output: \( R \)

Fig. 1. A description of the method for transforming the data set.

“zoo” an attribute was eliminated. They were instance identifiers. This kind of attributes are not useful for learning, and in the current implementation, they cause a considerably overhead, because continuous attributes are converted to numeric. Second, for the data set “vowel”, there was an attribute indicating if the instance was for training or for testing. This attribute was eliminated. Moreover, this data set includes information of the speakers and their sex. We consider two versions, “vowel-c” and “vowel-n” using and not using this context information, because there are works that use and not use this information.

The experimental setting was the following. The number of classifiers to combine was 10. It is normal to see experimental settings with 100 base classifiers, but when using using full decision trees we think it is not a very practical setting. For each data set and ensemble method, 10 10-fold cross validations were performed. The parameters of the different methods were the default ones. For rotation-based ensembles, the number of attributes is each group was 3, the coefficient value was 1 (the number of attributes in the original and transformed data set are nearly the same).

The obtained results for the different ensemble methods, using decision trees, are shown in table 2. For the 32 data sets, in 27 the accuracy result was better
Table 1. Characteristics of the used data sets.

<table>
<thead>
<tr>
<th>data set</th>
<th>classes</th>
<th>examples</th>
<th>discrete</th>
<th>continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>anneal</td>
<td>6</td>
<td>898</td>
<td>32</td>
<td>6</td>
</tr>
<tr>
<td>audiology</td>
<td>24</td>
<td>226</td>
<td>69</td>
<td>0</td>
</tr>
<tr>
<td>autos</td>
<td>7</td>
<td>205</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>balance-scale</td>
<td>3</td>
<td>625</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>breast-cancer</td>
<td>2</td>
<td>286</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>breast-w</td>
<td>2</td>
<td>699</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>colic</td>
<td>2</td>
<td>368</td>
<td>16</td>
<td>7</td>
</tr>
<tr>
<td>credit-a</td>
<td>2</td>
<td>690</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>credit-g</td>
<td>2</td>
<td>1000</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>diabetes</td>
<td>2</td>
<td>768</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>glass</td>
<td>7</td>
<td>214</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>heart-c</td>
<td>5</td>
<td>307</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>heart-h</td>
<td>5</td>
<td>294</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>heart-statlog</td>
<td>2</td>
<td>270</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>hepatitis</td>
<td>2</td>
<td>155</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>hypothyroid</td>
<td>4</td>
<td>3772</td>
<td>22</td>
<td>7</td>
</tr>
<tr>
<td>ionosphere</td>
<td>2</td>
<td>351</td>
<td>0</td>
<td>34</td>
</tr>
<tr>
<td>iris</td>
<td>3</td>
<td>150</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>labor</td>
<td>2</td>
<td>57</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>letter</td>
<td>26</td>
<td>20000</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>lymphography</td>
<td>4</td>
<td>148</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>primary-tumor</td>
<td>22</td>
<td>239</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>segment</td>
<td>7</td>
<td>2310</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>sonar</td>
<td>2</td>
<td>208</td>
<td>0</td>
<td>60</td>
</tr>
<tr>
<td>soybean</td>
<td>19</td>
<td>683</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>splice</td>
<td>3</td>
<td>3190</td>
<td>60</td>
<td>0</td>
</tr>
<tr>
<td>vehicle</td>
<td>4</td>
<td>846</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>vote</td>
<td>2</td>
<td>435</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>vowel-c</td>
<td>11</td>
<td>990</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>vowel-n</td>
<td>11</td>
<td>990</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>waveform</td>
<td>3</td>
<td>5000</td>
<td>0</td>
<td>40</td>
</tr>
<tr>
<td>zoo</td>
<td>7</td>
<td>101</td>
<td>16</td>
<td>2</td>
</tr>
</tbody>
</table>

for our method than for bagging, an also in 27 (but not the same ones) our method was better than AdaBoost.M1. This table also shows the cases where a significant difference was found, using a paired t-test with a significance level of 5%.

For some ensemble methods, when used in conjunction with decision trees, it is recommended not to apply the pruning process [1,5]. Hence, the experiments were repeated with this condition. The obtained results are shown in table 3. Now, it is also included the method Random Forests, because it does not use a pruning step. For this method the number of base classifiers was 20, because in [4] when this method is compared to boosting, it doubles the number of base classifiers. The reason is that is much quicker to generate a random tree that using the normal methods for constructing trees.
Table 2. Obtained results for the different data sets with different methods for generating ensembles. It shows the average value and the standard deviation of the accuracy. The base classifiers are pruned decision trees. The best value for each row is marked in **boldface**. The symbols √ and × indicate, respectively, a significant difference favorable and unfavorable to our method.

<table>
<thead>
<tr>
<th>data set</th>
<th>Rotations</th>
<th>Bagging</th>
<th>AdaBoost.M1</th>
</tr>
</thead>
<tbody>
<tr>
<td>anneal</td>
<td>99.19 ± 0.89</td>
<td>98.83 ± 0.90</td>
<td><strong>99.59 ± 0.70</strong></td>
</tr>
<tr>
<td>audiology</td>
<td>80.31 ± 7.06</td>
<td>81.20 ± 7.42</td>
<td>× <strong>84.75 ± 7.44</strong></td>
</tr>
<tr>
<td>autos</td>
<td>83.30 ± 7.92</td>
<td>82.91 ± 7.16</td>
<td><strong>85.26 ± 7.06</strong></td>
</tr>
<tr>
<td>balance-scale</td>
<td><strong>90.02 ± 2.64</strong></td>
<td>√ 82.17 ± 3.26</td>
<td>√ 78.35 ± 3.78</td>
</tr>
<tr>
<td>breast-cancer</td>
<td>71.92 ± 6.36</td>
<td><strong>73.17 ± 5.55</strong></td>
<td>66.89 ± 7.33</td>
</tr>
<tr>
<td>breast-w</td>
<td><strong>97.00 ± 1.90</strong></td>
<td>√ 95.84 ± 2.24</td>
<td>96.08 ± 2.16</td>
</tr>
<tr>
<td>colic</td>
<td>84.02 ± 5.54</td>
<td><strong>85.15 ± 5.75</strong></td>
<td>81.63 ± 6.20</td>
</tr>
<tr>
<td>credit-a</td>
<td><strong>86.10 ± 3.80</strong></td>
<td>86.01 ± 3.82</td>
<td>84.01 ± 4.36</td>
</tr>
<tr>
<td>credit-g</td>
<td>73.80 ± 3.48</td>
<td>73.45 ± 3.85</td>
<td>70.75 ± 3.82</td>
</tr>
<tr>
<td>diabetes</td>
<td><strong>76.24 ± 4.93</strong></td>
<td>75.21 ± 4.62</td>
<td>√ 71.69 ± 4.80</td>
</tr>
<tr>
<td>glass</td>
<td>74.21 ± 9.60</td>
<td><strong>75.38 ± 9.38</strong></td>
<td>75.25 ± 7.59</td>
</tr>
<tr>
<td>heart-c</td>
<td><strong>81.78 ± 6.68</strong></td>
<td>78.40 ± 7.31</td>
<td>78.59 ± 6.97</td>
</tr>
<tr>
<td>heart-h</td>
<td><strong>80.25 ± 6.72</strong></td>
<td>79.23 ± 6.89</td>
<td>78.84 ± 6.98</td>
</tr>
<tr>
<td>heart-statlog</td>
<td><strong>82.37 ± 6.74</strong></td>
<td>80.74 ± 7.18</td>
<td>78.59 ± 7.15</td>
</tr>
<tr>
<td>hepatitis</td>
<td><strong>83.24 ± 8.77</strong></td>
<td>81.95 ± 8.21</td>
<td>82.38 ± 8.01</td>
</tr>
<tr>
<td>hypothyroid</td>
<td><strong>99.68 ± 0.29</strong></td>
<td>99.59 ± 0.31</td>
<td>99.65 ± 0.31</td>
</tr>
<tr>
<td>ionosphere</td>
<td><strong>93.51 ± 4.05</strong></td>
<td>91.74 ± 4.59</td>
<td>93.05 ± 3.92</td>
</tr>
<tr>
<td>iris</td>
<td><strong>95.93 ± 4.73</strong></td>
<td>94.53 ± 5.22</td>
<td>94.33 ± 5.22</td>
</tr>
<tr>
<td>labor</td>
<td><strong>90.37 ± 12.48</strong></td>
<td>81.63 ± 16.89</td>
<td>87.17 ± 14.28</td>
</tr>
<tr>
<td>letter</td>
<td><strong>95.67 ± 0.41</strong></td>
<td>√ 92.65 ± 0.58</td>
<td>95.53 ± 0.45</td>
</tr>
<tr>
<td>lymphography</td>
<td><strong>82.60 ± 8.92</strong></td>
<td>77.80 ± 10.14</td>
<td>80.53 ± 8.63</td>
</tr>
<tr>
<td>primary-tumor</td>
<td><strong>45.49 ± 6.22</strong></td>
<td>43.11 ± 6.85</td>
<td>41.65 ± 6.55</td>
</tr>
<tr>
<td>segment</td>
<td><strong>98.15 ± 0.97</strong></td>
<td>√ 97.39 ± 1.10</td>
<td>98.12 ± 0.90</td>
</tr>
<tr>
<td>sonar</td>
<td><strong>82.99 ± 8.52</strong></td>
<td>77.58 ± 8.82</td>
<td>79.13 ± 8.68</td>
</tr>
<tr>
<td>soybean</td>
<td><strong>94.36 ± 2.25</strong></td>
<td>√ 92.66 ± 3.09</td>
<td>92.83 ± 2.85</td>
</tr>
<tr>
<td>splice</td>
<td><strong>95.38 ± 1.25</strong></td>
<td>√ 94.44 ± 1.26</td>
<td>94.58 ± 1.16</td>
</tr>
<tr>
<td>vehicle</td>
<td><strong>76.89 ± 3.78</strong></td>
<td>74.87 ± 4.00</td>
<td>75.59 ± 3.99</td>
</tr>
<tr>
<td>vote</td>
<td><strong>96.46 ± 2.54</strong></td>
<td>96.32 ± 2.59</td>
<td>95.51 ± 3.05</td>
</tr>
<tr>
<td>vowel-c</td>
<td><strong>96.93 ± 1.90</strong></td>
<td>√ 89.70 ± 3.47</td>
<td>√ 92.85 ± 2.69</td>
</tr>
<tr>
<td>vowel-n</td>
<td><strong>95.55 ± 2.16</strong></td>
<td>√ 89.23 ± 3.59</td>
<td>√ 91.97 ± 2.87</td>
</tr>
<tr>
<td>waveform</td>
<td><strong>83.90 ± 1.69</strong></td>
<td>√ 81.61 ± 1.79</td>
<td>√ 81.40 ± 1.88</td>
</tr>
<tr>
<td>zoo</td>
<td><strong>92.69 ± 7.37</strong></td>
<td>93.70 ± 7.20</td>
<td><strong>96.15 ± 6.11</strong></td>
</tr>
</tbody>
</table>

Win - Loss 5 - 27 5 - 27

For the 32 data sets, rotation based ensembles are better than Bagging, Random Forest and Boosting, respectively, for 27, 25, and 24 data sets.

4 Related Works

The most similar work is [11], because it uses PCA as a mechanism for ensemble generation. For each class, it does the analysis, and then the less important
Table 3. Obtained results for the different data sets with different methods for generating ensembles. It shows the average value and the standard deviation of the accuracy. The base classifiers are unpruned decision trees. The best value for each row is marked in **boldface**. The symbol √ indicates a significant difference favorable to our method.

<table>
<thead>
<tr>
<th>data set</th>
<th>Rotations</th>
<th>Bagging</th>
<th>R. Forest</th>
<th>AdaBoost.M1</th>
</tr>
</thead>
<tbody>
<tr>
<td>anneal</td>
<td>99.21 ± 0.86</td>
<td>98.88 ± 0.92</td>
<td>99.45 ± 0.72</td>
<td><strong>99.53 ± 0.64</strong></td>
</tr>
<tr>
<td>audiology</td>
<td>80.00 ± 7.62</td>
<td>81.07 ± 8.04</td>
<td>78.29 ± 7.21</td>
<td><strong>83.37 ± 7.38</strong></td>
</tr>
<tr>
<td>autos</td>
<td>83.55 ± 8.01</td>
<td>83.45 ± 7.76</td>
<td>82.59 ± 7.92</td>
<td><strong>84.24 ± 8.00</strong></td>
</tr>
<tr>
<td>balance-scale</td>
<td><strong>90.12 ± 2.63</strong></td>
<td>81.50 ± 3.46</td>
<td><strong>81.37 ± 3.40</strong></td>
<td>76.88 ± 4.15</td>
</tr>
<tr>
<td>breast-cancer</td>
<td><strong>71.47 ± 6.61</strong></td>
<td>69.72 ± 7.39</td>
<td>68.79 ± 6.95</td>
<td>66.83 ± 8.08</td>
</tr>
<tr>
<td>breast-w</td>
<td><strong>96.97 ± 1.84</strong></td>
<td>95.82 ± 2.35</td>
<td>96.22 ± 2.22</td>
<td>96.01 ± 2.05</td>
</tr>
<tr>
<td>colic</td>
<td>83.64 ± 5.27</td>
<td>84.72 ± 5.80</td>
<td><strong>85.29 ± 5.58</strong></td>
<td>81.14 ± 6.33</td>
</tr>
<tr>
<td>credit-a</td>
<td><strong>86.12 ± 3.83</strong></td>
<td>85.13 ± 4.00</td>
<td>85.97 ± 3.50</td>
<td>84.13 ± 3.98</td>
</tr>
<tr>
<td>credit-g</td>
<td>73.71 ± 3.52</td>
<td>72.22 ± 3.96</td>
<td><strong>74.94 ± 3.54</strong></td>
<td>71.75 ± 4.58</td>
</tr>
<tr>
<td>diabetes</td>
<td>76.09 ± 4.83</td>
<td>75.35 ± 4.55</td>
<td>76.03 ± 4.21</td>
<td>72.47 ± 5.20</td>
</tr>
<tr>
<td>glass</td>
<td>73.84 ± 9.62</td>
<td>75.10 ± 9.14</td>
<td><strong>78.41 ± 8.72</strong></td>
<td>75.72 ± 9.13</td>
</tr>
<tr>
<td>heart-c</td>
<td><strong>81.84 ± 6.63</strong></td>
<td>77.88 ± 7.09</td>
<td>81.21 ± 6.91</td>
<td>78.49 ± 7.22</td>
</tr>
<tr>
<td>heart-h</td>
<td>79.60 ± 6.81</td>
<td>78.59 ± 7.84</td>
<td><strong>80.62 ± 6.64</strong></td>
<td>79.02 ± 7.42</td>
</tr>
<tr>
<td>heart-statlog</td>
<td>82.04 ± 6.54</td>
<td>80.33 ± 7.53</td>
<td>81.07 ± 6.86</td>
<td>79.48 ± 7.89</td>
</tr>
<tr>
<td>hepatitis</td>
<td>83.45 ± 9.02</td>
<td>82.15 ± 8.47</td>
<td>83.36 ± 7.66</td>
<td>82.23 ± 8.20</td>
</tr>
<tr>
<td>hypothyroid</td>
<td>99.67 ± 0.28</td>
<td>99.61 ± 0.33</td>
<td><strong>99.27 ± 0.47</strong></td>
<td>99.65 ± 0.30</td>
</tr>
<tr>
<td>ionosphere</td>
<td>93.51 ± 3.98</td>
<td>91.88 ± 4.49</td>
<td>93.17 ± 3.95</td>
<td>92.80 ± 3.89</td>
</tr>
<tr>
<td>iris</td>
<td>96.13 ± 4.56</td>
<td>94.40 ± 5.34</td>
<td>94.53 ± 4.96</td>
<td>94.27 ± 5.10</td>
</tr>
<tr>
<td>labor</td>
<td>90.53 ± 12.27</td>
<td>83.50 ± 16.91</td>
<td>88.23 ± 13.55</td>
<td>87.53 ± 14.39</td>
</tr>
<tr>
<td>letter</td>
<td>95.72 ± 0.41</td>
<td><strong>92.80 ± 0.58</strong></td>
<td><strong>95.39 ± 0.49</strong></td>
<td>95.45 ± 0.49</td>
</tr>
<tr>
<td>lymphography</td>
<td>82.25 ± 9.03</td>
<td>78.54 ± 9.67</td>
<td>82.36 ± 9.13</td>
<td><strong>82.70 ± 10.17</strong></td>
</tr>
<tr>
<td>primary-tumor</td>
<td>44.81 ± 6.60</td>
<td>42.60 ± 6.44</td>
<td>43.19 ± 6.82</td>
<td>42.04 ± 6.99</td>
</tr>
<tr>
<td>segment</td>
<td>98.17 ± 0.97</td>
<td><strong>97.43 ± 1.10</strong></td>
<td>97.86 ± 0.89</td>
<td><strong>98.27 ± 0.81</strong></td>
</tr>
<tr>
<td>sonar</td>
<td><strong>83.04 ± 8.58</strong></td>
<td>77.54 ± 8.58</td>
<td>82.56 ± 8.79</td>
<td>80.24 ± 9.85</td>
</tr>
<tr>
<td>soybean</td>
<td><strong>93.92 ± 2.45</strong></td>
<td>91.57 ± 3.16</td>
<td>92.82 ± 2.92</td>
<td>92.45 ± 2.68</td>
</tr>
<tr>
<td>splice</td>
<td><strong>95.37 ± 1.24</strong></td>
<td><strong>94.22 ± 1.19</strong></td>
<td><strong>93.44 ± 1.57</strong></td>
<td><strong>94.05 ± 1.28</strong></td>
</tr>
<tr>
<td>vehicle</td>
<td>76.90 ± 3.69</td>
<td>75.02 ± 3.88</td>
<td>75.45 ± 4.08</td>
<td>76.66 ± 3.90</td>
</tr>
<tr>
<td>vote</td>
<td>96.39 ± 2.64</td>
<td><strong>96.57 ± 2.45</strong></td>
<td>96.11 ± 2.67</td>
<td>95.05 ± 3.17</td>
</tr>
<tr>
<td>vowel-c</td>
<td><strong>96.96 ± 1.90</strong></td>
<td>91.04 ± 3.39</td>
<td><strong>96.72 ± 1.99</strong></td>
<td><strong>94.22 ± 2.45</strong></td>
</tr>
<tr>
<td>vowel-n</td>
<td><strong>95.59 ± 2.16</strong></td>
<td>89.38 ± 3.54</td>
<td>94.56 ± 2.69</td>
<td><strong>91.96 ± 2.51</strong></td>
</tr>
<tr>
<td>waveform</td>
<td><strong>83.94 ± 1.70</strong></td>
<td>81.61 ± 1.77</td>
<td>83.38 ± 1.72</td>
<td><strong>81.39 ± 1.74</strong></td>
</tr>
<tr>
<td>zoo</td>
<td>93.00 ± 7.18</td>
<td>93.90 ± 7.10</td>
<td>96.55 ± 5.49</td>
<td><strong>96.75 ± 5.61</strong></td>
</tr>
</tbody>
</table>

| Win - Loss       | 5 - 27   | 7 - 25   | 8 - 24   |

The principal difference is that in our case, the PCA is done for groups of attributes, not for all the attributes. Another difference it that in that work PCA is used only for one of the classes, in our case it is done for a subset of the components are discarded. The number of components to keep is a parameter of the method. Although the analysis has been done using only one of the classes, the transformed data set is used for obtaining a classifier that discriminates among all the classes. The number of classifiers in the ensemble is limited to the number of classes, but the base classifiers can also be ensembles.
classes. In this way, if the number of classes is not very small, there are a lot more cases for our method.

The last difference is that we consider all the components, none is discarded \textit{a priori} (although is the classification method performs feature selection, as is the case for decision trees, some could be discarded \textit{a posteriori}). PCA was designed for dimensionality reduction, so it appears a bit strange to keep all the components. The reasons are that PCA is a not supervised method, the class of each instance is not considered in the analysis. Hence, the non principal components can be indispensable for discriminating the classes. The danger of discarding important components is even greater if PCA is applied to a subset of the classes.

5 Conclusions and Future Work

A novel method for generating ensembles of classifiers has been presented. It is relatively simple, it only consists on grouping the attributes of the data sets in subgroups and the application of axis rotations for each subgroup. In this way, a new data set is obtained.

The experimental results show the method superiority, when using decision trees as base classifiers, compared to Bagging, Random Forest and AdaBoost.M1. It is somewhat surprising that the results of the method were better than the results for boosting, because it appears to be rather more elaborated, and with a most solid theoretical basis. Nevertheless, it must be pointed out that there are a lot of Boosting variants, and the one used is one of the most well-known but also one of the oldest. The reason for using that version was that it was the one available in WEKA. One of the features of boosting, not present in neither our method nor Bagging is the ability of obtaining \textit{strong} classifiers from \textit{weak} ones, such as decision stumps. On the other hand, Bagging and our method allow the construction of the base classifiers in parallel.

Apart from the number of base classifiers, the presented method has two parameters. First, the number of attributes present in each group. Second, the coefficient between the final and the original number of attributes. For the reported experiments these parameters were fixed. The number of attributes in each group was 3 and the number of attributes was the same in the original and in the transformed data sets. These parameters could be optimized for each data set using cross validation, but this approach is computationally intensive. Hence, it would be useful some heuristic rule for assigning values to these parameters.

Moreover, if the number of attributes is not the same in the original and final data sets, then the method could be useful for those methods that are rotation-invariant, because if the number of attributes is different, the model generated by the classification method can be different.

The experimental validation has been limited to classification problems. Apparently, the method can be also used for regression problems, if the base regression method is not invariant to rotations, as is the case for regression trees.

The presented method is compatible with another ensemble methods. First, the base classifier for an ensemble method can be another ensemble method. For
instance, it could be possible to use the presented method using bagging as base classifier. In this way, it could be possible to combine 100 decision trees, but applying the PCA procedure only 10 times. This can be useful because the PCA procedure is slower than resampling, the used strategy for Bagging.

Second, it is possible to apply several transformations to the original data set. For instance, resample and then the presented method. In this way, the two ensemble methods are not used hierarchically, but simultaneously. Then, it is necessary to study the possible usefulness of some of these combinations.
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Abstract. Intelligent Tutoring Systems apply techniques which evolve from the Artificial Intelligence to the development of computer-assisted educational systems. In most cases these techniques are based on the use of expert knowledge whose acquisition can involve a weak point in its construction process. This aspect significantly hinders the generalization of its use. This article describes a tool named SACEME which has been developed to tackle with the previous problem and applied to a particular domain with a system which suffered from this lack.

Introduction

Intelligent Tutoring Systems (ITS) apply techniques of Artificial Intelligence to the development of computer-assisted learning systems. These systems incorporate the capacity of dynamic adaptation to the development of the student’s learning process, analyzing the learner's behavior to determine and to apply the most appropriate instructional strategies at every moment [1].

One of the important aspects in the development of ITS is Planning [2]. Planning is necessary when structuring the domain to study. This means that it is necessary to provide the system with the means required to represent the knowledge in a clear way, thus avoiding any kind of ambiguity that can interfere in the learning process. The plan includes a series of instructional activities in order to get the previously established learning objectives.

In addition, collaborative learning environments commit the learners to realize the cognitive and metacognitive activities contributing this way to the shared development of all the members in the group. In these environments individual as well as social tasks are approached, in which it is also necessary to analyze the achievements reached to plan and to direct the learning process automatically [3].

In the last years the ITS have surpassed the status of laboratory prototypes and they are now installed in classrooms, work places, and even on the Internet. However, they are difficult and expensive to build, which is an obstacle to generalize their use [1]. In order to foster the installation of these systems it is necessary to build authoring tools to facilitate the development of ITS to people with no experience in Knowledge Engineering.
Researchers in the field of Programming by Examples have demonstrated that it is possible to obtain and to infer knowledge from diverse domains in order to build abstractions from the manipulation of objects [4,5]. We can mention the systems RIDES [6] and Demonstr8 [7] as actual examples of authoring tools that use techniques of Programming by Examples to infer general procedures from examples specified by the user.

In this article we describe some of the characteristics of a tool that we call SACE-ME and that has been developed to capture experts’ procedural knowledge in the teaching of the design of installations for the integral automation of housings and buildings (Domotics). This knowledge is used to guide the work that groups of learners carry out in an environment of collaborative learning of design [8,9].

In the following section the domain and the learning context on which we place our investigation are introduced, and we describe the system that has been developed to improve the teaching and learning process. Subsequently, we describe the expert knowledge that this system uses and how it is represented. Next, the characteristics of the tool developed to capture this knowledge are described, and finally, some conclusions of this work are drawn.

Domotics and the Teaching of Domotical Design

The term Domotics (Home Automation) is associated to the set of elements that, installed, interconnected and automatically controlled at home, release the user from the routine of intervening in everyday actions and, at the same time, they provide optimized control over comfort, energetic consumption, security and communications.

In Spain, the current “Formación Profesional” (Technical Training) outlined in the LOGSE takes into account certain professional profiles where the learning of Domotics is considered a necessity. Some training cycles of Electricity and Electronics focus on the study of the design and maintenance of single installations and of the automation of buildings dedicated to housings, as well as of the design of systems of automatic control for housings and buildings. In this area, the learning of the design of domotical facilities acquires a remarkable complexity and has a fundamental role.

In this kind of training, the realization of practical works is very important. However, the material required to carry out these works is usually very expensive and in many cases its availability is low. This problem increases since it is difficult to bring the student to real situations, to reproduce accidents and to deal with chaotic situations which can happen in the real world and whose design should be taken into consideration.

In order to alleviate this problem a distributed environment of domotical design was developed providing support for collaborative distance learning. The system, named DomoSim-TPC, is used to the configuration, realization, search, analysis and storage of activities of collaborative learning. With the inclusion of this system in the teaching of Domotics in Secondary Education, the educational protocol followed has been slightly modified.

As Figure 1 shows, using the DomoSim-TPC system, the activities of practical learning of the domotical design are structured in three clearly differentiated stages. In each of them diverse cognitive exercises are carried out and approached, and repre-
sentations of expert knowledge are used. Next, these stages are described concisely and the most outstanding tasks carried out in each of them are pointed out:

1. Planning a design strategy. In this stage the learners, in an individual way, meditate, plan and define the steps that determine the strategy to follow to build the model that satisfies the requirements specified in the problem formulation. That is to say, they define the solution and the form of reaching it. In this process the user’s actions can be driven by the system. For such purpose there is a tool named PlanEdit [10] which, by using an intermediate and abstract representation to specify the design and with expert knowledge represented in form of optimal plans of design, adapts to the learner’s performance and advises them on which actions would be the best to approach at every moment. The justification of the tool used at this stage is due to the results obtained in diverse experiences carried out with real users [11].

2. Discussion, argumentation and search of agreement in the features of the design plans individually built. At this stage two cognitive practices are developed: designing and collaborating. The participants discuss on the solution, on their way and the steps taken to carry out in order to obtain it. This way, at this stage a proposal will be obtained, reflecting the viewpoint of each participant. Here the representations of knowledge used are the same as at the previous stage. This is done in order to determine whether the previous discussion derived from the models built is justified or, on the contrary, it does not lead to anything positive. That is to say, the system can intervene limiting the possibilities of participation in the dialogue process trying to lead the discussion. Both stages constitute what we call Collaborative Planning of Design [12].

3. Detailed design and simulation in group. Before checking the validity of the proposed model, the learners should detail and organize the attributes associated to the objects of the model. This task is carried out by means of a tool, which is also collaborative, based on the direct manipulation of the domain objects [13]. Later on, the students consider the hypotheses and simulation cases that should be check by means of the Collaborative Simulation of the behavior of this model.

Fig. 1. Stages and tasks of domotic design learning carried out in an experience with DomoSim-TPC.
Knowledge Representation Using Plans in DomoSim-TPC

The DomoSim-TPC environment uses expert knowledge from previous experience of some trainers and technicians in Domotics. This is applied to several tools, especially to the Planning of Design tool [10]. This knowledge is represented by means of plans associated to each general type of problem.

We classify the design problems in Domotics in categories depending on certain similarities in the procedures developed for their resolution, the elements required and the context. For each of these categories we have defined a general strategy of resolution that we call General Plan of Design (GPD). This way, a GPD is a set of interrelated generic actions of design that outlines the construction of the solution of a design problem. Some of these can only be obligatory, while others being optional, even some can be advisable regarding the quality of the final solution built. Among the actions of a GPD a precedence relationship imposing restrictions and obligations is set up. Before handling an action others should have been dealt with. Also, the fact of approaching an action could make others necessarily be carried out. For example, it is not possible to link two elements if one of them has not still been inserted. But if the connection could be established, then it is necessary to define its characteristics.

Thus, a GPD is a sequence of elements in the following way:

\[
\langle \text{action} \rangle : \langle \text{type} \rangle : \langle \text{requirements} \rangle : \langle \text{influences} \rangle
\]

\langle \text{action} \rangle identifies an action, \langle \text{type} \rangle indicates if it is obligatory, advisable or optional, \langle \text{requirements} \rangle enunciates the actions that should be carried out to be able to approach this one in particular and \langle \text{influences} \rangle makes reference to those actions that should be carried out as a consequence of the realization of the current action.

A problem, although it may be included in a certain category with an associate GPD, has a particular characterization that conditions its solution. These particularities are specially important if the system is aimed at following the user's performance to guide them in their work. Therefore, it is necessary to have a specific strategy relative to a particular problem and that can be obtained in a systematic way from the category in which the problem is framed. Therefore, we define the Optimal Plan of Design (OPD) as the sequences of actions that represent possible valid solutions to a particular problem. The OPD is obtained from the GPD and from the characteristics or parameters that make a problem specific. For this instantiation it is necessary to provide the GPD with a set of rules of the type:

\[
\text{IF } \langle \text{parameter} \rangle \text{ THEN } \langle \text{modifyAction} \rangle
\]

Where \langle \text{parameter} \rangle is one of the parameters specific to a problem, and \langle \text{modifyAction} \rangle makes reference to a modification to apply some of the actions defined in the GPD. When applying these rules to a GPD, the OPD is obtained.

It is necessary to remark that we do not try to determine which the optimal solution to a design problem is. We simply register the expert's view-point, and therefore, we only want to represent what, according to his/her approach, it is the best way of solving the problem. This representation, in the form of a plan, can be studied and valued as a directed graph, where the nodes are actions, the arcs indicate precedence and the weight indicates the cost associated to the choice of an action, that is to say, the form in which the complexity of the solution increases [10].

We should remember that the purpose of this knowledge is to guide the learners while they are solving a proposed problem. The system does this by dynamically
checking if the solution and its construction mechanism are valid. This is done by registering, in plan form, the actions that the user carries out. The learner's plan is compared with the OPD calculated for the problem and using the conclusions obtained, the system can show messages of mistake, suggestion or reinforcement help to direct the student towards a good solution [10]. The system even evaluate the solution that the student outlines, identifying it as one of the paths of the graph. Thus, the best solution is defined as the minimum cover tree of this graph.

With this position it is necessary to have an authoring tool to capture the experience of experts in the teaching of domotics design and to represent it as design plans, that is to say, to obtain the GPD for each generic problem and the particular aspects to automatically generate the OPD for a specific problem. Our decision has been to develop SACEME as a tool designed jointly with the participation of the final users (user-centred design to guarantee its usability) and based on ideas of the Programming by Examples paradigm. Next, we describe the most representative characteristics of SACEME.

**Tool for the Automatic Acquisition of Design Plans**

SACEME is proposed as a tool for facilitating the automatic acquisition of design plans, modelled as previously described. That is, to help the authors to express and to understand their knowledge and experience of the domain. Thus, the first premise is to have an important semantic wealth for the visualization of the knowledge. Therefore, the user interface will require an intensive design and programming work, trying to solve the lack of authoring tools in the construction process of a ITS [1]. According to this, the interface has been structured as a design environment close to the CAD 1 tools used in the industry. To this environment a graph representation of acquired knowledge has been included. This representation is named *graph of actions*.

**Design Environment**

This tool allows the experts to express the actions they carry out in order to build the solution to a problem. Additionally, it verifies that the model built is coherent from the viewpoint of the problem formulation. For this purpose, implicit expert knowledge is used.

The implicit knowledge consists of rules obtained from the restrictions and necessities specified in the problem and from previous experiences. When the user carries out a design action (to insert or to eliminate an object, to link objects, etc.) the tool check that the established elementary restrictions are satisfied. Thus, we intend to make sure that the quality is kept. The tool uses mechanisms which check the information created to assure their accuracy, consistency, integrity and effectiveness. At the same time, certain flexibility is allowed in the strategy. The author can act freely, but the aforementioned restrictions have to accomplished. That is to say, a restricted flexibility is offered. This approach is used in other systems such as Expert-CML [14] or REDEEM [15]. The professionals who use SACEME are familiarized with CAD systems. This is the reason why the environment includes part of the functionality of a CAD tool. This can be seen in figure 2, which shows the user interface.

---

1 Computer Assisted Design
Graph of Actions

In order to complete and refine the knowledge acquisition and, at the same time, to have a visualization of the actions carried out by the expert, a graph is used. This representation is generated automatically as a consequence of the actions carried out on the design environment. At least, all graphs of actions should have two nodes representing the actions of initialization and finalization of the design, and an arc linking both nodes. Starting from this minimum graph, new nodes and arcs will be added or eliminated, depending on the actions carried out on the design environment or directly interacting with the graph of actions. Each node represents a design action including information relative to the action type, to the object affected, to the scenario in which it is applied, etc. This information is represented on the node by using similar icons to those used in the design environment. The arcs indicate relationships and dependencies among the design actions. When an action is carried out in the design environment, it will always be a continuation of other actions previously carried out, and it will be part of the requirements of such action. Then arcs will be created linking the action carried out to the nodes of the previous actions. In the same way, given an action and using implicit knowledge (implications of the action) the tool can determine the nodes directly depending on the preceding one. Thus, the graph of actions reflects the mechanisms and strategies inferred from observing the design that the expert directly carries out with the editor of the design environment.

An arc has information about its weight or cost. If from a node several arcs leave toward other nodes then each arc represents an alternative to continue with the design. In the expert's opinion it can have better and worse alternatives. The cost of the arc gives value to these alternatives. This way, the tool can determine which the best design strategy is. This strategy is the path starting from initial node to the final node, which is a minimum value for the sum of the cost of all the arcs.

All the design actions carried out using the design environment are automatically registered and dynamically reflected in the graph of actions, and vice versa. The tool shows the graph of actions and a partial view of the design environment (see figure 3). On the right, when a node of the graph is selected, the state of the design after approaching the action represented in this node is shown. This way, the author can obtain a historical vision of the design, allowing them to think about their work.
addition, the author can propose other alternatives starting from the node selected (the currently represented state).

The nodes have an associated state defined as obligatory, advisable or optional. This state represents the character of the action associated to this node. By default, all nodes are obligatory, but the author can modify this state. It is necessary to define how the change of a node affects the rest of the nodes depending on it. For that purpose, we have defined a set of rules that spread the consequences of these changes along the whole graph of actions. For example, when changing a node from obligatory to optional, all the nodes depending on it will become optional, or when the change is from advisable to obligatory, the nodes depending on it as well as the nodes which it depends upon will become obligatory. This way, multiple strategies and alterations are defined. These alterations will always make reference to definitions and specific parameters of the problem to be solved.

Generating the Graph of Actions

The graph of actions is dynamically generated from observing the user’s performance. This process is based on the definition of a set of generic design actions which we consider significant (insert, link, etc.). Our objective is to obtain different organizations of these actions, and also of the objects they affect.

A first organization is the sequence followed by the expert to make the design. But it constitutes a not very flexible sequence of actions. Another alternative consists in identifying the objects being inserted and in combining possible organizations of the generic design actions affecting them.

In order to determine possible organizations of the sequence of objects inserted, we identify subsystems as associations of objects and we consider that: (a) objects of a subsystem can be inserted in any order; (b) the subsystems are grouped in systems; (c) the tool can use information from the problem formulation to automatically extract restrictions about the order in which the design of each system should be carried out. Therefore, the method to generate the graph of actions is as follows: (1) to identify design patterns; (2) to determine the affected system and subsystem; and (3) to generate all possible alternatives as a result of determining the sequences of inserted objects and the valid sequences of generic design actions which can affect them.
**Integrating into DomoSim-TPC**

The objective pursued with SACEME is to acquire knowledge and represent it by using plans. These plans must be integrated in DomoSim-TPC to guide the learners when participating in learning activities based on problem solution.

![Diagram](image)

**Fig. 4.** Process of final representation of the knowledge acquired with SACEME.

In order to facilitate this integration we use XML and XLST technologies so that the acquired knowledge is processed and represented by using XML. Later, style sheets based on XLST are used to convert it into HTML. This way we can visualize it directly on any web browser. Also SACEME uses a style sheet to transfer the previous XML document into information that is directly integrated in the knowledge databases of DomoSim-TPC. These knowledge databases are supported by a relational database management system. Starting from the XML documents and using the appropriate styles, very diverse representations can be obtained. Thus, it is possible to integrate the knowledge acquired with other systems allowing the use of other techniques to visualize and present it in other devices with more restrictions in its user interface (see figure 4).

**Conclusions**

In this work we have approached the development of a tool for knowledge acquisition with the aim of integrating it in an environment of computer-supported collaborative learning of design. The knowledge is acquired by observing the performance of the experts in an environment that allows them to interact as they usually do. From this interaction information is obtained, organized and represented in form of a design plan. These plans are structured as graphs that can be visualized. They are even interactive, allowing the expert to realize the implications on the design of the changes carried out directly on the design plan (graph) and vice versa. Moreover, the graph displays the sequence of design actions carried out. The user can introduce other al-
ternatives and evaluate them in terms of their quality. We have carried out an important effort in the visualization of the acquired knowledge and we offer the possibility to interact directly on this knowledge, adopting the metaphor of design actions carried out to build design plans. This approach can be adopted in systems that use cognitive representations in the form of plans for the teaching model and for the model of the domain. Especially, it is directly applicable to systems such as DomoSim-TPC which approach the teaching of design in any discipline, using a derived instruction model of the problem-based learning and a representation of the domain in the form of plans.

SACEME has been used to obtain over 30 plans (GPDs) for generic problems. These plans have been integrated directly in DomoSim-TPC. It has been installed in centers of professional training for the realization of over 70 activities of collaborative learning of the design. These activities outlined the resolution of specific problems and their concrete solution strategies were generated (OPDs), with several valid alternatives and evaluated according to the opinion of the experts.

Currently, we are hoping to extend the representation of the GPDs and OPDs outlined so that, in the phase of the argumentative discussion with DomoSim-TPC, structures of social behavior and their implication on the ways to solve a design problem can be taken into consideration and evaluated. This extension should make us think about the technique to apply in order to automatically obtain this information relative to the form in which people work together to carry out a task (for example, to solve a complex problem of design).
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Abstract. The feature selection problem in the field of classification consists of obtaining a subset of variables to optimally realize the task without taking into account the remainder variables. This work presents how the search for this subset is performed using the Scatter Search metaheuristic and is compared with two traditional strategies in the literature: the Forward Sequential Selection (FSS) and the Backward Sequential Selection (BSS). Promising results were obtained. We use the lazy learning strategy together with the nearest neighbour methodology (NN) also known as Instance-Based Learning Algorithm 1 (IB1).

1 Introduction

Instance-Based Learning (IBL) [1] is an inductive learning algorithm that generalizes tasks by storing available training instances in memory. The purpose of the classification problem, given a set of cases or instances of a known class, is to classify other cases of which only the features or variables are known. A similarity measure is needed between cases [11] for which the set of available features is used. However, not all of the variables that describe the instances provide the same quality of information; some of them do not significantly contribute and can even degrade the information.

The purpose of the feature selection problem is to obtain the subset of these features which optimally carry out the classification task. An appropriate feature selection affects efficiency, because is cheaper to measure only a subset of features, and accuracy, which might be improved by removing irrelevant features. This is of special interest in those problems with a large number of cases and features.

These problems are NP-hard [6]. Thus it is impossible to explore the whole solution space. The metaheuristics provide procedures for finding solutions with
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reasonable efficacy and efficiency. The application of evolutive procedures such as Genetic Algorithms [4] are described in the literature, but, to our knowledge, the Scatter Search (SS) has not been applied. In this work we analyse the SS metaheuristic in this problem, comparing its performance with two traditional strategies: the Forward Sequential Selection (FSS) and the Backward Sequential Selection (BSS).

In the next section we introduce the feature selection problem with a formal description of the problem and the most common solution strategies. In section 3 we describe the main elements of the Scatter Search metaheuristic in the application to this problem. The outcomes of the computational experience are shown in section 4 for several data sets and motivate our conclusions, shown in section 5.

2 The Feature Selection Problem

In the Feature Selection Problem there are two general approaches: the filter and the wrapper strategies. The first approach is characterized by the application of a different methodology in the training and test phases. The wrapper applies the same algorithm in the entire process. In the filter approach, the relevant algorithm FOCUS [3] examines the entire subset of features selecting those that minimize the number of features among those classifying correctly all of the training instances. Another relevant algorithm is Relief, which is a random algorithm that assigns a weight to each feature based on the two nearest cases.

The second approach consists of two traditional strategies: the FSS strategy and the BSS strategy. FSS starts with an empty subset of features and iteratively adds the best feature as it improves the solution. BSS starts with the whole set of features and iteratively removes the worst feature while it improves the solution. This last strategy provides less efficient procedures [6].

The formal description of the problem is as follows. Let \( A = \{a_i : i = 1, \ldots, n\} \) be a set of \( n \) cases (instances or objects) each one described by \( d \) features (or attributes) \( \{X_j\}_{j=1}^{d} \) where each feature can be nominal or numeric. Each case is described by a vector \( a_i = (a_i1, \ldots, a_id) \) and \( a_{ij} \) corresponds to the value of feature \( X_j \) in the case \( a_i \). Moreover, each case \( a_i \) belongs to a class labelled as \( a_i(c) \). The purpose of the classification problem is to obtain the label of the instances using only a subset of features. Therefore the objective of our problem is to find the subset of features \( S = \{X_{ij} : j = 1 \ldots m\}, m \leq d \) that classifies best.

The classification task using the nearest neighbor approach is carried out by assuming the existence of a set of cases with known class labels (training set) and another set of cases with unknown class labels (test set). The information provided by the training set is used to find the optimal set of features \( S = \{X_{ij} : j = 1, \ldots, m\} \) to classify. To measure the quality of the classifier (subset of features and classification strategy) we consider the accuracy of the classification as the objective function, \( f \). The associated optimization problem is to find the subset \( S \subseteq \{X_j : j = 1, \ldots, d\} \) such that \( f(S) \) is maximized.

Several methods can be considered when measuring accuracy of the algorithms when a set of classified cases is given. A method widely used in the lite-
rature is the $k$-fold cross validation that is described as follows. We consider a total set of cases $T$ divided into $k$ parts of the same size, $T_1, \ldots, T_k$ and $k$ executions of the algorithm are performed. In the $i$-th execution the set $T_i$ is taken as the test set and the union of the remainder subsets, $\bigcup_{j \neq i} T_j$, as training set. In [5] and [2] the method known as “5x2vc” is recommended, which consists in applying the cross validation with $k = 2$ for 5 different orderings of the data base. Such a procedure is also used in the training phase. The IB1 methodology is applied which implies classification by the class of the nearest neighbor [1].

The dissimilarity function between cases applied to determine the nearest neighbor is the distance function HEOM (Heterogenous Euclidean-Overlap Metric) [11]. The distance between two cases $a_k$ and $a_m$, using the subset of features, $S \subseteq \{X_j : j = 1 \ldots d\}$, is defined as

$$d_{HEOM}(a_k, a_m) = \sum_{X_j \in S} d_j^2(a_k, a_m)$$

with

$$d_j(a_k, a_m) = \begin{cases} 1 & \text{if } a_{kj} \text{ or } a_{mj} \text{ are unknown} \\ d_s(a_{kj}, a_{mj}) & \text{if } X_j \text{ is nominal} \\ d_r(a_{kj}, a_{mj}) & \text{if } X_j \text{ is numeric} \end{cases}$$

where $d_s$ is the overlap and $d_r$ is the normalized rectilinear distance that is defined by:

$$d_s(a_{kj}, a_{mj}) = \begin{cases} 1 & \text{if } a_{kj} = a_{mj} \\ 0 & \text{otherwise} \end{cases}$$

and

$$d_r(a_{kj}, a_{mj}) = \frac{|a_{kj} - a_{mj}|}{\max_j - \min_j}$$

where $\max_j$ and $\min_j$ are the maximum and minimum values of the feature $X_j$ observed in the training set.

The two traditional hill-climbing strategies, FSS and BSS, improve iteratively the selected subset but they differ in the initial set of features. The first strategy starts with an empty set and at each iteration it adds a feature in case of improvement. The second one starts with the whole set of features and at each iteration removes a feature if there is an improvement. The procedure is as follows:

- **Forward Subset Selection (FSS)**
  1. Initialize the set of features $S = \emptyset$.
  2. For each feature $X_j \notin S$, calculate $f(S \cup \{X_j\})$. Let $j^*$ be such that $f(S \cup \{X_{j^*}\}) = \max_j \{S \cup \{X_j\}\}$ and $S^* = S \cup \{X_{j^*}\}$. If $f(S^*) > f(S)$, take $S = S \cup \{X_{j^*}\}$ and repeat step 2. Otherwise, stop.

- **Backward Subset Selection (BSS)**
  1. Initialize the set of features $S = \{X_j : j = 1, \ldots, d\}$.
  2. For each feature $X_j \in S$, compute $f(S \setminus \{X_j\})$. Let $j^*$ be such that $f(S \setminus \{X_{j^*}\}) = \max_j \{S \setminus \{X_j\}\}$ and $S^* = S \setminus \{X_{j^*}\}$. If $f(S^*) > f(S)$, take $S = S \setminus \{X_{j^*}\}$ and repeat step 2. Otherwise, stop.
3 Scatter Search

The Scatter Search [8] is a recent evolutionary strategy that has been applied successfully to a wide range of optimisation problems. It starts with a population of solutions from which a subset of solutions are selected for the reference set $RefSet$ that evolves by intensification and diversification mechanisms. The solutions of this set are combined to generate new solutions to update the reference set. The combination of the solution in the scatter search is guided and not random, unlike genetic algorithms. Another important difference is that the reference set that evolves in the scatter search is smaller in size than the usual populations in evolutive algorithms.

Figure 1 shows pseudocode of the scatter search.

```plaintext
procedure Scatter Search
begin
  GeneratePopulation(InitPop);
  GenerateReferenceSet(RefSet);
  repeat
    repeat
      SelectSubSet(SubSet);
      CombinationMethod(SubSet, S);
      ImprovingMethod(S, $S^*$);
    until (StoppingCriterion 1);
    UpdateReferenceSet(RefSet);
  until (StoppingCriterion 2);
end.
```

Fig. 1. Scatter Search Pseudocode

In order to generate the initial population we use a procedure similar to those used in the constructive phase of the GRASP (Greedy Randomize Adaptive Search Procedure) [12].

The elements of the scatter search in the application to feature selection problem are implemented in the following way:

1. Generation of the population:
   The initial population $InitPop$ is constructed by generating solutions from the application of the following procedure until the previously fixed size is reached.
   (a) Do $S = \emptyset$.
   (b) For each feature $X_j \in X \setminus S$, calculate the accuracy with which $S_j = S \cup \{X_j\}$ classifies in the training set using the 5x2 cross validation.
   (c) The restricted candidate list, $RCL$, to the constructive phase of GRASP is constructed by cardinality and it is compounded by the $|RCL|$ best features according to the value $f(S_j)$.
   (d) Select randomly a feature in $RCL$. Let $X_{j^*}$ be such feature.
   (e) If by adding $X_{j^*}$ to $S$ it improves the accuracy of the partial solution then do $S = S_{j^*}$ and go to step (b). Otherwise, stop.
2. **Generation of the reference set:**

The reference set, $\text{RefSet}$, is generated in two phases. The first phase includes the $\frac{1}{2} |\text{RefSet}|$ solutions of the population with the best values of the objective function $f$. Then the most diverse solutions with respect to the reference set are added, until the $|\text{RefSet}|$ size is reached, by using the following procedure in the second phase:

(a) Let $C$ be the set of all the features that belongs to any solution of the reference set.

(b) For each solution $S$ of the population that is not in the reference set, calculate the diversity degree $\text{Div}(S, C)$.

(c) Let $S^*$ be the solution with the highest diversity degree.

(d) Add $S^*$ to the reference set.

The diversity degree between a solution $S$ and the set of features $C$ is defined as:

$$\text{Div}(S, C) = |(S \cup C) \setminus (S \cap C)|$$

3. **Selection of the subset:**

All subsets of two solutions of the reference set are selected (i.e., the inner loop of the pseudocode of Figure 1 is repeated for all the subsets with size 2 (stopping criterion 2)). The combination method is applied to each subset and is described in the next subsection. Note that in the first iteration it is necessary to apply the combination method to all the subsets. However, in later iterations it is only necessary to apply this method to the subsets not considered in previous iterations. This method increases efficiency.

4. **Combination Method:**

Given two solutions $S_1$ and $S_2$, the combination method generates two new solutions, $S'_1$ and $S'_2$, as follows:

(a) Include in $S'_1$ and $S'_2$ the features that are in $S_1$ and in $S_2$; i.e., $S'_1 = S'_2 = S_1 \cap S_2$. Let $C = (S_1 \cup S_2) \setminus (S_1 \cap S_2)$.

(b) For each feature $X_j \in C$ calculate $f(S'_1 \cup \{X_j\})$ and $f(S'_2 \cup \{X_j\})$.

(c) Let $j^*_1$ and $j^*_2$ be features such that $f(S'_1 \cup \{X_{j^*_1}\}) = \max_j \{f(S'_1 \cup \{X_j\})\}$ and $f(S'_2 \cup \{X_{j^*_2}\}) = \max_j \{f(S'_2 \cup \{X_j\})\}$ respectively.

(i) If $f(S'_1 \cup \{X_{j^*_1}\}) > f(S'_1)$ and $f(S'_2 \cup \{X_{j^*_2}\}) > f(S'_2)$ update the solution of which the feature $X_{j^*}$ has an associated value of the objective function corresponding to $f = \max\{f(S'_1 \cup \{X_{j^*_1}\}), f(S'_2 \cup \{X_{j^*_2}\})\}$, do $C = C \setminus X_{j^*}$ and go to step (b). If $f^*_1(S'_1 \cup \{X_{j^*_1}\}) = f^*_2(S'_2 \cup \{X_{j^*_2}\})$, the feature is added to the partial solution with fewer features.

(ii) If only one of the solutions, $S'_1$ or $S'_2$, improves then add the corresponding feature, do $C = C \setminus X_{j^*}$ and go to step (b).

(iii) Otherwise, stop.

5. **Improving method:**

We initially applied iteratively the FSS and BSS strategies as long as any improvement took place. However it was observed that it only slightly improved the solutions although a high computational effort was required. Therefore we decided to reject this method.
6. **Update of the reference set:**

The solution that improves the worst solution in the reference set is then added and replaces the worst one. Therefore, the outer loop in the pseudocode of figure 1 is repeated while the reference set is being updated (stopping criterion 2).

### 4 Computational Experience

For the computational experience, we considered standard databases from the U.C.I. repository [10]. To study the performance of the algorithms FSS, BSS and SS, we studied real and artificial databases independently. We also studied the small and average ones independently as well for real databases. The reason for doing this was that, for artificial data, the relevance of each feature is known, nevertheless this information is unknown for real databases. Furthermore a low number of instances can affect the undesirable overfitting effects.

**Table 1. Characteristics of the Data Bases considered**

<table>
<thead>
<tr>
<th>Data Base Name</th>
<th>Id</th>
<th>Features</th>
<th>#Instances</th>
<th>#Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Small</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iris</td>
<td>Ir</td>
<td>4 0 4</td>
<td>150</td>
<td>3</td>
</tr>
<tr>
<td>Echocardiogram</td>
<td>Ec</td>
<td>9 2 7</td>
<td>132</td>
<td>2</td>
</tr>
<tr>
<td>Glass</td>
<td>G</td>
<td>9 0 9</td>
<td>214</td>
<td>7</td>
</tr>
<tr>
<td>Bridges</td>
<td>Br</td>
<td>11 7 4</td>
<td>108</td>
<td>6</td>
</tr>
<tr>
<td>Wine</td>
<td>Wi</td>
<td>13 0 13</td>
<td>178</td>
<td>3</td>
</tr>
<tr>
<td>Heart(Long – Beach – Va)</td>
<td>HV</td>
<td>13 7 6</td>
<td>200</td>
<td>2</td>
</tr>
<tr>
<td>Heart(Hungarian)</td>
<td>HH</td>
<td>13 7 6</td>
<td>294</td>
<td>2</td>
</tr>
<tr>
<td>Heart(Cleveland)</td>
<td>HC</td>
<td>13 7 6</td>
<td>303</td>
<td>2</td>
</tr>
<tr>
<td>Zoo</td>
<td>Zo</td>
<td>16 16 0</td>
<td>90</td>
<td>7</td>
</tr>
<tr>
<td>SoybeanLarge</td>
<td>SbL</td>
<td>35 29 6</td>
<td>307</td>
<td>19</td>
</tr>
<tr>
<td>Sonar</td>
<td>So</td>
<td>60 0 60</td>
<td>208</td>
<td>2</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PimaIndianDiabetes</td>
<td>Pm</td>
<td>8 0 8</td>
<td>768</td>
<td>2</td>
</tr>
<tr>
<td>Vowel</td>
<td>Vw</td>
<td>10 0 10</td>
<td>528</td>
<td>11</td>
</tr>
<tr>
<td>CreditScreening</td>
<td>Cx</td>
<td>15 9 6</td>
<td>690</td>
<td>2</td>
</tr>
<tr>
<td>Anneal</td>
<td>An</td>
<td>38 29 9</td>
<td>798</td>
<td>5</td>
</tr>
<tr>
<td><strong>Artificials</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monks – 1</td>
<td>Mo1</td>
<td>6 6 0</td>
<td>432</td>
<td>2</td>
</tr>
<tr>
<td>Monks – 2</td>
<td>Mo2</td>
<td>6 6 0</td>
<td>432</td>
<td>2</td>
</tr>
<tr>
<td>Monks – 3</td>
<td>Mo3</td>
<td>6 6 0</td>
<td>432</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1 shows the general characteristics of each database used for the experiments. The name is shown in the second column, and its label in the third one. Additional information is given about the total number of features and the number of nominal and numerical features. Finally the number of instances and the number of classes can be seen in the last two columns.

For the scatter search algorithm an initial population whose number depended on the number of features was considered. The number of solutions was fixed to half of the number of features describing the data. We considered \(|LRC| = 3\) for the GRASP strategy to generate the initial population. A number smaller than 3 would make the GRASP strategy very similar to an FSS algorithm, and a larger number would be equivalent to a random initialization. The size of the reference set was set to \(\frac{1}{2} |Pop|\), where \(Pop\) refers to the population.
This RefSet was built with the \( \frac{1}{2}|\text{RefSet}| \) best solution from Pop and with the same number of most diverse solutions.

Table 2 shows the cross-validation results obtained during the training. A 5x2cv was applied to validate the results and average outcomes are shown for each database. Average standard deviation is also given. Scatter Search found the best solution in most real databases.

The average number of features found for each database is given in Table 3. As we can see, the FSS is the algorithm with greater reduction capacity and the lowest reduction is performed by the BSS.

Outcomes during the test are given in Table 4. These outcomes can be compared with those from the base algorithm IB1. If we compare the results we notice that BSS is clearly different from the other algorithms. In small databases FSS performed better than SS but SS performed better in the most complicated problems (a large number of features). In average problems, SS obtained the
best outcomes. This difference increased in the most complicated problems. The BSS algorithm performed best in artificial data.

Finally Table 5 shows the average reduction percentage for each algorithm. SS and FSS performed similarly in average problems and FSS has a higher reduction capacity in the rest of the problems. The BSS has the lowest reduction capacity.

<table>
<thead>
<tr>
<th>DB</th>
<th>IB1</th>
<th># FS</th>
<th>FSS</th>
<th>BSS</th>
<th>SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tr</td>
<td>94.24</td>
<td>4</td>
<td>95.07 ± 1.89</td>
<td>94.80 ± 2.22</td>
<td>95.07 ± 2.44</td>
</tr>
<tr>
<td>Ec</td>
<td>47.88</td>
<td>9</td>
<td>54.55 ± 4.23</td>
<td>56.06 ± 8.48</td>
<td>52.58 ± 5.25</td>
</tr>
<tr>
<td>Gl</td>
<td>66.82</td>
<td>9</td>
<td>72.90 ± 3.18</td>
<td>70.28 ± 5.89</td>
<td>72.90 ± 3.15</td>
</tr>
<tr>
<td>Br</td>
<td>58.70</td>
<td>11</td>
<td>59.44 ± 4.49</td>
<td>58.52 ± 7.62</td>
<td>59.26 ± 5.45</td>
</tr>
<tr>
<td>Wi</td>
<td>94.61</td>
<td>13</td>
<td>94.83 ± 2.38</td>
<td>95.28 ± 2.94</td>
<td>95.06 ± 2.61</td>
</tr>
<tr>
<td>HV</td>
<td>72.70</td>
<td>13</td>
<td>69.90 ± 4.75</td>
<td>69.40 ± 3.89</td>
<td>69.20 ± 5.43</td>
</tr>
<tr>
<td>HC</td>
<td>78.43</td>
<td>13</td>
<td>80.82 ± 3.55</td>
<td>78.23 ± 2.42</td>
<td>79.66 ± 3.84</td>
</tr>
<tr>
<td>Zo</td>
<td>75.98</td>
<td>13</td>
<td>73.99 ± 3.38</td>
<td>74.06 ± 1.81</td>
<td>71.56 ± 5.14</td>
</tr>
<tr>
<td>SbL</td>
<td>93.65</td>
<td>16</td>
<td>90.89 ± 5.33</td>
<td>92.68 ± 3.49</td>
<td>90.71 ± 4.25</td>
</tr>
<tr>
<td>So</td>
<td>84.88</td>
<td>35</td>
<td>83.91 ± 3.55</td>
<td>84.04 ± 4.29</td>
<td>84.76 ± 3.25</td>
</tr>
<tr>
<td>Pr</td>
<td>83.17</td>
<td>60</td>
<td>76.64 ± 3.24</td>
<td>82.79 ± 3.22</td>
<td>79.33 ± 2.57</td>
</tr>
<tr>
<td>Vw</td>
<td>69.70</td>
<td>8</td>
<td>68.39 ± 2.06</td>
<td>67.79 ± 1.54</td>
<td>68.49 ± 2.78</td>
</tr>
<tr>
<td>Cx</td>
<td>95.29</td>
<td>10</td>
<td>94.06 ± 1.71</td>
<td>94.63 ± 1.90</td>
<td>94.12 ± 1.66</td>
</tr>
<tr>
<td>An</td>
<td>81.54</td>
<td>15</td>
<td>83.77 ± 2.34</td>
<td>81.51 ± 1.57</td>
<td>84.09 ± 2.19</td>
</tr>
<tr>
<td>Mo</td>
<td>93.56</td>
<td>38</td>
<td>95.97 ± 2.82</td>
<td>96.35 ± 1.73</td>
<td>96.48 ± 1.76</td>
</tr>
<tr>
<td>Mo2</td>
<td>78.34</td>
<td>6</td>
<td>81.91 ± 13.97</td>
<td>100.0 ± 0.00</td>
<td>97.84 ± 6.83</td>
</tr>
<tr>
<td>Mo3</td>
<td>69.02</td>
<td>6</td>
<td>63.46 ± 4.47</td>
<td>70.82 ± 3.66</td>
<td>65.62 ± 6.17</td>
</tr>
</tbody>
</table>

Table 5. Capacity of reduction of each algorithm

<table>
<thead>
<tr>
<th>DB</th>
<th># FS</th>
<th>FSS</th>
<th>BSS</th>
<th>SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>11.22</td>
<td>68.16%</td>
<td>20.77%</td>
<td>63.83%</td>
</tr>
<tr>
<td>Average</td>
<td>30.25</td>
<td>79.67%</td>
<td>56.86%</td>
<td>79.01%</td>
</tr>
<tr>
<td>Artificial</td>
<td>6.00</td>
<td>61.67%</td>
<td>38.33%</td>
<td>50.00%</td>
</tr>
</tbody>
</table>

| Total | 15.83 | 67.23% | 23.33% | 62.98% |

5 Conclusions

The information contained in some features is not relevant enough for the classification problem; therefore the initial feature set can be reduced in order to obtain an optimal subset of features.

Scatter search in small databases is affected by overfitting due to the lack of number of instances; however it performs better if the number of features is large enough. In average data the results are similar except that, in problems with a small number of features, FSS and SS are similar although SS is slightly better.

In artificial data the BSS is the best algorithm because it is the most sensitive to the relevance of each feature among the strategies considered.

SS outcomes are promising. A deeper study of its methods is necessary. Future investigation will consider the application of this algorithm to other learning algorithms and the use of different objective functions.
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Abstract. The development of software systems is a complex task that requires support techniques to guide the process and solve inconsistencies in its products. In the agent paradigm, the use of social and intentional abstractions facilitates the application of these techniques in theories for the analysis of human societies, such as the Activity Theory. The Activity Theory proposes patterns that appear in human groups to explain their behaviour, and the study of their internal contradictions to understand its evolution. These patterns can be translated to the agent paradigm to reason about the behaviour of multi-agent systems. To ease the use of such techniques, a partially automatized process is proposed. The aim is to create an assistant that helps developers in the specification of their multi-agent systems. The use of this tool is evaluated through case studies specified with the INGENIAS notation.

1 Introduction

The development of ever more complex software systems requires the use of new abstractions to facilitate their conception. Thus, the agent paradigm gives advantages in the development of such systems over more traditional approaches based in the system/subsystem decomposition [7]. However, developing Multi-Agent Systems (MAS) is not a trivial task at all. The greater is the complexity of the system, the greater is the number of elements involved in its description. That is why developers need the support of assistant techniques that help them to manage the complexity of developments [16]. Among these techniques can be considered those managing with contradictions in models. Contradiction stands in this paper for an inconsistency, ambiguity, vagueness, or uncompleteness in the specifications [14].

Developers usually check their models with the only support of their own experience and skills, complemented sometimes with the use of more or less formal techniques. Some illustrative examples of these techniques are the role-playing [6] and the use of Petri Nets [1] or modal logics [15]. The more formal methods have the disadvantage of requiring skills that are not frequent among developers; the less formal ones usually have problems of lack of scalability and guide for the process.

* This work has been developed in the project INGENIAS (TIC2002-04516-C03-03), which is funded by Spanish Ministry of Science and Technology.
An alternative to the previous methods is translating specifications to other domains where detecting inconsistencies is easier. This translation pursues an adequate trade-off between usability and analysis capabilities. For some MAS approaches, this domain can be the Sociology: human societies and these MAS [10], [17] share a strong social and intentional component. This common foundation suggests that sociological theories can be applied to agents. Concretely, our approach proposes Activity Theory (AT) [9]. One key feature of AT is its capacity to provide analysis guidelines and to integrate contradictions as part of the system evolution. Its method of work consists in identifying the situation in a society, its possible conflicts, and the solutions adopted by the society to solve them. With this information, AT research identifies regular patterns, some of which correspond to contradictions. Then, AT uses these patterns as the basis to explain the behaviour and evolution of those human groups.

AT originally applies this method working in natural language and without support tools. Despite of the analytical instruments that it provides, the complexity of the considered software systems requires further assistance. That is why the process has to be complemented with applications that partly automate it and assist developers’ use.

To satisfy the previous goal, this paper proposes a software agent that helps in the MAS design process. The agent detects contradictions that are depicted as patterns of AT. The detection is based in the transformation of model data with consecutive filters. The common features of the agent paradigm abstracted from the AT makes possible to apply the process to different MAS methodologies. The architecture isolates the components with this knowledge to minimize the impact of carrying it to new applications.

The rest of the paper is organized as follows. The section 2 explains the role of contradictions as an impeller of system development. Section 3 presents a brief overview of AT and explains why it can be used to check MAS specifications. In section 4, we show how to represent the contradictions of AT as structural patterns. Sections 5 and 6 detail the validation process based in these patterns and how to implement it with an agent architecture to help in MAS analysis respectively. Finally, conclusions discuss the applicability of AT and its method to the development of MAS taking into account the results of the experimentation.

2 Contradictions in Software Processes

Contradictions appear in the software process independently of the working approach [14]. The development of a system implies collaboration between customers and developers. The heterogeneity of these groups makes probable that the results of their work contain inconsistencies, ambiguities, vaguenesses, or omissions in the specifications. Besides, different components of the own system or its environment can have contradictory purposes what generates additional conflicts.

However, contradictions do not have to be seen just as problems to be removed. For an AT point of view [9], they can be the guiding principle of the development that determines how the evolution happens. For the software products, this means that new versions of the specification emerge as solutions to contradictions detected in previous stages.
3 Activity Theory with Multi-agent Systems

MAS are frequently described as social systems composed by intentional agents [10], [17]. In this kind of systems, global goals can only be satisfied through the interaction of system components. To understand the MAS in this way, it has to be considered as an organization, and not as a mere aggregation of elements [3]. Moreover, the components of MAS are intentional, in the sense that they follow the Rationality Principle [12]: Every action taken by an agent aims at achieving one of its goals.

Sociability and intentionality are also relevant features of the human societies. This common basis with MAS makes feasible applying sociological theories, Activity Theory in this work, for MAS analysis.

Activity Theory (AT) is a framework for the analysis of human organizations based in their practices. This analysis contemplates the social and temporal dimension of executed tasks and their evolution. Thus, the socio-cultural environment they belong to influences people; but people also modifies this environment actively, changing and creating its elements. This complex interaction of individuals and their environment has been called activity and is regarded as the fundamental unit of analysis. To ease their use, AT concepts applicable to MAS are depicted using UML [13] (see Fig. 1) and an icon code to distinguish the different stereotypes.

The activity [2] reflects a process. This process is carried out by a subject to satisfy one of its objectives thanks to the outcome obtained with transforming an object. The subject is the active element of the process and can be either an individual or a group. The object transformed by the activity can be an ideal or material one. The transformation process of the object into the outcome uses tools: tools always mediate subject’s processes over objects [18]. A tool can be anything used in the process, includ-
ing both material tools (e.g. a computer) and tools for thinking (e.g. a plan). A fundamental feature of the tool is its dual quality in the activity: it provides the subject with the experience historically collected by his community and crystallised to it; at the same time, it also restricts the interaction to be from the perspective of that particular instrument, that is, the instrument does that other potential features of an object remain invisible to the subject.

The social level of the activity is characterized by three concepts: the community, the rules, and the division of labour. The community represents those subjects that share the same object \[8\]. An activity can involve several subjects, and each of them can play one or more roles and have multiple motives. Rules cover both explicit and implicit norms, conventions, and social relationships within the community. The division of labour refers to the organization of the community as related to the transformation process of the object into the outcome.

This vocabulary has been expanded with additional elements taken from i* \[19\] to represent contribution relationships. Contributions show how are the mutual influences between the artifacts, being an artifact whatever concept of AT. Added relationships for these contributions are: contribute (positively, negatively or undefined), essential, and impede.

4 AT Patterns

AT research \[18\], \[9\], \[2\], \[8\] identifies social patterns in human activities. These patterns are configurations of organizations described in terms of AT abstractions. Contradictions are a special kind of these patterns representing deviations of the norm in the society and carrying the seed of new forms of the activity. AT explains why societies behave as they do with these patterns, and with contradictions motivate their evolution.

Two of the most referenced contradictions in AT literature are the Double bind and the Twofold meaning. These contradictions can be described as patterns with the concepts and visual notation already seen.

A double bind (see Fig. 2) represents a situation in which every activity that the subject can carry out, affects negatively some of its goals. Since the subject follows the Rationality Principle \[12\], it should select an activity that aims to achieve one of its goals. However, whatever the chosen activity, it will also ills another of its goals at the same time. Therefore, no matter what the subject does because it cannot satisfy its needs.

![Fig. 2. Double Bind contradiction.](image-url)
A *double bind* can be solved sometimes through the decomposition of the original activity into others that minimize the negative effects but satisfy its *objectives*. In other occasions, a *double bind* call attention to contradictory responsibilities that should be split in roles that different *subjects* would play.

A *twofold meaning* situation (see Fig. 3) exists when an *artifact* has several different uses in an *activity*. The contradiction can appear if these uses harms mutually in the achievement of their goals.

![Fig. 3. Twofold meaning contradiction.](image)

The *twofold meaning* can be caused by the lack of refinement in the contribution of the *artifact* to the *objectives*. If the *artifact* is not essential to satisfy at least one of the *objectives*, it can be removed from the system. In opposite case, its contribution to the *objective* has to be labelled as *essential* and its negative effect is unavoidable. This contradiction can also point out the need of commitment among several *objectives* of the system. When these goals are system requirements, this situation requires negotiation with the customer.

## 5 Model Validation Method

The patterns previously introduced are applied in the framework of a process to deal with contradictions in models (see Fig. 4). As a tool for validation, patterns do not show how to build a MAS, in the flavour of design patterns [4], but they call attention over conflictive configurations in the analysis and their possible solutions. Representing contradictions as structural patterns allows reducing the detection process of them to search for correspondences between patterns and the given models.

The process begins building the mappings between the vocabulary used in the MAS methodology and that of AT contradictions. Both of them model social and intentional systems and therefore, they have similar abstractions that can be put in correspondence. Thus, MAS and AT have intentional actors that pursue satisfying their goals through the execution of tasks in which they use resources. Fig. 5 shows the correspondence between the concepts of AT and the methodology of MAS development INGENIAS [5]. Developers only build once these mappings for a given MAS methodology. Then, they can be reused to translate models of the methodology to the language used in the contradiction patterns in other problems.
For a given MAS, the method begins with a set of contradictions to check and the views that specify the system. Contradictions are described in terms of the AT language. The specification of the MAS should cover both functional and non-functional requirements.

The contradictions to be found are translated using the mappings with the language of the methodology. After that, models are traversed looking for structures of entities and relationships that fit with some pattern. If some of these groups is found, correspondences between terms allow giving an explanation of the contradiction based in the information present in the model.

<table>
<thead>
<tr>
<th>Activity Theory</th>
<th>INGENIAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity</td>
<td>Task, Workflow</td>
</tr>
<tr>
<td>Subject</td>
<td>Agent, Group, Organization</td>
</tr>
<tr>
<td>Object</td>
<td>Resource, Application, Fact</td>
</tr>
<tr>
<td>Outcome</td>
<td>Resource, Application, Fact</td>
</tr>
<tr>
<td>Objective</td>
<td>Goal</td>
</tr>
<tr>
<td>Tool</td>
<td>Resource, Application</td>
</tr>
<tr>
<td>Community</td>
<td>Group, Organization</td>
</tr>
<tr>
<td>Rules</td>
<td>Mental states</td>
</tr>
<tr>
<td>Division of Labour</td>
<td>Mental states</td>
</tr>
</tbody>
</table>

**Fig. 4.** Activity Diagram for the validation method with patterns.

**Fig. 5.** Correspondence between AT and INGENIAS. Note that some concepts of AT have several possible translations in INGENIAS because they are more general.
Contradiction patterns have related solution patterns. These patterns express solutions to contradictions through the rearrangement and refinement of entities in the contradiction. Once that the correspondence between the problem and the views has been determined, it can be solved with a new configuration for the model. Some examples of these solutions appear in the section 4 of this paper.

The use of this method has to be complemented with conventional analysis techniques. It is help for MAS development that allows identifying potentially conflictive configurations in models. Sometimes, the pattern is not enough to know if there is a contradiction and the customer has to be asked about what to do.

6 Tool Architecture

The previous process has been implemented in a tool for developer’s support in the INGENIAS IDE environment [5]. This tool consists in an agent with a rule-based system that contains the knowledge about the patterns and their application. The agent offers an interface for coordination with modelling tools of MAS methodologies. The resulting system is an interface agent similar to those proposed in [11].

The application design has considered three key goals: to ease the reuse with different methodologies, to allow personalization, and to evaluate the use of patterns for validation.

The reusability is based in the broad cover that abstractions extracted from AT provide for agent-based concepts: intentionality, social activity, and mediation in tasks. This knowledge builds a core that is applied over different methodologies and support tools thanks to the use of mappings. Besides, the architecture isolates those components specific for contradictions and methodologies with well-defined interfaces between them.

Personalization is needed to provide flexibility in the information management. Checking an analysis can provide a great number of possible contradictions. Determining what contradictions are significant depends on variable user’s criteria that the tool should support.

Finally, to determine the usefulness of the validation, the system has metrics involving the number of analyzed elements, detected contradictions, and their quality.

The agent architecture (see Fig. 6) is organized in the following structural components:

1. **Vocabulary of the MAS Methodology.** It includes the primitives originally used to describe the system.
2. **MAS Description.** This is the specification of the system to check in terms of the vocabulary of the MAS methodology.
3. **Exporter.** This component is the tool that translates the original description of the system to a suitable format for the other components of the agent. This transformation does not change the vocabulary used in the specification.
4. **AT Vocabulary.** It gives the primitives to describe contradictions.
5. **Mappings Methodology-Contradictions.** The knowledge about how to translate the primitives that describe the system to those that describe contradictions is described through a set of mappings.
6. **Translator.** It uses the mappings to transform the description of the MAS in terms of the vocabulary of the methodology to other based in the AT vocabulary.

7. **AT Checks.** These are the structural patterns that depict contradictions with the AT vocabulary.

8. **Checker.** This component searches correspondences with patterns in the system models.

9. **Personalization.** It contains filters, criteria for sorting, and quality metrics that can be applied over the list of contradictions obtained from models. This tailoring of the tool aims to ease the user’s work with the obtained results.

10. **Interface.** This component applies the personalization criteria to the set of contradictions obtained checking the model.

### 7 Conclusions

This work is founded in the hypothesis that the contradictions detected by the AT sociological model can be translated to MAS models. The main results in this paper are what we have called AT contradiction patterns, methods for their disciplined use, and an implementation that shows its applicability. Contradiction patterns extracted from AT allow detecting conflictive configurations in models and suggesting evolutions to other less conflictive configurations. In this way, social contradictions in the
MAS are no longer just problems to remove but they are integrated in the development cycle as impellers of the refinement.

The method to check models is based in recognising contradictions using structural AT patterns. Models are traversed looking for groups that fit into the given structures. If correspondences are detected, the pattern and the elements that correspond with it explain the problem in terms of the model itself.

To ease the application of the method, we define an agent that can be plugged in modelling tools. The current prototype works with the INGENIAS IDE environment. The agent takes as input the mappings between the AT concepts and the specification language for MAS. This allows decoupling the knowledge about contradictions from the concrete MAS methodology. The management of contradictions by the user is done with filters and metrics that give their relevance.

The validation tool has been checked with several examples specified with the INGENIAS notation. PSI3 describes a system for collaborative filtering in which users share recommendations in communities. Users are represented by Personal Agents and communities are managed by Community Agents. The other two examples try to model armies of tanks (Robocode) or bots teams (Quake) as MAS, essentially to study coordination capabilities. The specification of the first case studies made with the INGENIAS IDE can be found at http://grasia.fdi.ucm.es/ingenias.

In the future, the architecture of the support tool will be extended to have multiple agents for validation and verification tasks over specifications in the development environment. Thus, INGENIAS IDE will become a MAS where these agents interact between themselves to share the information obtained from the user or to suggest where to continue.
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Abstract. Soft computing techniques have been applied to model and optimize the kinetics of catalytic reactions. Genetic algorithms have been combined with already trained neural networks to obtain new catalytic samples with relevant quality values. Thus, a suitable model of a genetic algorithm has been designed and implemented for this problem. In order to improve the results offered by this genetic algorithm, different combinations of its parameters have been studied. Moreover, this soft computing approach has been applied to some industrial reactions. Therefore, specific neural networks trained for each kind of reaction and the genetic algorithm have been joined together, getting successful results.

1 Introduction

Recently, the application of new techniques for rapid processing and fitting large amounts of experimental data has become an issue of great importance, specially in the field of high-throughput experimentation in organic chemistry and catalysis. Many efforts have being done in the development and optimization of artificial intelligent and data mining techniques [1] in combinatorial catalysis [2]. Those techniques should allow the extraction of information and knowledge from high-throughput experimentation raw data, establishing relationships and patterns between the input and output variables.

Soft computing is a collection of methodologies which aim to tolerance for imprecision, uncertainty and partial truth to achieve tractability, robustness and low solution cost [3]. The principal constituents of soft computing are fuzzy logic, neural computing, evolutionary computation, machine learning and probabilistic reasoning. What is particularly important about soft computing is that it facilitates the use of those techniques in combination, leading to the concept of hybrid intelligent systems.

In this paper, soft computing techniques for predicting and optimizing the kinetics of catalytic reactions using methods not based on fundamental knowledge have been studied. Specifically, artificial neural networks (ANNs) and genetic
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algorithms (GAs) are combined in order to discover the best kinetic values for several n-paraffin reactions inside an specific range of input values.

2 Aims of the Work

The conventional procedure for studying the kinetics of catalytic reactions implies analysing empirically each catalyst under different reaction conditions. Therefore, for the evaluation of the kinetics of a complex reaction it is required a large experimental effort with high temporal and financial costs, taking some weeks (even months). The application of ANNs and GAs in this field offers a new methodology for modelling without any prior assumption that could reduce the number of experimental samples required, so that the number of experiments in the reactor is reduced.

In this work, ANNs were applied to predict different catalytic parameters dealing with a relevant process such as the hydroisomerization of n-paraffins. This process has been widely studied by the Institute of Chemical Technology of the Polytechnic University of Valencia [4]. Different kinetic functions of this process are available at the Institute.

As regards the GA, it is an effective optimization technique because it is a stochastic algorithm. It relies on random elements in parts of its operations rather than being determined by specific rules. The genetic algorithm attempts to find the optimal solution to the problem by investigating many possible solutions simultaneously. The possible solution population is evaluated and the best solutions are selected to form next generations. Over a number of generations, goods traits dominate the population, resulting in an increase of the quality of the solutions. A genetic algorithm, to work effectively, requires a quick feedback of the fitness values of the samples. Hence the combination of GA with a NN seems suitable [5].

Genetic algorithms are a very powerful tool, but they could be dangerous if the problem codification is not appropriate. If the selected codification for the problem was wrong, it would be possible that the algorithm would solve a different optimization problem from the one under study. In the problem explained in this paper, each variable belongs to a continuous domain so it has been decided to adopt real-coded GAs to optimize the catalyst conditions. Therefore, each chromosome will be composed of a set of genes which will represent a variable of the problem. There are several studies that guarantee this kind of real codification [6],[7].

In this proposal (figure 1) each generation is tested by a neural network to obtain its fitness evaluation. This fitness evaluation (1) depends on the predictions of the conversion (X) and di-branched yield ($Y_{di}$) values. The quality of a catalyst is measured by means of equation (1), so the higger is the value of this equation, the better is the quality of the catalyst. Therefore, the GA obtains a quality rank of samples ordered from maximum to minimum.

$$F = (Y_{di}/X) \times 100 .$$

(1)
Afterwards, crossover and mutation operators are applied to the whole generation with a certain probability. Mutation operator would be able to alter genes with a new value, jumping randomly anywhere within the allowed domain. The number of genes to mutate in each individual is a parameter of the GA. Thus, the mutation is an explorer operator which looks for new solutions and prevents the system to converge quickly on a local maximum, avoiding loss of genetic diversity.

On the other hand, a crossover operator is used based on confidence intervals [7]. This operator uses information from the best individuals in the population. Moreover, the crossover operator is associated with the capacity of interpolation (exploitation). This capacity is related to the belonging of a population parameter to a confidence interval. The crossover operator is also associated with the capacity of extrapolation (exploration), derived from its not belonging to the same confidence interval.

In order to select the suitable parents for the next generation, the roulette wheel selection method is used. This method consists of a random selection in which the best quality individuals have more possibilities to be selected. In this way, the explained operators create new individuals that are added to the population. In order to produce the next generation, that extended population is reduced to its original size by means of the rank-space method. This selection procedure links fitness to both quality rank and diversity rank. Thus, it promotes not only the survival of individuals which are extremely fit from the perspective of quality, but also the survival of those which are both quite fit and different from other, even more fit individuals. Summarizing, in each new generation all individuals are different. However, an individual can be present in more than one generation.

### 2.1 Framework of the Problem

The main objective of this work is to study the soft computing techniques explained above in the catalyst area. Therefore, a GA is combined with a NN that

![Diagram](image-url)
simulates the reaction process and allows to calculate the quality functions (1) used in the GA. We aim to find the best combination of the input values of a n-paraffin reaction that provides greater catalytic results. Input variables were: n-paraffin partial pressure, from 0.5 to 2 bar; hydrogen partial pressure, from 6 to 18 bar; reactor temperature, from 503 to 543K; and contact time, from 0.16 to 8h. Output values (predicted by the NN) were: n-paraffin conversion, and isomerization yields for mono- and di-branched products.

Several neural networks with the same structure were used. Each neural network had been trained with samples of a n-paraffin isomerization reaction, by means of a backpropagation training algorithm, so kinetic models of the reaction were obtained. Four different reactions were taken into account: n-octane (C8), n-heptane (C7), n-hexane (C6) and n-pentane (C5) isomerization reactions, all of them with a similar reaction scheme. All the training processes followed to determine the most suitable NN architecture and training algorithm to use are explained in [8]. In this work, we have focused on several points:

a) Analysis of the different parameters of the genetic algorithm (table 1). The aim of this study is to analyse the behaviour of the GA when its internal parameters are modified, in order to obtain a suitable GA model.

b) Analysis of the impact of the initial random generation on the GA. We analysed if a good or bad initial generation can affect in a relevant way the GA behaviour and its final results applied to our problem.

c) Soft computing model applied to different catalytic reactions. We studied the application of our proposal in the n-paraffin isomerization reactions mentioned above. In each case, the GA was combined with a NN specifically trained for each type of reaction.

<table>
<thead>
<tr>
<th>Study</th>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutation</td>
<td>Probability</td>
<td>5% 10% 15% 20%</td>
</tr>
<tr>
<td></td>
<td>Num. of genes</td>
<td>1 2 3 4</td>
</tr>
<tr>
<td>Crossover</td>
<td>Probability</td>
<td>20% 40% 60% 80% 100%</td>
</tr>
<tr>
<td></td>
<td>Best Quality</td>
<td>20% 30% 40%</td>
</tr>
<tr>
<td>Population fit</td>
<td>α</td>
<td>0.3 0.5 0.7</td>
</tr>
<tr>
<td></td>
<td>Quality Surv.</td>
<td>10% 20% 30% 40%</td>
</tr>
</tbody>
</table>

3 Results

All studies considered in previous section were carried out with successful results. Below we detail how the different experiments were made and the behaviour of the soft computing technique developed.

3.1 Analysis of the Parameters of the GA

The values of the GA parameters (table 1) determine its behaviour. Therefore, we studied them in order to obtain a GA model that provides high quality results.
Moreover each combination of the values of the GA parameters was tested four times. The population was set to 32 samples to simulate the reactor conditions (the reactor has a capacity of 32 samples).

In all studies, the GA was combined with a NN trained with 17000 samples of the n-octane isomerization reaction [8]. This NN provides a very precise model of the reaction.

**Study of Mutation Parameters.** It was pretended to determine the best parameters for the mutation process. The mutation probability ($MP$) and the number of genes to mutate were modified with the values shown in table 1. The rest of the parameters were fixed to: crossover probability=60%, $\alpha=0.5$, selected best quality samples=30% and quality survival=20%.
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**Fig. 2.** Evolution of the quality average for each combination of the mutation parameters: mutation probability ($MP$) and number of genes to mutate ($Gen$)

The evolution of the mean quality of each generation for the different combinations of the mutation parameters is shown in figure 2. For each generation, the average of the qualities of the samples of the four tests is indicated. As it can be observed, the quality of samples is normally improved in each new generation. The best results were: (i) $MP=10\%$, 1 gene to mutate; (ii) $MP=5\%$, 4 genes to mutate; (iii) $MP=10\%$, 3 genes to mutate. We determined that the first combination is the most suitable one as it allowed the GA to obtain a good evolution of the quality through all generations. Moreover, in few generations the GA obtained proper quality results. Furthermore, it provided the highest results at the final generation.

**Study of Crossover Parameters.** The crossover probability ($CP$) and the selected best quality samples ($BQ$) were modified with the values shown in ta-
A. Quality Evolution through Crossover Parameters Optimization Process

<table>
<thead>
<tr>
<th>Generation</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>28</td>
</tr>
<tr>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
</tr>
<tr>
<td>3</td>
<td>34</td>
</tr>
<tr>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td>5</td>
<td>38</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
</tr>
<tr>
<td>7</td>
<td>42</td>
</tr>
<tr>
<td>8</td>
<td>44</td>
</tr>
<tr>
<td>9</td>
<td>46</td>
</tr>
<tr>
<td>10</td>
<td>48</td>
</tr>
</tbody>
</table>

B. Maximum Quality Average

2. Best combinations

<table>
<thead>
<tr>
<th>CP</th>
<th>BQ</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>40%</td>
<td>30%</td>
<td>68.0</td>
</tr>
<tr>
<td>80%</td>
<td>20%</td>
<td>68.2</td>
</tr>
<tr>
<td>80%</td>
<td>40%</td>
<td>68.4</td>
</tr>
<tr>
<td>60%</td>
<td>20%</td>
<td>67.6</td>
</tr>
</tbody>
</table>

Table 1. The other parameters were set to: MP=10%, α=0.5, quality survival=20% and only one gene to mutate.

In figure 3.A, the evolution of the quality average for each combination of the crossover parameters is shown. As in the previous study, we indicate the quality average of all samples of each generation, for the four tests. The best combinations were: (i) CP=40%, BQ=30%; (ii) CP=80%, BQ=20%; (iii) CP=80%, BQ=40%; (iv) CP=60%, BQ=20%. In figure 3.B, the maximum quality average obtained by those four combinations is shown. We chose the second combination as it offered a good evolution of the quality through each generation, and one of the highest maximum qualities.

Study of General Parameters. In this case, two parameters were studied. The α parameter determines the size of the confidence interval used by the crossover operator. The QS parameter determines the size of the samples set selected only by quality criteria [7]. We modified α parameter and quality survival percentage (QS) with the values shown in table 1. The other parameters were set to: MP=10%, CP=80%, BQ=20% and one gene was mutated.

The evolution of the quality for the different combinations of the general parameters is shown in figure 4.A. The best values are: (i) α=0.5, QS=40%; (ii)α=0.7, QS=20%; (iii) α=0.7, QS=10%; (iv) α=0.7, QS=40%. As all combinations provided similar evolution results, we used the maximum quality results to determine which one to choose. In figure 4.B the maximum quality average obtained by those four combinations is shown. We selected the second combination as it provided the highest quality value.

To sum up, our GA model was parametrized with: probability mutation= 10%, crossover probability= 80%, best quality samples percentage=20%, α=0.7, quality survival=20% and only one random gene to mutate.
3.2 Analysis of the Impact of the Initial Random Generation on the GA

Once the GA model was established, we studied whether the initial generation could influence in the behaviour of the genetic algorithm. Therefore, from all the previous tests, we chose the initial generation with the worst quality average and the one with the best quality average. Then, for both initial generations ten tests were made with our GA model and the NN described in previous section. Each test produced ten generations from the initial one. In table 2, the quality average of all tests for those ten generations is shown. Moreover, the average of the maximum quality obtained from the worst initial generation is 67.03, whereas from the best initial generation is 68.44. It can be observed that if the initial generation is really bad (i.e. has a very low quality), our GA model can hardly find generations with high quality.

3.3 Combination of GA and NN for Several N-Paraffin Isomerization Reactions

In previous studies we used a NN trained with a huge number of samples of n-octane isomerization, as we needed a very precise model of the reaction. However, the number of available samples is normally scarce for many reactions, as the process to obtain and test new samples is very costly. Therefore, we studied the combination of our GA model with NNs trained with fewer number of samples. As those NNs introduce more error to the predicted catalytic results, we analysed if our GA model still worked properly. Moreover, we applied our technique to other isomerization reactions, so we determined its suitability for other reactions.

Initially, we studied the combination of our GA model with four neural networks, trained with 85 samples of C8, C7, C6 and C5 respectively. Then, we
Table 2. Mean quality evolution obtained by the soft computing technique when the initial generation has a low quality (worst initial generation) versus a high quality (best initial generation)

<table>
<thead>
<tr>
<th>Generation</th>
<th>Worst initial generation</th>
<th>Best initial generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>28.90</td>
<td>40.56</td>
</tr>
<tr>
<td>1</td>
<td>33.33</td>
<td>38.89</td>
</tr>
<tr>
<td>2</td>
<td>30.40</td>
<td>39.49</td>
</tr>
<tr>
<td>3</td>
<td>27.61</td>
<td>39.82</td>
</tr>
<tr>
<td>4</td>
<td>33.38</td>
<td>41.91</td>
</tr>
<tr>
<td>5</td>
<td>32.76</td>
<td>45.06</td>
</tr>
<tr>
<td>6</td>
<td>35.55</td>
<td>46.23</td>
</tr>
<tr>
<td>7</td>
<td>36.03</td>
<td>47.18</td>
</tr>
<tr>
<td>8</td>
<td>34.20</td>
<td>47.50</td>
</tr>
<tr>
<td>9</td>
<td>31.50</td>
<td>47.50</td>
</tr>
<tr>
<td>10</td>
<td>31.49</td>
<td>47.68</td>
</tr>
</tbody>
</table>

Table 3. Mean quality of the 15th generation and the average of the maximum quality obtained for all tests in each combination of GA and NN. Mean absolute errors of catalytic results \((X, Y_{di})\). Each NN was trained with 85 samples \((NN-85)\) or 850 samples \((NN-850)\) of a n-paraffin reaction: n-octane \((C_8)\), n-heptane \((C_7)\), n-hexane \((C_6)\) or n-heptane \((C_5)\), respectively

<table>
<thead>
<tr>
<th>Reaction</th>
<th>NN-85</th>
<th>NN-850</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Quality</td>
<td>Max Quality</td>
</tr>
<tr>
<td>C8</td>
<td>59.95</td>
<td>74.13</td>
</tr>
<tr>
<td>C7</td>
<td>62.09</td>
<td>77.48</td>
</tr>
<tr>
<td>C6</td>
<td>64.30</td>
<td>87.79</td>
</tr>
<tr>
<td>C5</td>
<td>14.18</td>
<td>20.81</td>
</tr>
</tbody>
</table>

combined the GA with other four neural networks, trained with 850 samples of the same reactions respectively. Each combination was tested five times, reaching till 15 generations each time.

In table 3 the mean quality of the 15th generation and the average of the maximum quality obtained for all tests in each combination of GA and NN is shown. It can be observed that the soft computing technique applied offers suitable results for different reactions.

We can notice in table 3 that the combination of GA and a NN trained with 85 samples \((NN-85)\) provides better mean qualities than the combination of GA and a NN trained with 850 samples \((NN-850)\). This could be explained by the error introduced by the predictions of the neural network, which affects the calculation of the quality values.

In table 3 we indicate the mean absolute errors of the catalytic results \((X, Y_{di})\) predicted by those trained neural networks for 300 samples of each reaction.
Table 4. Quality values and sample number of the five best and five worst samples of last generation obtained by the GA using a NN trained with 85 samples (NN-85), versus quality values and ranking order obtained by this same generation tested by a NN trained with 850 samples (NN-850)

<table>
<thead>
<tr>
<th>First Samples</th>
<th>Last Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
<td>Quality</td>
</tr>
<tr>
<td>1</td>
<td>70.62</td>
</tr>
<tr>
<td>2</td>
<td>69.95</td>
</tr>
<tr>
<td>3</td>
<td>69.70</td>
</tr>
<tr>
<td>4</td>
<td>69.66</td>
</tr>
<tr>
<td>5</td>
<td>69.40</td>
</tr>
</tbody>
</table>

It can be observed that NN-850 are more precise than NN-85. Therefore, NN-850 provide more accurate predictions than NN-85, i.e. more closer to real values.

Nonetheless, the sets of best and worst samples determined by the GA are nearly the same for both NN models. In table 4, the quality of the five best and five worst samples of n-octane reaction obtained by a GA combined with a NN-85 are shown. Those samples were also tested with a NN trained with 850 samples and then ordered by quality. It can be observed at table 4 that they practically obtain the same ranking order. Therefore, the GA and NN-85 combination could be used in the search and selection process of the most suitable samples to test, even if the predicted quality of those samples differs from the real one.

4 Conclusions

The conventional procedure for studying the kinetics of catalytic reactions implies analysing empirically each catalyst under different reaction conditions. Therefore, for the evaluation of the kinetics of a complex reaction it is required a large experimental effort with high temporal and financial costs, taking some weeks (even months).

The application of soft computing techniques to model, predict and optimize in the field of experimental catalysis offers a new methodology that can accelerate the development and optimization of new catalysts. Therefore, the combination of GAs and NNs provides a suitable tool to reduce the number of samples to analyse in the laboratory, decreasing the number of experiments needed. In addition, they can be applied to further catalyst scale up, process control and optimization. Thus, the total cost and time involved in the research of new materials can be reduced.

It should be pointed out that, in order to improve the behaviour of this soft computing technique an initial process should be carried out. This process would guarantee an initial generation having both diversity and quality enough to start with.
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Abstract. Most documents on the web today contain image as well as text data. So far, classification of images has been dependent on the annotation. For the more efficient and accurate classification, not only textual data but also image contents should be considered. In this paper, we propose a novel method for classifying specific image data; sports images. The proposed method is based on the Bayesian framework and employs four important color features to exploit the properties of sports images.

1 Introduction

Due to the explosive growth of documents on the Internet, new techniques and tools that can extract useful information or knowledge from those documents intelligently and automatically are needed [1]. Most documents on the web consist of text and image data. However, the importance of such image data has often been ignored. Even the manipulation of image data heavily depends on textual information such as annotation, ignoring the inherent characteristics of image data. Image mining could be used to obtain valuable information from raw image data.

Image mining is more than just an application of data mining to image domain. It is an interdisciplinary area that covers computer vision, image processing, image retrieval, data mining, machine learning, database, and artificial intelligence. Despite many applications and algorithms developed in those fields, image mining is still in its infancy.

One of the fundamental challenges to image mining is to determine how low-level, pixel representation contained in a raw image or image sequence can be efficiently and effectively processed to identify high-level spatial objects and their relationships. In other words, image mining deals with the extraction of implicit knowledge, image data relationships, and other patterns not explicitly stored in the image database.

* This research was supported by University IT Research Center Project.
In this paper, we propose a sports image classifier for sports image mining. It extracts low-level features of sports images such as color histogram, color coherence vector, edge direction histogram, and edge direction coherence vector, and then uses these extracted features and their combination to classify each image into one of predefined sports categories.

The rest of the paper is organized as follows. In Section 2, we first introduce several related works, especially image classification. In Section 3, we propose a sport image classifier based on the Bayesian framework. Then, in Section 4, we report on several experiments to evaluate performance of the proposed classifier. Finally, Section 5 is dedicated to discussion and then we conclude in Section 6.

2 Related Work

2.1 Image Mining

Image mining is different from low-level computer vision and image processing in that image mining is focused on extracting patterns from large collection of images [3], whereas computer vision and image processing is focused on extracting specific features from a single image. Besides, image mining is also different from content-based retrieval. Although there seem to be some overlaps between them, image mining goes beyond the problem of retrieving relevant images. The goal of image mining is to discover image patterns that are significant in a large collection of images. In this paper, we focus on a specific image mining area called image classification.

2.2 Image Classification

Intellectual classification of content images is an important way to mine valuable information from a large image collection. The challenge in the image classification is how to group images into semantically meaningful categories based on low-level visual features. To achieve that, the most important task is to find characteristics of image features for discriminating one category from others. Such characteristics depend upon the application domain. For example, Maria-Luiza Antonie et.al. [2] distinguished the mammography of tumor from the normal mammography using features of medical images. A tumor in mammography is shown as a white hole. In the classification of tumor mammography, location and form of a white hole are important features. By the contrast, color and shape are more important than location or form in the classification of sports image, since most sports images have a unique pattern of color and/or shape appeared in the background (i.e. water, snow, and ground). In other words, features for classifying images are dependent upon the application domain. After defining domain-specific characteristics of images, we use several classification techniques to classify images. There are many data classification techniques such as decision tree, Bayesian classification, belief networks, neural network, case-based reasoning, genetic algorithms, rough sets, fuzzy logic tech-
niques, K-nearest neighbor classification, and so on. Some of them work well in image classification. Their approaches to image data classification are discussed in detail.

Bayesian classification [5], a statistical technique, exhibits high accuracy and speed when applied to large database in contrast to decision tree, and neural network. However, in practice it is not always accurate. Because it makes assumption of class conditional independence, that is, given the class label of a training sample, the values of the attributes are conditionally independent to one another, but dependencies between features can exist. The binary Bayesian classifier [5] was used to perform hierarchical classification of vacation images into indoor and outdoor categories.

Bayesian belief network classification is also based on Bayes theorem. Unlike Bayesian technique, belief network classification reflects dependency of each other. To apply such dependency it employs two components. The first component is a directed acyclic graph, where each node represents a random attribute and each arc represents a probabilistic dependence. The second one is a conditional probability table. Hanchuan Peng and Fuhui Long [6] proposed an image mining algorithm to extract irregular feature. It based on belief network learning of pattern image pixels, each of which is regarded as a discrete variable with a limited number of states.

Classification by neural network has been less desired due to its long training time and poor interpretability. However, its high tolerance to noisy data makes neural network more useful. Recently, new algorithm is developed for extraction of rules from trained neural networks. However, sports image classification does not require high tolerance to noisy data. In addition, long training time of neural network classification technique imposes a heavy burden on the sports image classifier. Therefore, neural network classification is not suitable to sports image classifier.


K-nearest neighbor classification stores all of the training images and then searches the closest pattern space to the new image for the k training images. Unlike decision tree, it assigns equal weight to each attribute and does not build a classifier until a new image needs to be classified. According to the later characteristic of K-nearest neighbor approach, it is called as lazy learner. Unfortunately, its computational cost can be expensive when the number of potential neighbor is great. Therefore, it commonly requires efficient indexing techniques. Theo Gevers et al. [8] studied a computational model to combine textual and image features for classification of images on Internet. This model used the K-nearest neighbor classifier to classify photographic and synthetic image. However, in sports image classification using color and shape features of raw image, its computational cost is expensive unless it employs an appropriate indexing technique. In addition, storing the entire sports images makes the classifier too heavy. Therefore, K-nearest neighbor classification technique is also not suitable to classify the sports images.
Among those techniques for image classification, we employed the Bayesian to classify sports image data on the Internet, because the Bayesian method in image classification has the following advantages.

1. It naturally allows for the integration of multiple features through the class conditional probability. Since sports image data have multiple features, Bayesian classifier is a good candidate for sport image classification.
2. It shows relatively low error rate in a huge database. Volume of image data on the Internet is enormous. In addition, the volume increases. Therefore, we need Bayesian classification technique having the high accuracy in huge volume to classify sports images on the Internet.

3 Sports Image Classification Using Bayesian Classifier

3.1 Bayesian Framework

We now review the Bayesian framework for image classification. Each data sample is represented by an n-dimensional feature vector, \( X=(x_1, x_2, \ldots, x_n) \), depicting \( n \) measurements made on the image for \( n \) attributes, respectively, \( A_1, A_2, \ldots, A_n \). Suppose that there are \( m \) classes, \( C_1, C_2, \ldots, C_m \). Given a new image \( I \), the Bayesian classifier calculates the posterior probability of each class, conditioned on \( I \). The posterior probability is defined by Bayes theorem as follow [9]:

\[
P(C_j \mid I) = \frac{P(I \mid C_j)P(C_j)}{P(I)}
\]

To assign a new image \( I \) to a class, the classifier tries to find a class having the highest posterior probability. In equation (1), since \( P(I) \) is constant for all classes, only \( P(I \mid C_j)P(C_j) \) need be considered. The class prior probabilities may be estimated by

\[
P(C_j) = \frac{s_j}{s}, \quad \text{where} \quad s_j \text{ is the number of training images of class } C_j \text{, and } s \text{ is the total number of training images.}
\]

\( P(I \mid C_j) \) is computed below the assumption of class conditional independence, presuming that there are no dependence relationships among the attributes. According to this assumption, \( P(I \mid C_j) \) is defined as follows:

\[
P(I \mid C_j) = \prod_{k=1}^{n} P(x_k \mid C_j)
\]

The probabilities \( P(x_1 \mid C_j), P(x_2 \mid C_j), \ldots, P(x_n \mid C_j) \) can be estimated from the training samples, where

(i) If \( A_k \) is discrete-valued, then \( P(x_k \mid C_j) = \frac{s_{jk}}{s_i} \), where \( s_{jk} \) is the number of training images of class \( C_j \) having the value \( x_k \) for \( A_k \), and \( s_i \) is the number of training images belonging to \( C_i \).

(ii) If \( A_k \) is continuous-valued, then the attribute is typically assumed to have a Gaussian distribution so that
\[
P(x_k \mid C_i) = g(x_k, \mu_{c_i}, \sigma_{c_i}) = \frac{1}{\sqrt{2\pi}\sigma_{c_i}} e^{-\frac{(x_k - \mu_{c_i})^2}{2\sigma_{c_i}^2}},
\]

where \(g(x_k, \mu_{c_i}, \sigma_{c_i})\) is the Gaussian (normal) density function for attribute \(A_k\), while \(\mu_{c_i}\) and \(\sigma_{c_i}\) are the mean and standard deviation, respectively, given the values for attribute \(A_k\) for training images of class \(C_i\).

### 3.2 Bayesian Sports Image Classifie

In this paper, we propose a classification scheme for sports images using the Bayesian classifier. To do this, we capture high-level concepts (i.e. football/swimming/skiing) from low-level image features (i.e. color, shape, and texture) through the training process.

Sports images can be distinguished exclusively since the differences between some sports images are noticeable. Such differences can be represented as differences between low-level features of a sports image. For example, images of water sports such as swimming and windsurfing have a large blue region by water, while images of snow sports have a white region. The proposed Bayesian sports image classifier uses four low-level features to classify the sports images. Each feature represents color or shape characteristic of the images.

This classifier assumes that each training image belongs to one of the classes. Semantic classes of the training image are illustrated in Fig. 1. The four low-level features used to depict an image are color histogram, color coherence vector, edge direction histogram, and edge direction coherence vector. We describe these features briefly from the viewpoint of sports image classification.

![Fig. 1. Classes of sports images.](image-url)
Color histogram is a compact summary of an image in color dimension. In the Bayesian sports image classification, a value of color histogram identifies the characteristic of each sports image in color dimension. Color histograms are frequently used to compare images. Their use in multimedia applications includes scene break detection and objects identification. For a given image $I$, its color histogram is $H_I$. An image database can be queried to find the most similar image to $I$, and can return the image $I'$ with the most similar color histogram $H_I'$. Typically, color histograms are compared using the sum of squared differences, called as $L_2$-distance, or the sum of absolute value of differences, called as $L_1$-distance. So the most similar image to $I$ would be the image $I'$ minimizing the $L_2$-distance or $L_1$-distance. Equation of $L_1$-distance (4) and $L_2$-distance (5) are as follows.

\[
\| H_I - H_I' \| = \sum_{j=1}^{n} (H_I[j] - H_I'[j])^2 \tag{4}
\]

\[
\| H_I - H_I' \| = \sum_{j=1}^{n} |H_I[j] - H_I'[j]|, \tag{5}
\]

where $M$ is the number of pixels that an image has. We assumed that all images have the same number of pixels for the ease of explanation. $H(h_1, h_2, ..., h_n)$ is a vector, in which each component $h_j$ is the number of pixels of color $j$ in the image. $n$ is the number of distinct (discredited) colors.

Color coherence vector [12] is the degree to which pixels of that color are members of large similar colored regions. We refer to these regions as coherent regions. Our coherence measure classifies pixels as either coherent or incoherent. Coherent pixels are a part of some sizable contiguous region, while incoherent pixels are not. A color coherence vector (CCV) represents this classification for each color in the image. CCVs prevent coherent pixels in one image from matching incoherent pixels in another. This allows distinctions that cannot be made with color histograms. In the Bayesian sports image classification, CCVs help to find a sports image class having similar characteristic with input images in color dimension. At first, we blur the image slightly by replacing pixel values with the average value in a small local neighborhood (currently including the 8 adjacent pixels). This eliminates small variations between neighboring pixels. Then we discrete the color space, such that there are only $n$ distinct colors in the image. The next step is to classify the pixels within a given color bucket as either coherent or incoherent. A coherent pixel is a part of a large group of pixels of the same color, while an incoherent pixel is not. We determine the pixel groups by computing connected components. We classify pixels as either coherent or incoherent depending on the size in pixels of its connected component($C$). A pixel is coherent if the size of its connected component exceeds a fixed value $T$ (e.g. 1% of number of pixels); otherwise, the pixel is incoherent. Color coherent vector (6) and equation for distance measure (7) of image $I_a$ and $I_b$ using the weighted Euclidean distance are as follows.
\[(a_1, b_1), \ldots, (a_n, b_n)\] 

\[
\sum_{j=1}^{n} \frac{((a_j - a_j')^2 + (b_j - b_j')^2)}{2n},
\]

where \(a_j\) is (number of coherent pixels of the \(j\)'s discretized color) / (total number of pixels in the image). \(b_j\) is (number of incoherent pixels of the \(j\)'s discretized color) / (total number of pixels in the image).

- Edge direction histogram (EDH) [12] represents the global information of shape in an image. The edge direction information can be obtained by using the Canny edge detector [12]. In the Bayesian sports image classification, the EDH identifies the characteristic of each sports image in shape dimension. At first, we calculate Gaussian filter \(S_{i,j}\) then compute the gradient along x-direction, \(P_{i,j}\), and compute the gradient along y-direction, \(Q_{i,j}\). Next, we compute the magnitude of the gradient to obtain an edge image, \(M_{i,j}\), using \(S_{i,j}\) and \(P_{i,j}\). Finally, we compute edge direction histogram (8) as follow.

\[
\theta = \arctan\left(\frac{O_{i,j}}{P_{i,j}}\right)
\]

- An edge direction coherence vector (EDCV) stores the number of coherent versus non-coherent edge pixels with the same directions (within a quantization of 5°). A threshold on the size of every connected component of edges in a given direction is used to decide whether the region is coherent or not. Thus this feature is geared towards discriminating structured edges from arbitrary edge distributions when the edge direction histograms are matched. The EDCV helps the classifier to find sports image class having similar characteristic with input images in shape domain. The shape characteristic of images in the same sports class is similar by its background (i.e. ring or form of ground) or pose of player (i.e. shooting pose or almost fixed camera angle).

There are several differences between Bayesian classifier of textual data and that of image data. Images usually have various and complex attributes, which means image data, may be represented in high-dimension space. In addition, most of these attributes have continuous values. Accordingly, the Bayesian sports image classifier should reflect such characteristics of image data.

4 Experiments

Sports image is a good domain to show efficiency and accuracy of the proposed classifier because a sports image belongs to a single sports class. Moreover, sports images have unique characteristics, which can represent a sports category of an image. For instance, images of ground sports such as golf, soccer and baseball have a large green region by grass and indoor sports images such as basketball, volleyball and boxing have similar edge direction by ground line or ring.
For experiments, we used a sports image database composed of several sports classes such as ski, snowboard, swimming, windsurfing, golf, soccer, baseball, basketball, volleyball and boxing. We gather such sports images from Internet. Each sports class contains about 50 images. The total number of sports images in the database is 487.

First, we classified images using the proposed sports image classifier employing each single image feature. Image sets is classified into indoor/outdoor categories. Then images, belonging to the indoor category, are further divided into three categories, which are water sports, snow sports and ground sports. Images of water sports are classified into swimming images and windsurfing images. Images of snow sports are classified into ski images and snowboard images. Finally, images of ground sports are classified into golf, soccer and baseball categories. Secondly, the proposed sports image classifier uses the combinations of image features and performs classification. Accuracy of each classification is shown in Table 1 and Table 2.

**Table 1. Accuracy of classification using each single image feature.**

<table>
<thead>
<tr>
<th>Category</th>
<th>CH</th>
<th>CCV</th>
<th>EDH</th>
<th>EDCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>indoor/outdoor</td>
<td>(260/487)53.4</td>
<td>(274/487)56.3</td>
<td>(302/487)62.0</td>
<td>(311/487)63.9</td>
</tr>
<tr>
<td>water/snow/ground</td>
<td>(256/344)75.0</td>
<td>(266/344)77.3</td>
<td>(238/344)69.2</td>
<td>(240/344)69.7</td>
</tr>
<tr>
<td>ski/snowboard</td>
<td>(67/97)69.1</td>
<td>(68/97)70.1</td>
<td>(69/97)71.1</td>
<td>(69/97)71.1</td>
</tr>
<tr>
<td>swim/windsurfing</td>
<td>(73/97)75.3</td>
<td>(71/97)73.2</td>
<td>(74/97)76.3</td>
<td>(75/97)77.3</td>
</tr>
<tr>
<td>golf/soccer/baseball</td>
<td>(105/150)70.0</td>
<td>(107/150)71.3</td>
<td>(108/150)72.0</td>
<td>(110/150)73.3</td>
</tr>
<tr>
<td>basket/volley/boxing</td>
<td>(88/143)61.5</td>
<td>(86/143)60.1</td>
<td>(99/143)69.2</td>
<td>(101/143)70.6</td>
</tr>
</tbody>
</table>

**Table 2. Accuracy of classification using combinations of image features.**

<table>
<thead>
<tr>
<th>Category</th>
<th>CH&amp;EDH</th>
<th>CH&amp;EDCV</th>
<th>CCV&amp;EDH</th>
<th>CCV&amp;EDCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>indoor/outdoor</td>
<td>(314/487)64.5</td>
<td>(337/487)69.2</td>
<td>(312/487)64.1</td>
<td>(358/487)73.5</td>
</tr>
<tr>
<td>water/snow/ground</td>
<td>(278/344)80.8</td>
<td>(277/344)80.5</td>
<td>(286/344)83.1</td>
<td>(288/344)83.7</td>
</tr>
<tr>
<td>ski/snowboard</td>
<td>(70/97)72.2</td>
<td>(71/97)73.2</td>
<td>(70/97)72.2</td>
<td>(75/97)77.3</td>
</tr>
<tr>
<td>swim/windsurfing</td>
<td>(75/97)77.3</td>
<td>(76/97)78.3</td>
<td>(74/97)76.3</td>
<td>(77/97)79.3</td>
</tr>
<tr>
<td>golf/soccer/baseball</td>
<td>(107/150)71.3</td>
<td>(113/150)75.3</td>
<td>(110/150)73.3</td>
<td>(115/150)76.7</td>
</tr>
<tr>
<td>basket/volley/boxing</td>
<td>(98/143)68.5</td>
<td>(102/143)71.3</td>
<td>(102/143)71.3</td>
<td>(108/143)75.2</td>
</tr>
</tbody>
</table>

The classification using combinations of features is more accurate than the classification using a single feature. In the classification employing a single feature, the most effective feature is dependent on characteristic of the image. For example, a classification of sports images, which is dependent on color features such as water/snow/ground classification, has the best accuracy when it uses color features such as CH or CCV. By the contrast, sports image classification that is not based on color features such as swimming/windsurfing classification shows better accuracy when it uses edge features such as EDH or EDCV instead of color features.
Most of the incorrectly classified images are close-up images or images taken in a long distant. An image of a swimmer’s face does not have the characteristics from the swimming image class. It is just an image of human face. In the same manner, an image of soccer ground taken from the sky has no characteristics of the soccer image class.

5 Conclusion

Image data mining is a fast expanding field with many new issues. Specially, many researchers in various fields focus on image classification with deep interest in image
mining. In this paper, we proposed a sport classifier based on the Bayesian framework. In processing sports images on the web, the proposed classifier can be more accurate by using annotated information of given image.
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1 Introduction

Discovering association rules is a relevant problem in the field of Data Mining, which was initially introduced by Agrawal in [1]. The main solution to this problem consists in computing the frequent itemsets that appear in the database, and in constructing from them the interesting association rules (e.g. [7]).

Several works have demonstrated that some data mining algorithms developed for relational databases can be also applied to texts [2][3][5]. The problem of mining texts was firstly introduced in [3], which consisted in producing a set of association rules starting from the set of frequent terms of each document of the collection. In this work, the mining process is guided by a set of predefined predicates that state relevant semantic relationships between terms. In [2], a method to find out ordered maximal frequent itemsets in a document collection was presented. Here, the concept of frequent term differs from that of [3] in that a frequent term must be frequent throughout the collection, independently of its local frequency in each document.

The fast adoption of the standard XML (eXtended Markup Language) in the current open information systems has produced the emergence of a new kind of information warehouses where traditional structured data lives together with unstructured textual information. In this scenario, it seems urgent to define new text mining techniques that allow analysts to extract the useful knowledge that these warehouses contain.

Concerning to XML documents, few works in the literature has taken into account the document hierarchical structure for text mining purposes, and they are mainly
concerned with mining the structure but not the contents [6]. In our opinion, regarding the hierarchical structure of the documents can improve the interpretation of the extracted itemsets (and therefore the association rules), and it can allow analysts to focus on a particular level of the hierarchy to obtain different itemsets.

In this paper, we propose a new method to generate the maximal itemsets at any level of the hierarchical structure of the document collection (i.e. its XML-Schema or DTD). In this context, the concept of frequent term depends on the hierarchy level we are focusing on. Thus, if we focus on the top level of the hierarchy (the whole collection), the concept of frequent term corresponds to that of [2], whereas if we focus on the bottom level, the concept of frequent term corresponds to that of [3]. With our method, we can deal with any level of the structural hierarchy, providing in this way alternative itemsets, which can provide further knowledge of the application at hand.

The remainder of the paper is organised as follows. Section 2 introduces some preliminary concepts for the mining of hierarchical organised documents. Section 3 presents the proposed mining algorithm, which finds the itemsets depending on the selected hierarchical level. Section 4 presents the experimental results, and finally Section 5 gives some conclusions.

2 Preliminary Concepts

In the following paragraphs we introduce the necessary concepts to define the proposed mining algorithm. In this paper, we represent a document as a tree whose nodes are the XML elements and its leaves contain the texts we want to mine. We will denote each sub-tree of a document with $T_{\text{tag}}$, where $\text{tag}$ is the root element of the sub-tree. Moreover, we will denote with $\text{Terms}(T_{\text{tag}})$ the set of textual terms appearing in the leaves of the tree $T_{\text{tag}}$. Finally, we will denote with $MT_{\text{tag}}$ to the set of document sub-trees whose root is the element $\text{tag}$. Figure 2 shows an example of the structure of a document collection and different mining contexts ($MT_{\text{tag}}$).

**Definition 1.** Let $T_{\text{tag}}$ be a document tree such that its leaves contains $q$ terms, i.e. $|\text{Terms}(T_{\text{tag}})| = q$. A term $t \in \text{Terms}(T_{\text{tag}})$ is a frequent term of $T_{\text{tag}}$ if and only if it appears at least $\delta(q)$ times in $\text{Terms}(T_{\text{tag}})$, where $\delta$ is the frequency threshold that depends on the number of terms $q$.

This definition corresponds to the usual concept of frequent term (i.e. keyword) as defined in [3], but applied to any level of the hierarchy. Thus, the term is said to be frequent for a given tree (e.g. a chapter, a section, etc.), if it sufficiently appears in it.

**Definition 2.** A term is said to be a frequent term in $MT_{\text{tag}}$ if and only if it appears at least in $\delta_{MT_{\text{tag}}} \left( |MT_{\text{tag}}| \right)$ trees of $MT_{\text{tag}}$. Notice that the frequency threshold is a function that depends on the size of $MT_{\text{tag}}$.

This definition corresponds to the usual concept of frequent term but applied to any level of the document hierarchy.

**Definition 3.** A term is said to be a strongly frequent term in $MT_{\text{tag}}$ if and only if it is a frequent term in at least in $\delta_{MT_{\text{tag}}} \left( |MT_{\text{tag}}| \right)$ trees of $MT_{\text{tag}}$. 
Definition 4. The set of terms \( \{ t_1, ..., t_m \} \), with \( t_i \in \bigcup_{T \in MT_{tag}} \text{Terms}(T) \) (\( i \in \{1,..,m\} \)) is a frequent itemset in \( MT_{tag} \) if its members co-occur at least \( \delta_{MT_{tag}}(q) \) times in \( T_{tag} \).

Definition 5. A set of terms \( \{ t_1, ..., t_m \} \), with \( t_i \in \text{Terms}(T_{tag}) \) (\( i \in \{1,..,m\} \)) is a frequent itemset in \( MT_{tag} \) if its members co-occur at least \( \delta_{MT_{tag}}(\bigl|MT_{tag}\bigr|) \) trees of \( MT_{tag} \). Moreover, an itemset is said to be strongly frequent if it is a frequent itemset in at least \( \delta_{MT_{tag}}(\bigl|MT_{tag}\bigr|) \) trees of \( MT_{tag} \).

Definition 6. A (strongly) frequent itemset in \( MT_{tag} \) is said to be maximal if there not exists another (strongly) frequent itemset in \( MT_{tag} \) that is superset of it.

The problem of mining maximal (strongly) frequent itemsets in \( MT_{tag} \) consists of finding all the maximal (strongly) frequent itemsets in \( MT_{tag} \). The solution to this problem requires as a previous step, the extraction of the (strongly) frequent terms in \( MT_{tag} \), and to record the subsets (in which they are frequent) where they appear. This is because all the supersets of an infrequent itemset are also infrequent, and all the subsets of a frequent itemset are also frequent. The overall mining process is illustrated in the Figure 2.
3 Finding Maximal Frequent Itemsets

The proposed mining algorithm basically extracts all the frequent terms (definitions 2 or 3) for a given structure element, and then it extends them to obtain the maximal itemsets. The lexicographical order between terms is used to incrementally extend the frequent sets. The algorithm takes as input the frequent terms at the MT$_{tag}$ level, which are represented by the list $F_w$. Moreover, the algorithm uses a hash table $T$ whose keys are the detected frequent terms and term pairs, and their values are the tree indexes of the MT$_{tag}$ where each key occurs.

It is worth mentioning that the number of combinations between frequent terms to be explored during the extension of itemsets can be reduced if all the itemsets of cardinality 2 are pre-computed.

The maximal frequent itemsets are then obtained by taking each frequent term from $F_w$ and then testing whether it is already included in a frequent pair (Figure 2, lines 3-4). If it does not occur, the unitary set formed by the frequent term is considered a maximal frequent co-occurrence. Otherwise, the frequent term can be extended to produce several maximal itemsets containing it. For this purpose, the algorithm takes all the already computed itemsets containing the term along with the terms with which it forms a frequent pair and they have not been included in the already computed itemsets. Then, it tries to extend the term as much as possible in order to obtain all the maximal frequent itemsets that contain it. (Figure 2, lines 6-8).

Figure 3 shows the algorithm that extends a given itemset $FreqSet$ by using the already computed frequent itemsets, which are recorded in $Co_OccsToExtend$. In the case that $Co_OccsToExtend$ has just one element, the extension of $FreqSet$ with this
element is then added to MaximalCo_Occs (Figure 3, lines 2-5). Otherwise, all the maximal frequent itemsets that contains FreqSet must be found (Figure 3, lines 7-36).

For this purpose, the algorithm takes each of the itemsets (Co_Oc) of Co_OccsToExtend (Figure 3, line 9) and it extends the frequent set FreqSet with it, generating a new frequent set $FreqSet'$. Then, the remaining itemsets (Co_Oc') in Co_OccsToExtend are examined to know which of them can further extend $FreqSet'$:

1. If $FreqSet'$ can be extended with Co_Oc’, then the following cases must be considered (Figure 3, lines 19-23):
   a. If the occurrences of $FreqSet'$ are equal to those of FreqSet, the extension of $FreqSet$ with Co_Oc’ does not generate new itemsets different from those generated by $FreqSet'$. Therefore, this set should not be considered in the successive iterations (Figure 3, lines 19-21).
   b. If their occurrences are different, Co_Oc’ must be recorded in order to find out all the possible combinations of maximal frequent itemsets generated from $FreqSet'$. This set is denoted with Co_OccsToExtend’ (Figure 3, lines 22-23).

The method T.Hits(Itemset) is here used to obtain the occurrences of a given itemset.

2. If $FreqSet'$ cannot be extended with Co_Oc’, then the following cases must be regarded (Figure 3, lines 24-30):
   a. If Co_Oc’ is a unitary set, then it is impossible to extend $FreqSet'$ with Co_Oc’. Moreover, the term in Co_Oc’ should not be considered in the successive iterations for the extension of $FreqSet'$ (Figure 3, lines 24-25). Notice that those terms are discarded when the algorithm takes each itemset Co_Oc’ (Figure 3, line 17).
   b. If Co_Oc’ is not a unitary set, then $FreqSet$ must be extended with all the pairs $(p, p')$ such that $p$ is a member of Co_Oc\ Co_Oc’, and $p'$ is a member of the Co_Oc’\ Co_Oc (Figure 3, lines 27-30). The itemsets that can be used to extend $FreqSet \cup \{p, p'\}$ are obtained by using the function OthersFreqTerms, which returns the terms with which $FreqSet \cup \{p, p'\}$ co-occurs.

Finally, the algorithm takes the other terms that can also extend $FreqSet'$ but that were not included in any of the itemsets of Co_OccsToExtend’ (Figure 3, line 32). Thus, $FreqSet'$ is extended in turn by using a recursive call (Figure 3, line 33).

### 4 Results

To evaluate the obtained results we have taken two collections of news articles from the international section published in the Spanish newspaper “El País”. The first collection comprises the news articles published during June 1999, which mainly reported about the Kosovo War. The other collection comprises news articles published during November 1999, which have a greater variety of topics. Before mining these collections, news articles are processed to reject stopwords (e.g. articles, prepositions and adverbs) and to extract the word lemmas (terms). We use as the hierarchical syntactical structure the following levels: the whole document collection, article, paragraph, sentences and terms. The characteristics of the document collection are summarised as follows:
Algorithm Extend(FreqSet, TCoinc, T, Co_OccsToExtend, $\delta_{MT_\text{tag}}$, MaximalCo_Occs)

Objective: Add to MaximalCo_Occs all the maximal frequent co-occurrence sets that have its first term (following the lexicographical order) the first term of the frequent set FreqSet.

Input: FreqSet: Frequent set to be extended.
TCoinc: Set of items of MT\text{tag} in which the terms of FreqSet co-occur.
T: The hash table containing the indexes of the elements of the MT\text{tag}.
Co_OccsToExtend: Frequent co-occurrences to use for extending FreqSet (lexicographically ordered).
$\delta_{MT_\text{tag}}$: frequency threshold for the MT\text{tag} level.

Output: MaximalCo_Occs: Set of maximal frequent co-occurrences.

Method:
1. if $|\text{Co\_OcsToExtend}| \leq 1$ then
2. if $|\text{Co\_OcsToExtend}| = 1$ then
3. CoOcMax = FreqSet $\cup$ Co_OcsToExtend[0]
4. if CoOcMax $\varsubsetneq$ CoOcMax', $\forall$CoOcMax' in MaximalCo_Ocs then
5. MaximalCo_Ocs.Add(CoOcMax)
6. else
7. NotConsider = $\emptyset$
8. $i = 0$
9. while $i \leq |\text{Co\_OcsToExtend}|$
10. $\text{Co\_Oc} = \text{Co\_OcsToExtend}[i]$
11. FreqSet = FreqSet $\cup$ Co_Oc
12. TCoincs' = TCoinc $\cap$ T.Hits(FreqSet $\cup$ Co_Oc)
13. Co_OcsToExtend' = $\emptyset$
14. StopTerms = $\emptyset$
15. $j = i + 1$
16. while $j \leq |\text{Co\_OcsToExtend}|$
17. $\text{Co\_Oc} = \text{Co\_OcsToExtend}[j]$
18. TCoincs'' = TCoinc $\cap$ T.Hits($\text{Co\_Oc}'$)
19. if TCoincs'' $\neq$ TCoinc then
20. FreqSet = FreqSet $\cup$ (Co_Oc)
21. NotConsider = NotConsider $\cup$ $\{\}$
22. else if $|\text{TCoincs''}| \geq \delta_{MT_\text{tag}}$
23. Co_OcsToExtend' = Co_OcsToExtend' $\cup$ (Co_Oc)
24. else if $|\text{Co\_Oc}'| = 1$ then
25. StopTerms = StopTerms $\cup$ Co_Oc'
26. else
27. for all $p, p' \in F_w, (p, p') \in T.$keys(), and $p \in \text{Co\_Oc}'\text{Co\_Oc}', p' \in \text{Co\_Oc}'\text{Co\_Oc}$
28. if $|T.$Hits(FreqSet $\cup$ (p,p')) $\geq \delta_{MT_\text{tag}}$ then
29. CoOcsToExtend'' = OthsFreqTerms (FreqSet $\cup$ (p,p'))
30. Extend(FreqSet $\cup$ (p,p'), T.Hits(FreqSet $\cup$ (p,p')), T, Co_OcsToExtend'', $\delta_{MT_\text{tag}}$, MaximalCo_Ocs)
31. $j = j + 1$
32. Add to CoOcsToExtend'' unitary set for each term in OthsFreqTerms ($\bigcup_{p \in \text{Co\_Oc}' \text{Co\_OcsToExtend}''} p$)
33. Extend(FreqSet', TCoincs', T, Co_OcsToExtend', $\delta_{MT_\text{tag}}$, MaximalCo_Ocs)
34. $i = i + 1$
35. while $i$ in NotConsider do
36. $i = i + 1$

Fig. 4. Algorithm for the extension of the itemsets.
We use as a function for the frequency threshold the percentage of the sub-trees included in each level (i.e. article, paragraph and sentence). In the experiments we only use the concept of maximal frequent itemset.

Regarding to the news of June, the optimal threshold for paragraphs and sentences is 0.44%, whereas for the article level is 5%. Table 1 presents the first 15 itemsets of

<table>
<thead>
<tr>
<th>ItemSet</th>
<th>Relev.</th>
<th>ItemSet</th>
<th>Relev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>fuerza, internacional, kosovo</td>
<td>4.7594</td>
<td>august_pinochet, auto, baltasar_garzón, caso, juez, procesamiento</td>
<td>19.6169</td>
</tr>
<tr>
<td>millón, peseta</td>
<td>3.7326</td>
<td>Baltasar_garzón, genocidio, juez</td>
<td>7.6760</td>
</tr>
<tr>
<td>dólar, millón</td>
<td>3.7181</td>
<td>fuerza, internacional, kfor, paz</td>
<td>6.7672</td>
</tr>
<tr>
<td>ejército_de_liberación_de_kosovo, elk</td>
<td>3.4240</td>
<td>alemán, canciller, gerhard_schröder</td>
<td>6.6499</td>
</tr>
<tr>
<td>fuerza, kfor</td>
<td>2.5966</td>
<td>dólar, millón, peseta</td>
<td>6.3618</td>
</tr>
<tr>
<td>fuerza, paz</td>
<td>2.1971</td>
<td>ejército_de_liberación_de_kosovo, elk, kosovo, serbio</td>
<td>6.1369</td>
</tr>
<tr>
<td>retirado, serbio</td>
<td>2.1507</td>
<td>fuerza, kfor, kosovo, paz</td>
<td>5.9906</td>
</tr>
<tr>
<td>bombardeo, otan</td>
<td>2.0738</td>
<td>fuerza, internacional, kfor, kosovo</td>
<td>5.9659</td>
</tr>
<tr>
<td>otan, yugoslavia</td>
<td>1.7932</td>
<td>fuerza, internacional, kosovo, tropa</td>
<td>5.7191</td>
</tr>
<tr>
<td>kosovo, tropa</td>
<td>1.7502</td>
<td>fuerza, internacional, kosovo, paz</td>
<td>5.6908</td>
</tr>
<tr>
<td>acuerdo, paz</td>
<td>1.7416</td>
<td>javier_solana, otan, secretario_general</td>
<td>5.5357</td>
</tr>
<tr>
<td>fuerzas, serbio</td>
<td>1.7335</td>
<td>fuerzas, kosovo, retirado, serbio</td>
<td>5.5248</td>
</tr>
<tr>
<td>otan, tropa</td>
<td>1.7075</td>
<td>iglesia, ortodoxo, serbio</td>
<td>5.4700</td>
</tr>
<tr>
<td>fuerzas, kosovo</td>
<td>1.6821</td>
<td>Augusto_pinochet, chile, general</td>
<td>5.3565</td>
</tr>
<tr>
<td>Albanokosovar, serbio</td>
<td>1.6099</td>
<td>Augusto_pinochet, general, juez</td>
<td>5.2107</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ItemSet</th>
<th>Relev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>aliado, bombardeo, kosovo, militar, otan, serbio, yugoslavo</td>
<td>6.3607</td>
</tr>
<tr>
<td>belgrado, kosovo, otan, serbio, slobodan_milosevic, yugoslavia</td>
<td>5.8310</td>
</tr>
<tr>
<td>bombardeo, kosovo, otan, serbio, slobodan_milosevic, yugoslavia</td>
<td>5.8194</td>
</tr>
<tr>
<td>kosovo, otan, serbio, slobodan_milosevic, yugoslavia, yugoslavo</td>
<td>5.7143</td>
</tr>
<tr>
<td>belgrado, bombardeo, kosovo, otan, serbio, yugoslavo</td>
<td>5.6139</td>
</tr>
<tr>
<td>fuerza, fuerzas, kosovo, militar, otan, paz, serbio</td>
<td>5.5470</td>
</tr>
<tr>
<td>internacional, kosovo, otan, slobodan_milosevic, yugoslavia, yugoslavo</td>
<td>5.5410</td>
</tr>
<tr>
<td>fuerza, internacional, kosovo, tropa</td>
<td>5.5287</td>
</tr>
<tr>
<td>aliado, kosovo, otan, serbio, slobodan_milosevic, yugoslavo</td>
<td>5.5205</td>
</tr>
<tr>
<td>bombardeo, otan, presidente, serbio, slobodan_milosevic, yugoslavia</td>
<td>5.4877</td>
</tr>
<tr>
<td>internacional, kosovo, serbio, slobodan_milosevic, yugoslavia, yugoslavo</td>
<td>5.4733</td>
</tr>
<tr>
<td>belgrado, guerra, kosovo, otan, serbio, slobodan_milosevic</td>
<td>5.4313</td>
</tr>
<tr>
<td>bombardeo, kosovo, otan, serbio, yugoslavia, yugoslavo</td>
<td>5.4143</td>
</tr>
<tr>
<td>fuerza, fuerzas, internacional, kosovo, militar, paz, serbio</td>
<td>5.4079</td>
</tr>
<tr>
<td>Aliado, belgrado, kosovo, otan, serbio, yugoslavo</td>
<td>5.3703</td>
</tr>
</tbody>
</table>
each level ordered by the *mutual information function* [4], which calculates the information gain produced by each itemset.

Regarding to the news of November, the optimal thresholds for sentences and paragraphs is around 0.56%, and for articles is around 5%. Table 2 shows the first 15 itemsets obtained for each syntactical level.

From these experiments, we can notice that in the collection of June, many of the relevant itemsets refer to the Yugoslavian conflict. Nevertheless, the obtained itemsets for each syntactical level express different semantic relationships. Thus, the itemsets at the sentence and paragraph levels usually capture frequent linguistic relationships between terms (e.g. \{force, international\}, \{million, dollar\}). However, at the article level, the itemsets use to describe the keywords that frequently co-occur in the collection. It can be also noticed that some topics that are not relevant at the article level (e.g. Pinochet's trial) become relevant at the paragraph level, since they are very frequent in the few news that involve these topics.

**Table 2. Itemsets obtained for the collection of November 1999.**

<table>
<thead>
<tr>
<th>Sentence (0.56%)</th>
<th>Paragraph (0.56%)</th>
<th>Article (5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>paz, proceso</td>
<td>auto_de_la_audiencia_nacional, autorizar,</td>
<td>chechenia, guerra, rusia, ruso</td>
</tr>
<tr>
<td>chechenia, ruso</td>
<td>auto_de_la_audiencia_nacional, autorizar,</td>
<td>chechenia, guerra, rusia, ruso</td>
</tr>
<tr>
<td>gobierno, presidente</td>
<td>august_pinochet, baltazar_garzon, caso, espana, espanol, extradicion, ingles, juez, prision, procesamiento</td>
<td>4.5014</td>
</tr>
<tr>
<td>ministro, presidente</td>
<td>august_pinochet, cas, espana, juez</td>
<td>chechenia, grape, rusia, ruso</td>
</tr>
<tr>
<td>politico, presidente</td>
<td>august_pinochet, espana, suvicion</td>
<td>3.8954</td>
</tr>
<tr>
<td></td>
<td>august_pinochet, extradicion, juez</td>
<td>3.7847</td>
</tr>
<tr>
<td></td>
<td>august_pinochet, espana, espaol</td>
<td>3.6610</td>
</tr>
<tr>
<td></td>
<td>chechenio, militar, ruso</td>
<td>3.8307</td>
</tr>
<tr>
<td></td>
<td>boris_yeltsin, presidente, ruso</td>
<td>3.6194</td>
</tr>
<tr>
<td></td>
<td>chechenia, guerra, ruso</td>
<td>3.4346</td>
</tr>
<tr>
<td></td>
<td>caido, muro</td>
<td>2.9657</td>
</tr>
<tr>
<td></td>
<td>ira_sinn_fein</td>
<td>2.7741</td>
</tr>
<tr>
<td></td>
<td>derechos_humano, violacion</td>
<td>2.6688</td>
</tr>
<tr>
<td></td>
<td>equipo, rescate</td>
<td>2.2832</td>
</tr>
<tr>
<td></td>
<td>chileno, dictador</td>
<td>2.2520</td>
</tr>
</tbody>
</table>
It is worth mentioning that the mutual information function has the desired effects over the relevance of itemsets. Indeed, the frequent linguistic patterns used by the journalists obtain a low relevance with this function, whereas the itemsets with greater semantics obtain greater relevance values.

At the paragraph level, the itemsets with the greatest relevance are those that belong to little mentioned topics, which obtain significant differences with respect to the rest of the itemsets. On the other hand, the itemsets of the most mentioned topics have a relevance value between 7.0 and 5.0. At the article level, the function takes values in the same range as expected.

The collection of November has a similar behaviour, although the found frequent itemsets have lower relevance values. This is due to the greater number of mentioned topics.

As in the previous collection, we can also notice that the most relevant itemsets are always obtained at the paragraph level, and it is important to notice that those coincide with the most interesting itemsets.

5 Conclusions

In this work we have introduced a new text-mining algorithm based on the concept of hierarchical syntactical structure. It constitutes an unexplored approach for the description and analysis of structured document collections, and it conceptually surpasses the previous text mining approaches in different aspects. Firstly, the number of meaningless item combinations is notably reduced when considering itemsets of the same hierarchical level. Additionally, the analysis of a collection can be performed from any of its different hierarchical levels.

We have also introduced an algorithm for computing the maximal frequent itemsets, in which the term frequency concept of Feldman and Ahonen is extended to any level of the syntactical hierarchy.

We have demonstrated that there are significant differences in the frequent itemsets found at the different syntactical levels. Moreover, we have shown that the mutual information function successfully expresses the relevance of these itemsets.

In the future, we are interested in comparing the obtained results with those generated by using the concept of maximal strongly frequent itemset.
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Abstract. The goal of this research is to design an optimal fuzzy system than can extract fuzzy rules and specify membership functions automatically by learning from examples. This method has the merits that it does not require both the precise mathematical modeling of fuzzy system and the human expert’s help since the input-output characteristics of fuzzy system are approximated by learning the training examples. A multideme GA system is used in which various fuzzy systems with different numbers of input variables and structures are jointly optimized. We also propose coding by means of multidimensional matrices of the fuzzy rules such that the neighborhood properties are not destroyed by forcing it into a linear chromosome. We have applied the approach to two well-studied time series: sunspot and Mackey-Glass chaotic process. The results demonstrate that the approach is fairly effective and efficient in terms of relatively high prediction accuracy and fast learning speed.

1 Fuzzy Modeling by Genetic Algorithms

Two typical examples using the technique of learning from examples can be found by applying either neural networks or genetic algorithms in the design of the Fuzzy Systems and its Parameters (FP). The former approach has some drawbacks: 1) it can only use numerical data pairs; 2) it does not always guarantee the optimal system performance due to easy trapping to local minimum solution; and 3) it is not easy to interpret the created fuzzy rules due to its internal representation of weights. Designing the FP’s based on the GAs has been widely attempted since it can provide more possibilities of finding an optimal (or near-optimal) solution due to the implicit parallelism of GAs.

Gas have the potential to be employed to evolve both the fuzzy rules and the corresponding fuzzy set parameters [12]. Some of the work of fuzzy systems and GAs concentrates exclusively on tuning of membership functions [9] or on selecting an optimal set of fuzzy rules [11], while others attempt to derive rules and membership functions together [5]. To obtain optimal rule sets and optimal sets of membership functions, it is preferable that both are acquired simultaneously [7]. To optimize the whole fuzzy system simultaneously, two structures will be used: one to encode the membership functions and the other for the fuzzy rules. Therefore, the structure of the chromosome is formed by two different matrix: the first one is an incomplete matrix...
in which each row represents one of the variable of the system, and where the columns encode the parameters of the membership functions. The second one is a complete matrix in the form of a \( n_1 \times \ldots \times n_n \) matrix, noting that \( n_m \) is the number of membership functions contained within each input variable. Note that each element of this second matrix is the conclusion of the fuzzy rules, and non-existent rules are encoded in the consequent with a Non A Number (NaN).

1.1 Membership Function Coding

The membership functions are encoded within an “incomplete” matrix in which each row represents one of the variables of the system, and where the columns encode the parameters of the membership functions. Because each of the input variables of the system has a different number of membership functions, the chromosome structure used to store the membership functions is not a “complete” matrix, as each of the \( m \) rows has a different number of columns \( n_m \). As we have selected a triangular partition (TP), the only parameter that needs to be stored is the centre of the triangular function [15]. A fuzzy set \( X_m^i \) is defined by a linguistic function in the form:

\[
\mu_{X_m^i} = \begin{cases} 
\frac{x - c_m^{i-1}}{c_m^i - c_m^{i-1}} & \text{if } c_m^{i-1} < x \leq c_m^i \\
\frac{c_m^i - x}{c_m^i - c_m^{i+1}} & \text{if } c_m^i < x \leq c_m^{i+1} \\
0 & \text{otherwise}
\end{cases}
\]  

(1)

where \( c_m^i \) represents the centre of the \( i \) membership function of the input variable \( m \). Due to the membership function configurations selected, it is straightforward for a human operator to understand the final fuzzy system obtained. Because the number of membership functions is also optimized, it is possible for some of the input variables to be removed, and these would therefore have no membership function.

1.2 Fuzzy Rules Codification

In order to encode fuzzy rules, rather than a string or vector where the numerical consequences of the conclusions will appear, we carried out spatial encoding in the form of a \( n_1 \times \ldots \times n_n \) matrix, noting that \( n_m \) is the number of membership functions contained within each input variable. By using string linear encoding, rules that are close together within the antecedent and which, when fuzzy inference is performed, are activated simultaneously, can be distantly encoded. Thus, in a planar structure, the neighborhood properties are destroyed when it is forced into a linear chromosome. According to the behaviour of GAs, it is preferable for fuzzy rules that are similar in the antecedent to be encoded as neighbors. Therefore, as it is implicit in encoding, rules that are neighbors in the rule table create interference with each other. Fig.1
shows the complete fuzzy systems codification. Note that the genetic operators described in the following section take into account the spatial structure of the fuzzy rules. Finally, as learning from examples is used, the training data might not cover the whole input domain. This would arise from the huge quantity of data that would be needed, and also from the physical impossibility of obtaining such data. In this case, an incomplete rule base is obtained, and the non-existent rules are encoded in the consequent with a Non A Number (NaN) and consequently are not taken into account in the fuzzy inference process.

**Fig. 1.** Codification of a GA population with 3 demes

**Fig. 2.** Migration towards a fuzzy system with a lower dimensionality

**Fig. 3.** Increasing the number of membership functions and rules

**Fig. 4.** Migration towards a fuzzy system with a higher dimensionality

### 1.3 Fitness Function

To evaluate the fuzzy system obtained, we have used the error approximation criterion. Nevertheless, in order to take into account the parsimony principle, that is, the number of parameters to be optimized in the system, we add a new term to describe the complexity of the derived fuzzy system. In the presented approach, GAs are used to search for an optimized subset of rules (both number of rules and the rule values) from a given knowledge base to achieve the goal of minimizing the number of rules.
used while maintaining the system performance. If we have various models based on
the same set of examples, the most appropriate one is determined as that with the
lowest description length. Another more flexible alternative is to define the fitness
function as a linear combination of the error committed by the system and the number
of parameters defining [6]:

\[
\text{fitness} = W_e \cdot \text{Error} + W_c \cdot \text{Complexity}
\]  

(2)

2 Multiple-Population or Multiple-Deme GA

The main issue of this article is that different structures of fuzzy systems may evolve
and compete with each other, in such a way that even information obtained by fuzzy
systems with different numbers of input variables may be shared. In general, for iden-
tification purposes, \textit{a priori} information about the structure of the fuzzy system is not
always obtained. Even the number of inputs (for example, in time-series prediction
problems) is not always known. For this purpose, a multiple-population (or multiple-
deme) GA configuration is used [1], in which each deme has a different number of
input variables. Within each deme there are fuzzy systems with different numbers of
membership functions and rules. Basically, the configuration consists of the existence
of several sub-populations which occasionally exchange individuals. Therefore it is
necessary for them that exists intercommunication between the various demes that
comprise the total genetic population. This exchange of individuals is called migra-
tion and is controlled by several parameters. Multiple-deme GAs seem like a simple
extension of the serial GA, in which few conventional (serial) GAs, run each of them
on a node of a parallel computer (or simulated in one processor), and at some prede-
termined times exchange a few individuals [1].

2.1 Migration between Neighbour Demes

In this paper, two different situations of migration between demes are considered: the
migration towards demes with a lower dimensionality and that towards those with a
higher dimensionality. Fig.1 illustrates the case in which the exchange of individuals
between demes only occurs between near neighbours, which is equivalent to say that
the exchange occurs between fuzzy systems that differ by one in their input space
dimensionality. The migration of a fuzzy system with a particular number of input
variables towards a system with a lower dimensionality requires the previous, and
random, selection of the variable to be suppressed (we term this variable \textit{m}). The
second step is to determine, again in random fashion, one of the membership func-
tions of this variable (named \textit{j}) and to construct the new, lower dimensionality, fuzzy
system that only has the rules corresponding to the membership function \textit{j} that has
been selected (Fig.2). Thus, the set of membership functions of the new fuzzy system
is identical to that of the donor system, except that the variable \textit{m} has been removed.
The rules are determined by the following expression:

\[
R_{\text{Offspring}}^{i_1 i_2 \ldots i_{m-1} i_{m+1} \ldots i_N} = R_{i_1 i_2 \ldots i_{m-1} j i_{m+1} \ldots i_N} ; j \in [1, n_m]
\]  

(3)
In the second case, the new fuzzy system (the new offspring) proceeds from a donor fuzzy system with a lower number of input variables (Fig.4). Here, it is not necessary to determine any donor system input variable, as in the migration described above, because the new offspring is created on the basis of the information obtained from the donor system, with the increase of a new variable; which is randomly selected from the set of variables in the higher dimensionality deme that are different to the deme with lower dimensionality. Initially, this new variable has a random number of homogeneously distributed membership functions, and its rules are an extension of the donor fuzzy system, taking the form: \[
\text{Offspring}_{i1^2...i_N^1} = \text{R}_{i1^2...i_N^1}
\]

3 Genetic Operators

To perform the crossover of the individuals within the same subsystem, we distinguish between the crossover of the membership functions and that of the rules.

3.1 Crossover of the Membership Functions

When two individuals have been selected (which could be designated i and i') within the same subsystem in order to perform the crossover of the membership functions, the following steps are taken:

1. One of the input variables of the system (for example, m) is randomly selected.
2. Let \(n^i_m\) and \(n^i'_m\) be the number of membership functions of system i and i' for the randomly selected variable m. Assume that \(n^i_m < n^i'_m\). Then from system i we randomly select two crossover points, p1 and p2, such that: \(1 < p1 < p2 < n^i_m\). The membership functions that belong to the interval \([p1, p2]\) of individual i are exchanged for the membership functions of individual i' that occupy the same position.

3.2 Crossover of the Rules

To achieve the crossover of the consequents of the membership functions, we substitute N-dimensional sub matrices within the two individuals selected to carry out the operation. One of the individuals is termed the receptor, R, whose matrix is going to be modified, and the other is the donor, D, which will provide a randomly selected sub matrix of itself. The crossover operation consists of selecting a sub matrix S from the rule matrix of the donor individual such that a matrix \(S^*\) of equal dimensions and located at the same place within the receptor individual is replaced by the new rules specified by matrix S. In other words, the new offspring O is equal to R, except in the sub matrix of the rules given by matrix S, located at the point vector \((A_1, A'_1, A_2, ..., A_N)\). Therefore, the following steps are taken:
1. Select two individuals R and D
2. In order to perform the (N+1) points crossover operator, select a vector \((A_1, A'_1, A_2, \ldots, A_N)\), such as the sub matrices \(S\) and \(S^*\) fulfill \(S \subset R\) and \(S^* \subset D\).
3. Create an offspring interchanging the sub matrices \(S\) and \(S^*\) in \(R\).

The crossover of the membership function and the crossover of the rules are applied in each generation.

### 3.3 Mutation

Regarding mutation, the parameters of the fuzzy system are altered in a different way from what occurs within a binary-coded system. As the individual is not represented by binary numbers, the random alteration of some of the system’s bits does not occur. Instead of this, there are perturbations of the parameters that define the fuzzy system. Firstly, when the fuzzy system that will be mutated has been selected, a parameter defining the fuzzy system (membership functions or rules) is randomly selected with a probability of \(P_m\). Secondly, the parameter is modified according to the following expression:

\[
\Delta c^j_m = c^j_m - \Delta c^j_m \quad \text{and} \quad \Delta c^j_m = \frac{c^j_m - c^{*j}_m}{b}
\]

where the values that perturb the membership functions are given by \(\Delta c^j_m = c^j_m - c^{*j}_m\) and \(\Delta c^j_m = \frac{c^j_m - c^{*j}_m}{b}\). The active radius ‘\(b\)’ is the maximum variation distance and is used to guarantee that the order of the membership function locations remains unchanged (a typical value is \(b=2\), meaning that, at most, a centre can be moved as far as the midpoint between it and its neighbour). The parameter \(\Delta R\) is the maximum variation of the conclusion of the rules.

### 3.4 Increasing the Number of Membership Functions

This makes it possible for all of the information contained in the chromosomes of a fuzzy system to be transferred to another system with greater structural complexity, as the number of membership functions of a particular, randomly-selected, variable increases.

To achieve this, the first step is to select an input variable at random (for example, \(m\)) and within this variable to select a position of the membership functions, \(j\), where \(j \in [1,n_m]\). At this position \(j\), a new membership function will be introduced, such that the order of the previously-defined functions remains unaltered. Thus, the new centre of this function is randomly selected but with the restriction: \(c^j_m < c^{*j}_m < c^{j+1}_m\). Thus the new distribution of membership functions for the variable \(m\) is now: \(\{ X^1_m, X^2_m, \ldots, X^j_m, X^{*j}_m, X^{j+1}_m, \ldots, X^{n_m}_m \}\). In relation to the new rules that have been added, we perform a linear interpolation of the new rules with their immediate neighbours, adding a perturbation. Fig. 4 represents the effects of this operator on a fuzzy system. This is expressed in mathematical terms as:
3.5 Decreasing the Number of Membership Functions

A reduction in the number of membership functions within a fuzzy system simply removes, at random, one of the membership functions from a variable that is also randomly selected. As well as the membership function, the rules associated with it are also removed.

4 Simulation Results

4.1 Synthetic Time Series

We will make use of time series generated from a differential of difference equation governed by determinism (in which, once the initial value is given, the subsequent states are all determined). This is the deterministic chaos of a dynamic system. The Mackey-Glass chaotic time series is generated from the following delay differential equation:

$$\frac{dx(t)}{dt} = \frac{ax(t-\vartheta)}{1 + x^{10}(t-\vartheta)} - bx(t)$$

(6)

Prediction of this time series is recognized as a benchmark for testing various neural-network architectures [10]. When \(\vartheta>17\) (\(\vartheta\) is the delay in equation (6)), the equation shows chaotic behaviour. Higher values of \(\vartheta\) yield higher dimensional chaos. For the sake of comparison with earlier work, we have selected five input variables with a delay of 6 and the parameter \(\vartheta\) in equation (6) equal to 17. The parameter values used in all simulation of the GA are presented in Table 1.

<table>
<thead>
<tr>
<th>Table 1. GA parameters for Time Series Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crossover Probability</td>
</tr>
<tr>
<td>Mutation Probability</td>
</tr>
<tr>
<td>Number Of Generation</td>
</tr>
<tr>
<td>Size Population In Each Deme</td>
</tr>
<tr>
<td>Type Of Selection</td>
</tr>
<tr>
<td>Type Of Crossover</td>
</tr>
</tbody>
</table>

We have considered five input candidates: \(x[t-24]\), \(x[t-18]\), \(x[t-12]\), \(x[t-6]\), \(x[t]\), to the system and the GAs have to find among them the more important inputs affecting the output \(x[t+6]\), taking into account the complexity of the final rule. Therefore, in
this example $N_{\text{max}}$ is equal to five. We employed 4 demes, with 2, 3, 4 and 5 input variables. As a result of predicting 6 steps ahead of the Mackey-Glass time series, the root mean square error and the correlation coefficient are 0.032 and 0.98. Fig. 5.a shows the predicted and desired values (dashed and continuous lines respectively) for both training and checking data (which is indistinguishable from the time series here). As they are practically identical, the difference can only be seen on a finer scale (Fig. 5.b). Table 2 compares the prediction accuracy of different computational paradigms presented in the bibliography for this benchmark problem (including our proposal), for various fuzzy system structures, neural systems and genetic algorithms.

Table 2. Comparison Results Of The Prediction Error Of Different Methods For Prediction Step Equal To 6 (500 Training Data)

<table>
<thead>
<tr>
<th>Method</th>
<th>Prediction Error (RMSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto Regressive Model</td>
<td>0.19</td>
</tr>
<tr>
<td>Cascade Correlation NN</td>
<td>0.06</td>
</tr>
<tr>
<td>Back-Prop. NN</td>
<td>0.02</td>
</tr>
<tr>
<td>Classical RBF (With 23 Neurons) [2]</td>
<td>0.0114</td>
</tr>
<tr>
<td>$6^{\text{th}}$ Order Polynomial</td>
<td>0.04</td>
</tr>
<tr>
<td>Linear Predictive Method</td>
<td>0.55</td>
</tr>
<tr>
<td>Kim And Kim (Genetic Algorithm &amp; Fuzzy System) [10]</td>
<td>5 Mfs: 0.049</td>
</tr>
<tr>
<td></td>
<td>7 Mfs: 0.042</td>
</tr>
<tr>
<td></td>
<td>9 Mfs: 0.038</td>
</tr>
<tr>
<td>ANFIS &amp; Fuzzy System [8]</td>
<td>0.007</td>
</tr>
<tr>
<td>Wang Et Al. [12]</td>
<td>Product T-Norm: 0.0907</td>
</tr>
<tr>
<td></td>
<td>Min T-Norm: 0.0904</td>
</tr>
</tbody>
</table>
| Our Approach, Using Only 3 Input Variables With 5, 6 And 8 Membership Functions | 0.032
4.2 Real Time Series: Sunspot Series

Sunspot series is a record of the activity of the surface of the sun. The sunspot series is chaotic and is a well-known challenging task for time series analysis. The sunspot data set has long served as a benchmark and been well studied in the previous literature [3][4][13][14]. The data set consists of a total of 280 yearly averaged sunspots recorded from 1700 to 1979. In the experiment, the data points from 1700 to 1920 are used as the training set, those from 1921 to 1955 are used as the validation set, and the remaining data points from 1956 to 1979 are used as the test set. 12 previous sunspots are used as inputs to predict the current sunspot. As a result, there are a total of 209 data patterns in the training set, 35 data patterns in the validation set and 24 data patterns in the test set. Figure 6 shows the result of the original and predicted sunspot series, together with the error. Table 3 compares the prediction accuracy of classical ARMA method and percepion neural network presented in the bibliography for this benchmark problem [14] (including our proposal).

Table 3. Comparison results of the prediction error of different methods for prediction the sunspot time series

<table>
<thead>
<tr>
<th>Method</th>
<th>Prediction Error (MSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceptron Neural Network, Model: 2x11x1</td>
<td>160.8</td>
</tr>
<tr>
<td>Perceptron Neural Network, Model: 2x11x1</td>
<td>158.9</td>
</tr>
<tr>
<td>Perceptron Neural Network, Model: 2x11x1</td>
<td>157.8</td>
</tr>
<tr>
<td>Perceptron Neural Network, Model: 2x11x1</td>
<td>180.8</td>
</tr>
<tr>
<td>Perceptron Neural Network, Model: 2x11x1</td>
<td>180.4</td>
</tr>
<tr>
<td>ARMA(2,0)</td>
<td>177.3</td>
</tr>
<tr>
<td>Our approach, using 4 input variables with 5, 6,7 and 7 membership functions</td>
<td>15.91</td>
</tr>
</tbody>
</table>
5 Conclusions

While the bibliography describes many methods that have been developed for the adjustment or fine-tuning of the parameters of a fuzzy system with partially or totally known structures, few have been dedicated to achieving both simultaneous and joint structure and parameter adjustment. In this paper we propose a GA that is capable of simultaneously optimizing the structure of the system and tuning the parameters that define the fuzzy system. For this purpose, we applied the concept of multiple-deme GAs, in which several populations with different structures (number of input variables) evolve and compete with other. In each of these populations, the element also has a different number of membership functions in the input space and a different number of rules. In the proposed methodology, there is a big number of parameters to be optimized and therefore the computational cost is very high. Thanks to the use of multideme genetic algorithm, it is possible to perform the optimization using parallel platforms that can decrease the required time of calculation. Instead of the normal coding system employed to represent a fuzzy system, in which all the parameters are represented in vector form, we have performed coding by means of multidimensional matrices, in which the elements are real-valued numbers, rather than the traditional binary or Gray coding.
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Abstract. This paper describes a time-series prediction method based on the kNN technique. The proposed methodology is applied to the 24-hour load forecasting problem. Also, based on recorded data, an alternative model is developed by means of a conventional dynamic regression technique, where the parameters are estimated by solving a least squares problem. Finally, results obtained from the application of both techniques to the Spanish transmission system are compared in terms of maximum, average and minimum forecasting errors.

1 Introduction

Accurate prediction of the future electricity demand constitutes a vital task for the economic and secure operation of power systems. In the short, medium and long terms, generation scheduling comprises a set of interrelated optimization problems strongly relying on the accuracy of the forecasted load. The same happens in new competitive electricity markets, where the hourly bidding strategy of each partner is significantly conditioned by the expected demand. Consequently, it is crucial for the electric industry to develop appropriate forecasting techniques.

Existing forecasting methods for the estimation of electric demand can be broadly classified into two sets, namely: classical statistical methods [1,2] and automated learning techniques. Statistical methods aim at estimating the future load from past values. The relationship between the load and other factors (temperature, etc.) are used to determine the underlying model of the load time series. The main advantage of these methods lies in its simplicity. However, owing to the nonlinear nature of such a relationship, it is difficult to obtain accurate enough and realistic models for classical methods.

In the last few years, machine learning paradigms such as Artificial Neural Networks (ANN) [3–5] have been applied to one day-ahead load forecasting. The ANNs are trained to learn the relationships between the input variables (past demand, temperature, etc.) and historical load patterns. The main disadvantage of the ANN is the required learning time.
Recently, classification techniques based on the $k$ nearest neighbors (kNN), have been successfully applied in new environments outside traditional pattern recognition such as medical diagnosis tools, game theory expert systems or time series forecasting. Several papers have been published on the application of those techniques to forecast the electricity market price [6, 7], providing competitive results, but its application to the next-day load forecasting problem has not been yet tested.

This paper describes a time-series prediction method based on the kNN technique. The proposed methodology is applied to the 24-hour load forecasting problem, and the results obtained from its application to the Spanish case are analyzed. Then, based on available data, an alternative model is built up by a conventional dynamic regression technique. Finally, results obtained by both techniques are compared in terms of maximum, average and minimum forecasting errors.

2 Problem Statement

The one day-ahead load forecasting problem aims at predicting the load for the twenty-four hours of the next day. To solve this problem two schemes can be considered:

1. Iterated Scheme: This scheme forecasts the load for the next hour and the value obtained is used for the prediction of subsequent hours. The process is repeated until the 24-hour load forecasting is obtained. The iterated prediction has the disadvantage that the errors get accumulated particularly during the last hours of the prediction horizon.

2. Direct Scheme: Under this scheme, the load for the entire 24-hour period is forecasted from past input data. The direct prediction does not take into account the relationships between the load for one hour and the load for the next hour.

Test results have shown in average the same accuracy for both schemes. Thus, the direct scheme has been adopted.

2.1 Proposed Approach

In this section, a kNN approach [8] for next day hourly load forecasting is described. kNN algorithms are techniques for pattern classification based on the similarity of the individuals of a population. The members of a population are surrounded of individuals which have similar properties. This simple idea is the learning rule of the kNN classifier. Thus, the nearest neighbors decision rule assigns to an unclassified sample point the classification of the nearest of a set of previously classified points. Unlike most statistical methods, which elaborate a model from the information available in the data base, the kNN method considers the training set as the model itself. A kNN algorithm is characterized by issues such as number of neighbors, adopted distance, etc.
In the kNN method proposed in this paper, each individual is defined by the 24 demand values corresponding to a whole day. Thus, the kNN classifier tries to find the daily load curve which is “similar to” the load curve of previous days.

The basic algorithm for predicting the electric energy demand of a given day $d + 1$ can be written as follows:

1. Calculate the distances between the load of day $d$, $D_d$, and that of preceding points $\{D_{d-1}, D_{d-2}, \ldots\}$. Let $v_1, \ldots, v_k$ be the $k$ nearest days to the day $d$, sorted by descending distance.

2. The prediction is:

$$\hat{D}_{d+1} = \frac{1}{\alpha_1 + \ldots + \alpha_k} \sum_{l=1}^{k} \alpha_l \cdot D_{v_l+1}$$

where

$$\alpha_j = \frac{d_w(D_d, D_{v_k}) - d_w(D_d, D_{v_j})}{d_w(D_d, D_{v_k}) - d_w(D_d, D_{v_1})}$$

Notice that $0 \leq \alpha_j \leq 1$, i.e., the weight is null for the most distant day and is equal to one for the nearest day.

The two former steps are repeated for every day of the forecasting horizon, taking into account that true values replace forecasted ones for past days.

Therefore, the prediction aims at estimating the load for tomorrow from a linear combination of the loads corresponding to those days that follow the $k$ nearest neighbors of today. The weights adopted for this averaging process reflect the relative similarity of the respective neighbor with the present day.

If the $k$ nearest neighbors of $D_d$ are $[D_{v_1}, \ldots, D_{v_k}]$, the set of points $[D_{v_1+1}, \ldots, D_{v_k+1}]$ will usually contain the $k$ nearest neighbors of $D_{d+1}$, at least for noise-free time series.

Figure 1 geometrically illustrates the idea behind the kNN classifier when the considered number of neighbors is equal to one. Today’s hourly load and tomorrow’s unknown load are represented by circumferences. The four black
points are neighbors of today’s load, point \( r \) being the nearest neighbor. Then, a possible estimation for tomorrow’s load is the load of the day \( r + 1 \).

The classical kNN algorithm would resort to the actual nearest neighbors of day \( d + 1 \) for the prediction of \( D_{d+1} \), but this is not possible because \( D_{d+1} \) is unknown in advance. The kNN proposed in this paper is a modification by which the \( k \) nearest neighbors of day \( d \), whose demand is available, are adopted instead.

Some important parameters defining the kNN classifier are:

1. Choice of a metric: A time series \( Y \) can be considered as a point in a \( n \)-dimensional space. Given a sequence query, \( q \), a sequence of \( Y \), \( z \), of the same length as \( q \) is searched, such that the distance between both sequences is minimum. The choice of the metric to measure the similarity between two time series depends mainly on the specific features of the considered series. The most common metric is the square of the Euclidean distance, although other metrics can be used [9, 10].

2. Number of neighbors: Accuracy of the forecasted load can be influenced by this parameter. In practice, the optimal value of \( k \) is usually small for noise-free time series, since a small number of different \( k \) values needs to be considered to find the optimal value. In this paper, \( k \) is determined by minimizing the relative, absolute and square mean errors for the training set.

2.2 Numerical Results

The kNN described in the previous section has been applied in several experiments to obtain the forecast of Spanish electric energy demand. The period January 2000-May 2001 has been used to determine the optimal number of neighbors and the best metric to measure the similarity between two curves.

The period June-November 2001 has been subsequently chosen as a test set to check the forecasting errors and to validate the proposed method.

Figures 2a) and 2b) show the influence of the number of neighbors on the relative, absolute and square mean errors for the considered training set, when the metric adopted to evaluate the similarity between a previous day and the historical data, is the Euclidean and Manhattan distance, respectively.

From these figures, the following can be stated for the particular time series under study:

1. The optimal number of neighbors is six using the Euclidean distance and thirteen using the Manhattan distance. Consequently, this number depends of the chosen distance.

2. This parameter is independent of the objective error function to minimize.

Test results have shown the same average error for the training set when both distances are considered. Thus, the Manhattan distance is the only one considered in the sequel.
Figure 3a) shows the hourly average of both the actual and forecasted load for the working days from June 2001 to November 2001. The mean forecasting error, 2.3%, is of the same order as that of alternative techniques considered earlier, like ANNs [3–5].

Figure 3b) presents the hourly average absolute error of the forecasted load for the Autumn and Summer seasons. Note that the forecasting errors are larger during valley hours, i.e., hours with lower demand (1am-5am). However, it is more important to obtain a good prediction during peak hours (10am-2pm and 6pm-10pm) since the electric energy is more expensive at those periods.

Figure 4 presents the forecasted load on Monday August 6 and Thursday July 17, which are the days leading to the largest and smallest average relative errors respectively, along with the actual load for those days. It can be observed that the worst day corresponds with the first Monday of August, when most Spaniards start their Summer holidays.

Figure 5 presents the forecasted load for the two weeks leading to the largest and smallest average errors, along with the actual load for those weeks. Those weeks correspond with Tuesday September 11-Monday September 17 and Monday October 22- Friday October 26, respectively. Note that the week with higher
Fig. 3. a) Hourly average of forecasted and actual demand; b) Hourly average absolute error of the forecasted values.

Table 1. Daily Errors corresponding to the best and worst weekly Predictions.

<table>
<thead>
<tr>
<th>Period</th>
<th>Daily errors (%)</th>
<th>Weekly error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>October 22 - October 26</td>
<td>3.13 1.25 1.11 0.08 0.07</td>
<td>1.4</td>
</tr>
<tr>
<td>September 11 - September 17</td>
<td>5.88 6.73 1.18 1.13 4.55</td>
<td>3.9</td>
</tr>
</tbody>
</table>

prediction errors is the one when the terrorist assault to the New York twin towers took place. Errors corresponding to September 12 arise as a consequence of the atypical behavior of the previous day.

The average errors for the five working days of the best and worst weeks appear in Table 1. The weekly mean errors are 1.4% and 4%, respectively.

3 Dynamic Regression

In this section a Dynamic Regression (DR) model is developed for the prediction of the hourly electricity demand. Under this approach, the demand at hour $t$,
$D_t$, is estimated from the demand at hours $t - 1, t - 2, \ldots$, etc. First of all, a correlation study is performed on $D_t, D_{t-1}, \ldots$ in order to determine which of the past demand values are most influential on the present demand.

Figure 6a) presents the average correlation coefficient between the present demand and past demand values for the period January 2000-May 2001. Notice that this coefficient presents a periodicity corresponding to a day. The main conclusion is that the highest correlation with the demand at a given hour takes place at the same hour of previous days. Furthermore, such a correlation decreases as the number of past hours increases.

In view of the conclusions obtained from the correlation study, the following model is proposed:

$$\hat{D}_t = a_0 D_{t-1} + a_1 D_{t-24} + a_2 D_{t-48} + a_3 D_{t-72} + a_4 D_{t-96} + a_5 D_{t-120} \quad (3)$$

Experimental results suggest that it is not worth including extra terms like $D_{t-23}, D_{t-25}$ in the model, as the average forecasting error for the tested period remains unaffected.

The model parameters $a_i$ are obtained from the solution of the following least squares problem:
Fig. 5. a) Best weekly prediction; b) Worst weekly prediction.

\[ \sum_t (D_t - \hat{D}_t)^2 \]  

(4)

where \( \hat{D}_t \) is defined by (3).

Those parameters can be computed only once, from the training set, or they can be updated daily.

3.1 Results

The regression model described above has been also applied to the load forecasting problem in Spain. Working days between January 2000 and May 2001 have been employed to determine the model parameters, yielding \( a_0 = 0.31, a_1 = 0.37, a_2 = 0.08, a_3 = 0.01, a_4 = -0.03 \) and \( a_5 = 0.25 \). The small values of \( a_2, a_3 \) and \( a_4 \) suggest that, when predicting \( D_t \), the most influential values are \( D_{t-1}, D_{t-24} \) and \( D_{t-120} \), i.e., the previous hour, the same hour of the previous day and the same hour and same day of the previous week respectively.

Figure 6b) shows the evolution of the model parameters when they are updated every day for the period June-November 2001. It can be observed that
these coefficients remain essentially constant, which means that no new demand patterns are added to the data base each time a day is included.

Finally, table 2 presents the standard deviation, the average absolute and relative forecasting errors, and the maximum daily and hourly errors obtained from the application of both the kNN method and the DR model to the period considered.

4 Conclusions

In this paper, a method based on the $k$ Nearest Neighbors is proposed for the prediction of time series. The method is applied to the Spanish short-term electric
load forecasting problem and the resulting errors for a six-month period are analyzed. Then a dynamic regression model whose parameters are obtained by solving a least squares problem is developed for the same application. Comparing the results provided by both approaches leads to the conclusion that the kNN classifier is more accurate for the load forecasting problem than the conventional regression method.
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Abstract. There is a tremendous amount of effort involved in the definition of Clinical Practice Guidelines (CPG) by physicians. Because the quality of medical assistance is highly impacted by the use of CPG, and establishing their use is difficult, we consider helpful to develop an effective solution that implements CPG through Decision Support Systems (DSS). Among the many existing representation models for CPG, we have selected and applied GLIF. In addition, we have created ontologies for the domains of asthma severity and Fuzzy Multicriteria Decision Aid approach (PROAFTN method). The results have been integrated into our DSS called Arnasa in order to provide support via Web to asthmatic patients.

1 Introduction

Several CPG have been developed in the last years in order to reduce the unjustified disparities in clinical practice, and therefore improve the quality of medical care while decreasing costs [5]. Because of the importance of using CPG, medical institutions should promote their implementation and deployment through computer systems, so that physicians are provided with decision support.

Given that Telemedicine is considered a strategic priority in developed countries [23], several studies [12] show that Clinical Decision Support Systems (CDSS) may improve the fulfilment of CPG by physicians, as well as results on patients [9] [26], as long as they are developed to provide specific decision support within the actuation context. The development of CDSS has been proposed as a strategy to promote the implementation of CPG [5] but it into faces the difficulty of translating the CPG narrative format an electronic format that is suitable as a Computer Interpretable Guideline (CIG). Moreover, we should not forget about integration to existing medical records.

A possible solution to this problem is to develop a unique and standard representation model that allows sharing the guidelines among different medical institutions, offers consistency while interpreting the guidelines, reduces costs, and puts together the needed efforts for creating and improving model’s quality and its tools.
On the other hand, the use of CIG in the medical environment offers decision aid, reduces ambiguities, assures the quality of medical care, and improves patients’ education. Because of the appeal of this research direction, different representation models have been defined [29]. Some of them use ontologies [7] for specifying and reusing medical knowledge, and make use of frames for the representation [13].

For these models to be effective, they have to be integrated to existing medical records so that they procure particularized information for each patient, use a standard medical vocabulary, and are expressive enough.

In the decision nodes of a CPG, recommendations are offered to the user. They are calculated by means of Multicriteria Decision Aid (MCDA) methods [21].

We have planned the following goals for this present work:

1. Development of an ontology for representing the knowledge in the asthma domain.
2. Development of an ontology for representing the knowledge in the MCDA domain, which will be used by the CPG whenever making assignments is needed.
3. Representation of the asthma CPG and the Fuzzy Multicriteria Assignment Method (PROAFTN) through the GLIF model ontology, and integrating both representations with the previously developed domain ontologies.
4. Evaluation of tools for representing and executing processes.

Obtaining an effective solution to the real problem of asthma through the implementation of a CPG would improve the way this disease is treated and hence the patients’ quality of life.

On the other hand, if we consider the management of asthma treatment to be similar to managing a process, the results of the present work could be reused for dealing with other domain processes without major additional efforts. Software development is a domain with a special interest for us, particularly the support to project management and the development stage. It would make significantly easier to build complex solutions in Telemedicine. We follow similar methods in both lines.

The present paper describes the work performed in order to implement the asthma CPG. This implementation includes the integration of an ontology for the asthma domain, and the MCDA method using the algorithm PROAFTN for multicriteria assignments. In the next section, we will introduce the work carried out in this area. In section 3, we will introduce the methods and resources employed; in section 4, the obtained results, and in the last one, the main conclusion gained from these results.

2 Background

After nine years of multidisciplinary work with medical staff from Osakidetza – Basque Health Service for research and development of DSS focused on the treatment of paediatrics chronic diseases [19][24], it is important to point out the importance of building safe and Web-accessible DSS that allow managing data and knowledge about CPG or processes.

Several representation models have been defined in the last couple of years [29]. These models offer the possibility to translate a CPG into a CIG. An abstract of the latest models is shown on Table 1.
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A recent study about the Asbru, EON, GLIF, GUIDE, PRODIGY, and PROforma models was coordinated by Stanford University [18] to extract similarities and differences that would lead to standardise them in the future.

The decision aid following the guideline can be realized through justified recommendations based on a classification method, which can connect the problem data to a set of categories or alternatives.

There are different analysis than can be obtained for an alternative: 1) identify the best alternative, 2) order the alternatives from the best to the worst, 3) classify the alternatives in predetermined homogeneous sets, and 4) identify the distinctive attributes to describe them. We will focus on the first, applying the PROAFTN method due to its classificatory capacity in the current medical domain [1].

We will mention the asthma DSS developed by the Iowa University (USA)[26], because it follows a similar work line. It is a DSS implemented using CGI technology to evaluate asthma severity, and offers recommendations based on the information entered by the user.

3 Materials and Methods

Once we have examined all the existing methodologies [29], we chose GLIF as the model to implement the asthma CPG. There were several reasons for this decision. One of them is that its ontology (v. 3.5) is available, and includes examples and documentation. GLIF has been developed in agreement by several institutions. It supports multiple medical vocabularies and adds complementary specifications (Arden Syntax, HL7), which make it easy to be incorporated to medical environments. This formalism can work as the foundation for a standard one taking the best from other modelling methodologies [3].

To provide a solution for the diagnostics problem, different methods were used: statistics, pattern recognition, Artificial Intelligence, and neuronal networks. The multicriteria decision aid (MCDA) approach is another approximation that uses the preference relational system described by Roy [21] and Vincke [28], for the comparison between the individuals to classify and the prototypes or reference objects from categories. Among the advantages that this approach offers, it is important to point out that it prevents distance measures reclassification. It allows using both qualitative and quantitative criteria, which helps when data is expressed in different units. Moreover, it uses both inductive (from clinical data) and deductive (from available knowledge) learning. It differs from other classifiers that use knowledge based on actual cases, meaning they only use deductive learning. But the main advantage of MCDA, compared to traditional methods based on a single global criterion, is the use of both

<table>
<thead>
<tr>
<th>Table 1. Different CPG representation models.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Beginning</strong></td>
</tr>
<tr>
<td>ArdenSyntax</td>
</tr>
<tr>
<td>Asbru</td>
</tr>
<tr>
<td>EON</td>
</tr>
<tr>
<td>GASTON</td>
</tr>
<tr>
<td>GEM</td>
</tr>
<tr>
<td>GLARE</td>
</tr>
<tr>
<td>GLIF</td>
</tr>
<tr>
<td>PRODIGY</td>
</tr>
<tr>
<td>PROforma</td>
</tr>
<tr>
<td>Siegfried</td>
</tr>
</tbody>
</table>
concordance and non-discordance principles (non-totally compensatory) to determine the relations of preference.

The recent application of the PROAFTN method to the diagnosis of acute leukaemia has obtained superior results than other methods like decision trees, production rules, K-NN, logistic regression, and multi-layer perceptrons [1].

In classification problems the PROAFTN method is capable of resolving multicriteria assignment issues. To begin with, we need a set of categories denoted by \( \Omega = \{C_1, \ldots, C_k\} \), a prototype set \( B^h = \{b^h_1, b^h_2, \ldots, b^h_{L_h}\} \) for each category and a set of attributes \( F = \{g_1, \ldots, g_n\} \), where each \( g_j \) is defined by an interval \( [S^0_j(b^h_i), S^2_j(b^h_i)] \), being \( S^2_j(b^h_i) \geq S^0_j(b^h_i) \), for \( j=1,\ldots,n \), \( h=1,\ldots,k \) and \( i=1,\ldots,L_h \). With this information we can calculate the indifference indexes using (1), where \( W^h_j \) is the positive coefficient that shows the relative importance assigned by experts to \( g_j \) from the \( C^h \) category. The addition of all coefficients \( W^h_j \) is 1.

\[
I(a,b^h) = \sum_{j=1}^{n} (W^h_j \times C_j(a,b^h_i)) x \prod_{j=1}^{n} (1 - D_j(a,b^h_i))^w^h_j \tag{1}
\]

Both the concordance \( C_j(a,B^h) \) and the discordance \( D_j(a,B^h) \) indexes are defined by the fuzzy sets from Fig 1. To get over the data inaccuracy the thresholds \( d^+_j(B^h) \) and \( d^-_j(B^h) \) are used. In order to indicate incompatibilities the \( v^+_j(B^h) \) and \( v^-_j(B^h) \) thresholds are used.

![Fig. 1. Graphic for the partial indifference index between the object a and the prototype \( b^h_1 \), and the partial discordance index for that relation.](image)

The fuzzy belonging degree for the object \( d(a,C^h) \) from a category is evaluated through (2) using (3) to specifically assign an object to a category.

\[
d(a,C^h) = \max \{ I(a,B^h_1), I(a,B^h_2), \ldots, I(a,B^h_{L_h}) \}, \quad h=1,\ldots,k \tag{2}
\]

\[
a \in C^h \iff d(a,C^h) = \max \{ d(a,C^l) \mid l \in \{1,\ldots,k\} \} \tag{3}
\]

Using an intuitive way to explain how PROAFTN works, we provide the following example (Fig 2). Initially we have two categories, \( C^1 \) and \( C^2 \), which define the prototypes P1 and P2 respectively. Each one of these prototypes has the attributes g1, g2, and g3 with their corresponding concordance and discordance indices. On the other hand, we have the object we want to classify along with its attributes g1, g2 and g3.

We start by calculating (1)

\[
I(a,b^1) > 0, \quad I(a,b^2)=0
\]
In this case we can see that $I(a,b_2)$ is zero due to its total discordance with the attribute $g_3$. Next, we calculate (2)

$$d (a, C_1)=\max\{I(a,b_1)\}=I(a,b_1)>0$$

$$d (a, C_2)=\max\{I(a,b_2)\}=I(a,b_2)=0$$

Finally, the object $a$ is classified as $C_1$ by applying (3).

### 3.1 Resources

For the implementation of the asthma CPG, the written guides from the National Asthma Education and Prevention Program (NAEPP) [16], along with interviews with medical staff from the Cruces Hospital of Barakaldo (Basque Country) were used as information sources.

The development process that we have followed for the CPG ontology is the one defined by METHONTOLGY [4], which is a methodology for ontology construction developed by the Polytechnic University of Madrid.

Regarding the tools we have used, we should at least mention the following ones. Protégé-2000 (v1.7) is a tool to build knowledge bases using frames that we have used as a development environment for ontologies. JESS (v 6.1) is an extensively known inference engine. FuzzyJESS (v 1.5) is an add-in for JESS that provided fuzzy logic capabilities. JessTab is a plug-in for Protégé that allows its connection to JESS.

### 4 Results

Our CPG implementation has been integrated into a DSS called Arnasa, which already has two previous releases built by ourselves, and is intended for monitoring asthma patients [24]. Its functionality is organized in several Web modules; each one specialized in a different area (e.g. security, visualisation of evolution data in 2/3D, consulting and localization of the user interface). For its implementation we have used J2EE technology (*Java 2 Platform, Enterprise Edition*).

The implementation of the CPG as a knowledge server (Fig.3) and its integration into the DSS provide full decision support capabilities. This knowledge server is composed by:

- Ontologies: a set of ontologies (asthma, CPG, MCDA, and PROAFTN).
- Protege-2000: a tool for ontology editing.
- Jess: an inference engine for executing the CPG.
Fig. 3. DSS Arnasa v 3.0 Architecture.

- FuzzyJESS: a toolkit that provides fuzzy logic in Jess.
- Jess Interface: to control the CPG performance from the J2EE application.
- BD Interface: management of transactions between Jess and the DB.
- Java auxiliary classes: auxiliary functions used in Jess.

We have developed ontologies for the asthma domain and the multicriteria fuzzy assignment (PROAFTN method) that define a knowledge base. These ontologies (Fig.4) are accessible through Protege-2000 and Jess. Both in the development of the asthma ontology and in the CPG implementation, the application scope has been the evaluation of sickness severity. We expect to extend this scope in future releases (medication assignment, management of asthmatic crisis, etc).

GLIF has been used to represent the PROAFTN method and the asthma CPG, at the same time integrating those representations with their corresponding domain ontologies.

The PROAFTN method has been used inside the CPG to diagnose level of asthma severity in patients. In order to achieve it, we have used a fuzzy criteria set (Table 2), which is linked to the attributes of the three aspects to look at for each prototype:

- Diurnal symptoms
- Nightly symptoms
- Pulmonary function

The different categories to be assigned to a patient are the severity levels:

1. Mild Intermittent
2. Mild Persistent
3. Moderate Persistent
4. Severe Persistent
Fig. 4. View of the developed ontologies with Protege-2000.

Fig. 5. GLIF representation of a CPG asthma algorithm.

Table 2. Symptoms of each prototype, attributes and criteria for each asthma level for the severity diagnosis.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Diurnal</td>
<td>Emergency dep. visits</td>
<td>Short</td>
<td>Occasional</td>
<td>Moderate</td>
<td>Frequent</td>
</tr>
<tr>
<td>Coughing</td>
<td>Bronchodilator doses</td>
<td>Short</td>
<td>Occasional</td>
<td>Frequent</td>
<td>Daily</td>
</tr>
<tr>
<td>Phlegm</td>
<td>Weekly</td>
<td>Several days</td>
<td>Daily</td>
<td>Continual</td>
<td>Continual</td>
</tr>
<tr>
<td>Fatigue</td>
<td>Absence</td>
<td>Occasional</td>
<td>Frequent</td>
<td>Continual</td>
<td>Continual</td>
</tr>
<tr>
<td>Fatigue with exercise</td>
<td>Abnormal</td>
<td>Occasional</td>
<td>Frequent</td>
<td>Continual</td>
<td>Continual</td>
</tr>
<tr>
<td>Missed school</td>
<td>Absence</td>
<td>Occasional</td>
<td>Frequent</td>
<td>Continual</td>
<td>Continual</td>
</tr>
<tr>
<td>More sedated steroids</td>
<td>Absence</td>
<td>Occasional</td>
<td>Frequent</td>
<td>Continual</td>
<td>Continual</td>
</tr>
<tr>
<td>Oral/nasal steroids</td>
<td>Absence</td>
<td>Occasional</td>
<td>Frequent</td>
<td>Continual</td>
<td>Continual</td>
</tr>
<tr>
<td>Nightly</td>
<td>Coughing</td>
<td>Monthly</td>
<td>Fortnightly</td>
<td>Weekly</td>
<td>Daily</td>
</tr>
<tr>
<td>Awakened with fatigue</td>
<td>Bronchodilator doses</td>
<td>Monthly</td>
<td>Fortnightly</td>
<td>Weekly</td>
<td>Daily</td>
</tr>
<tr>
<td>Pulmonary function (PEF) and variability</td>
<td>Morning before medic</td>
<td>High, Low</td>
<td>High, Middle</td>
<td>Middle, High</td>
<td>Low, High</td>
</tr>
<tr>
<td></td>
<td>Morning after medic</td>
<td>High, Low</td>
<td>High, Middle</td>
<td>Middle, High</td>
<td>Low, High</td>
</tr>
<tr>
<td></td>
<td>Night before medic</td>
<td>High, Low</td>
<td>High, Middle</td>
<td>Middle, High</td>
<td>Low, High</td>
</tr>
<tr>
<td></td>
<td>Night after medic</td>
<td>High, Low</td>
<td>High, Middle</td>
<td>Middle, High</td>
<td>Low, High</td>
</tr>
</tbody>
</table>

As it is common in MCDA, some attributes have more weight than others when determining a category. For example: “the patient attends to emergency room”.

With the purpose of having the entire knowledge contained inside the KB, a set of rules has been added to the previously developed ontologies (Fig.4). These rules al-
allow the execution and control of the different PROAFTN and CPG algorithms (processes) by JESS. It includes the creation of the Rule class and its subclasses (Fig.4), and the implementation of the rules as instances of those classes. On the other hand, to complete the PROAFTN method assignment process, we need a set of fuzzy rules. We have created for this purpose the class PROAFTN_Rule (Fig.4) and added it to the PROAFTN ontology. Therefore, all the needed knowledge for the representation and execution of the CPG and the PROAFTN method is part of the ontologies.

The follow up of each algorithm should be possible. The results of each execution should be available in a justified and reasoned way for the user. In order to attain it, we have created the Guideline_Control classes and it subclasses. Their instances hold the status information of the algorithm nodes used in each execution.

In order to show the CPG performance results, the physician receives a page containing information about the performed evaluation of the severity level. An example can be seen in Fig.6. It displays the results obtained after the application of the PROAFTN method to the patient data for each severity level. Based on those results, the system gives several recommendations to help the physician to classify the severity level of the patient. Finally, the system waits for the physician decision.

![Fig. 6. Severity evaluation results according to the PROAFTN method.](image)

#### 5 Conclusions

An effective CPG implementation can be achieved by means of the formalism GLIF, the application of ontologies, and support tools for their edition and execution. Physicians can easily understand the CPG representation through Prótegé-2000. The com-
plexity of the domain information, including both the asthma treatment and the MCDA, recommends using domain ontologies that later will be integrated into the processes represented by GLIF.

Determining recommendations can bring different classification problems up for every decision node of the CPG. Because each determination is based on multiple fuzzy criteria, the implementation of additional MCDA or Soft-Computing methods is needed. This can be achieved in an effective and maintainable way by defining their classification processes with the method proposed in this work. When determining the asthma severity level, the PROAFTN implementation is effective on the Web.

Our solution is better than the Iowa proposal because: 1) We use Java technology, which is more powerful than the CGI technology they use. 2) The recommendations are based on the information extracted from the medical records of patients instead of entered manually by the user. 3) The knowledge representation is based on domain ontologies and a specific formalism to represent a CPG, such as GLIF, instead of decision trees.

In conclusion, the effectiveness of the CPG implementation through both GLIF and the utilisation of efficient classification methods make it applicable to the real world when it is integrated into a Web-based DSS. It provides recommendations for the physicians that helps them in the decision making process.
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Abstract. This paper describes how agent and knowledge technology can be used to build advanced software systems that support operational decision-making in complex domains. In particular, we present an abstract architecture and design guidelines for agent-based decision support systems, illustrate its application to two real-world domains - road traffic and bus fleet management - and discuss the lessons learnt from this enterprise.

1 Introduction

Decision Support Systems (DSS) provide assistance to humans involved in complex decision-making processes. Early DSS were conceived as simple databases for storage and recovery of decision relevant information [23]. However, it soon became apparent that the key problem for a decision-maker (DM) is not to access pertinent data but rather to understand its significance. Modern DSS help decision-makers explore the implications of their judgements, so as to take decisions based on understanding [12].

Knowledge-based DSS are particularly relevant in domains where human operators have to take operational decisions regarding the management of complex industrial or environmental processes [13,14]. Due to the inherent (spatial, logical and/or

* Work supported by the Spanish Ministry of Science and Technology (MCyT) under grant TIC2000-1370-C04.
physical) distribution of these domains, a distributed approach to the construction of DSS has become popular [1]. Decision-support agents are responsible for parts of the decision-making process in a (semi-)autonomous (individually) rational fashion: they collect and facilitate decision relevant data [23], but also provide advanced reasoning services to analyse the meaning of this information [19]. However, despite recent advances in the field of agent-oriented software engineering [15,17,24], a principled approach to the design of knowledge-based multiagent systems for decision support is still to come.

This paper reports on an attempt to overcome this shortcoming. Section 2 introduces an abstract multiagent DSS architecture, and outlines how it is used to guide the construction of agent-based DSS. Section 3, describes its application to a problem of road traffic management in the greater Bilbao area, as well as its use for bus fleet management scenarios pertinent to the town Malaga. We conclude this paper summarising the lessons learnt and pointing to future work.

2 Agent-Based Decision Support: The SKADS Approach

In this section we describe the Social Knowledge Agents for Decision Support (SKADS) approach for the design and application of DSS. In line with the Gaia methodology [25], SKADS first models agent-based DSS in terms of organisational concepts [8,26], that are then further refined, so as to give rise to an agent-centred model. SKADS is particularly concerned with issues of agent interoperability, so it follows closely the FIPA standard for agent systems [11], paying special attention to FIPA’s Agent Communication Language (ACL) and its abstract architecture [9]. In the sequel, we first outline the social and communicative roles that need to be supported by a DSS so as to cope with typical decision support interactions. Then, classes of agents are identified that should be present in any knowledge-based DSS. Finally, we come up with an abstract multiagent architecture and outline support for its implementation as DSS for particular domains.

Organisational Model

The key point in modern DSS is to assist the DM in exploring the implications of her judgements, so we first analyse typical “exploratory dialogues” between DM and DSS. Based on their (macro-level) functionality, we have identified the following types of social interaction [22] involving DSS: information exchange, explanation, advice, action performing. In DSS with multiple DM, additional brokering and negotiation interactions are often present, which identify potential partners to solve a given problem, and establish the conditions under which a certain action is performed, respectively. Roles usually describe different types of (micro-level) functionalities for classes of agents [25], so we introduce the concept of communicative role to describe the communicative competence of agents in social interactions [21]. Communicative roles are characterised by the Communicative Actions (CA) [1] that they can perform (e.g.: an information seeker role is characterised by the FIPA CAs query-if, query-ref and subscribe), and may take part in one or more interaction pro-
tocols. We have analysed FIPA ACL on the basis of these concepts, and determined the generic types of social interactions that it supports [22]. As Table 1 indicates, with respect to DSS there was only a need for extensions to *Advice* and *Explanation* interactions (and their respective communicative roles).

Still, roles in agent-based DSS require domain competence as well, so we specialise communicative roles into social roles based on the elements of a domain ontology of which they *inform*, or that they *explain*. A minimum domain competence of a DSS will be centred on the following concepts:

- **system problems**: identify situations with decision-making options (classification).
- **problem causes**: express system problems in terms of causal features of the situation (diagnosis).
- **control actions**: represent the various decision alternatives (action planning).
- **foreseeable problems**: simulate potential consequences of decisions (prediction).

Fig. 1 summarises our organisational analysis of knowledge-based multiagent DSS in UML notation.

**Agent Model**

Social roles need to be mapped onto types of agents that will eventually play these roles in the DSS. Especially for knowledge-based agent systems, it is important that this process adequately reflects the *a priori* distribution present in the particular DS domain [20]. Usually, both of the following cases are present:

a. **one role – several agents**: In complex domains, it is often necessary (or desirable), to let different agents play the same role, but in different “parts” of a system. In this way, the agent model may better reflect a human organization, reduce communication requirements, or simply decrease the complexity of the necessary reasoning processes.

b. **one agent – several roles**: Knowledge-oriented design approaches, such as KSM [4], suggest that some types of domain knowledge can serve a number of purposes, and therefore may be used by agents to play different roles. Obvi-

---

**Table 1. Organizational Concepts for Decision Support.**

<table>
<thead>
<tr>
<th>Type of Social Interaction</th>
<th>Communicative Role</th>
<th>Protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action performing</td>
<td>requester, requestee</td>
<td>FIPA-request-protocol</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FIPA-request-when-protocol</td>
</tr>
<tr>
<td>Information exchange</td>
<td>informer, informee</td>
<td>FIPA-query-protocol</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FIPA-subscribe-protocol</td>
</tr>
<tr>
<td>Explanation</td>
<td>explainer, explainee</td>
<td>Explanation-protocol</td>
</tr>
<tr>
<td>Advice</td>
<td>advisor, advisee</td>
<td>Advisory-protocol</td>
</tr>
<tr>
<td>Negotiation (or: action performing II)</td>
<td>negotiation. requester, negotiation requestee</td>
<td>FIPA-Propose-protocol, FIPA-CNET-protocol,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brokering</td>
<td>Brokering requester, broker</td>
<td>FIPA-brokering-protocol</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FIPA-recruiting-protocol</td>
</tr>
</tbody>
</table>
ously, it would make no sense to replicate such knowledge bases among different agents.

Based on the social roles that we have identified previously, we have come up with the following agent types for DSS:

- **Data agents (DA):** DAs play the informer role with respect to the current state of a certain part of the system. As such, it is in charge of information retrieval from different information sources like sensors or databases, and its distribution.

- **Management Agents (MA):** MAs play the remaining **informer** roles as well as the **advisor** and **explainer** roles. By consequence, they need to be endowed with knowledge models that allow them to report on (and justify) problems, causes, potential future states etc, as well as to suggest potential management actions.

- **Action Implementation Agent (AIA):** these agents play the **requestee** role and are in charge of actually executing the actions that the DM has chosen to take.

- **User Interface Agent (UIA):** UIAs plays the remaining roles (**informee**, **requester**, etc.) on behalf of the user. Note that by conveniently sequencing and/or interleaving conversations, they are capable of answering a variety of questions (e.g., “What is happening in S?” “What may happen in S if event E occurs?” etc) [19]. Furthermore, notice that the finer the level of decomposition of social **informer** roles, the bigger the space of potential conversations that the UIA can engage in.

The SKADS approach requires at least one instance of these agent types to be presented in the DSS but, due to different **a priori** distributions in corresponding problem domain (see above), often several instances of the aforementioned agent types will coexist. In DSS that support multiple decision-makers, additional **Coordination Facilitators** (CF) may be present; these are agents providing negotiation and match-making (recruiting, brokering) support [7].

**Fig. 1.** Communicative and Social Roles in DSS.
SKADS Abstract Architecture and Platform

Fig. 2 shows the resulting abstract agent-based DSS architecture according to the SKADS approach. Notice that, depending on the level of detail in the definition of social roles (e.g. *informer* for *problems, diagnosis, prediction*, etc.) and their subsequent mapping to agent types, the MAs may be subdivided into several agents. Also note that the abstract architecture shown in Fig. 2 comprises a set of so-called peripheral agents: this includes Directory Facilitators (DF) and an Agent Management Systems (AMS) as required by the FIPA abstract architecture [7], but may also include third-party peripheral agents (PA) that supply added value services [10].

We provide support for implementations of agent-based DSS for particular domains through extensions of the FIPA-compliant JADE agent platform [1]. Respecting the communicative part of social roles that DSS agents play, we supply a set of software components that encapsulate the corresponding dialogical behaviour for its use by JADE agents [22]. Regarding domain reasoning, we have encapsulated many of the knowledge presentation and inference schemes of the KSM knowledge modelling environment [4] (so-called knowledge units), and made them available to JADE [18]. Finally, we aim at rendering support for the implementation of coordination matchmaking and decision-making based on the results of [3].

3 Case Studies

In this section we illustrate the instrumentation of our approach by two case studies in the domain of transportation management. The present research is the continuation of a long line of previous work in this field [4,6,10,13].

3.1 The Road Traffic Management Domain

We have used the SKADS architecture to develop a prototype DSS, aimed at assisting the operators at the Malmasin Traffic Control Centre in their task of managing
traffic flows within the high-capacity road network of the Bilbao metropolitan area. Operators receive information about the current traffic state by means of loop detectors, and may decide to display messages on VMS panels above the road, so that drivers are warned about incidents and may avoid crossing congested areas.

When applying the SKADS approach to this problem, we had to take into account that operators conceive the road network in terms of so-called problem areas, defined according to geographical criteria and one-way sense of traffic. As a result, the relation between the abstract architecture and the actual structure of the DSS prototype is as follows:

- As many DAs as problem areas: Every DA is responsible for collecting the state information of the VMS panels and the data recorded by the loop detectors. It may complete and/or filter noisy data (e.g. due to transmission problems) making use of historical data series and transform the quantitative values observed into qualitative data (e.g. high speed, low occupancy).
- Two kinds of MAs: problem detection agents (PDAs) and control agents (CAs). PDAs are responsible for monitoring the traffic flow in a problem area, understanding the traffic behaviour and detecting problems. If a problematic situation is detected from the analysis of the data sent by the corresponding DA, the PDA requests a CA to solve it. Every CA is responsible for solving/minimising problems detected by one or several PDAs and with this aim it can communicate with other PDAs to get information about the state of their problem area and diagnose the congestion. From the information obtained in the areas surrounding the congestion, the CA generates control proposals. A control proposal consists of a collection of messages to be displayed on VMS panels with warnings or recommendations for alternative routes for drivers approaching the congestion. When several congestions are detected and two or more CAs compete for the use of the same VMS panels, the corresponding CAs communicate to reach an agreement on a consistent joint proposal.
- One UIA that interacts with the traffic operators in the control centre respecting traffic problems, control proposals etc.
- One AIA that executes the operators’ decisions: once a traffic operator accepts a control proposal, the AIA displays the corresponding messages on the VMS.

The two types of Management Agents, PDAs and CAs, are the key components of our DSS for traffic management. They are endowed with knowledge bases that use either JESS rules or KSM frames [4]. In particular, PDAs require two kinds of knowledge:

- **Physical Structure**: knowledge representing both static and dynamic information about the network. The static information is a physical description of the problem area (nodes, sections, position of the sensors, etc.). The dynamic aspects allow the PDA to have abstract information derived from the basic data (e.g. traffic excess).
- **Traffic Problems**: knowledge about detection and diagnosis of the traffic state of the area. A problem is seen as an imbalance between capacity and traffic demand in a road, being the quantitative value of this imbalance the so-called traf-
fic excess. The severity of the problem is a qualitative value obtained from traffic excess.

Each CA subscribes to certain PDAs, so as to be informed about the location and severity of traffic problems. It is endowed with the following four types of knowledge to generate coherent control proposals:

- **PDAs interdependence.** The causes of a congestion notified by a PDA can be related to the traffic state in surrounding problem areas that send the incoming flow to the congested section. The PDAs interdependence knowledge represents the relationship between problem areas and allows the CA to know which areas can be involved in the generation of the problem. Using this knowledge, the CA asks the corresponding PDAs for a description of the general state of their problem areas.

- **Control actions.** Once the control agent has received all the necessary information from the different PDAs, it generates control proposals. It uses its Control Actions knowledge base to determine coherent sets of VMS messages, and their expected impact on the drivers’ behaviour. This makes it possible to rank alternative control proposal in terms of the estimated reduction of traffic excess in the problem area.

- **Conflict detection.** Each CA knows, for every VMS panel that it uses, which are the CAs it has to communicate with in order to agree on the use of the panel.

- **Conflict resolution.** Every CA involved in the agreement process sends and receives from the other CAs the panels they want to use and the severity of the different problems they are trying to solve. Conflict resolution rules assign priorities for the use of the panels based on the location and severity problems.

The road network of the Bilbao metropolitan area has been subdivided into 12 problem areas, so the prototype DSS application comprises 12 DAs and 12 PDAs. In addition, 5 CAs have been defined:

- **Atena:** solves problems for PDAs 2 and 6 and communicates with PDA 11
- **Briseide:** solves problems for PDAs 1, 4 and 8
- **Cassandra:** solves problems for PDAs 5, 7 and 10 and communicates with PDA 1

![Fig. 3. Problem Detection Agent (left) and of a Control Agent (right).](image)
• Demetra: solves problems for PDA 11 and communicates with PDAs 7 and 2
• Elena: solves problems for PDAs 3, 9 and 12 and communicates with PDA 7

Note that the association between PDAs and CAs is induced by both, topological and traffic behaviour criteria. Fig. 4 summarises the different Management Agents of our DSS prototype for traffic control, and outlines their interrelation.

3.2 The Bus Fleet Management Domain

In this section, we report on the use of the SKADS abstract architecture for the design and implementation of a prototype DSS for bus fleet management, an enterprise undertaken in collaboration with the Malaga urban bus company (EMT). EMT transportation services are structured into lines. There is a set of buses assigned to each line that are to deliver services according to a fixed schedule. Still, a variety of incidents can (and usually do) occur, so there is a line inspector for each line who takes decisions (in the main stop of the line) in order to adjust services to unforeseen circumstances, and a control centre where a supervisor is in charge of taking broader and more complex management decisions. Our prototype DSS aims at providing both, the inspectors and the supervisors, with the necessary information and recommendations to support their decision making processes.

The first stage in the definition of the prototype has been the identification of the required agents in terms of the SKADS abstract architecture:

• Data Agents (DA) provide information about the state of the buses: where and how are they? There will be one DA for each line.
• There is just one class of MAs in charge of the supervision of each line, so agents of this type are called Line Management Agents (LMA).
• User Interface Agents (UIA) display selected information to human operators on board or at the control centre (and also to line inspectors).
• Peripheral Agents are reused from other platforms and/or systems (yellow pages, etc.).

The generic communication model between these agents can be described as follows:

• LMAs subscribe to the information made available by the corresponding DAs;
• UIAs subscribe to incidents, problems, and recommendations detected by the UIA;
• LMAs may negotiate deals with each other respecting the exchange of vehicles.

In addition, the agents’ basic capabilities can be described as follows:

• A DA knows about the state of a bus or a set of buses. It can gather information concerning the state of a bus.
• An LMA knows about the goals and constraints of the service and about the ways to fix the malfunctions. It can identify a problem, diagnose a problem, plan a set of actions and predict future behaviour of the line.
The communication model has been implemented on top of the JADE platform, making use of FIPA concepts such as yellow and white pages, FIPA protocols, etc., as presented in section 2. Although in a final version the DSS will rely on DAs that use GPS to detect the position of the buses (and also other kinds of data sources to determine occupation, etc.), our prototype DAs have been implemented by means of simulators capable of generating location data that replicates the many problematic situations that may arise in a line.

LMA knowledge has been represented by means of sets of rules. The corresponding reasoning services are carried out by forward chaining inference engines. We have chosen CLIPS/JESS for these tasks. The ontology of the system, as shown in Fig. 5, has been modelled and instrumented by means of the PROTEGE-II tool.

These design decisions have been applied to a particular part of the EMT local transportation network. In particular, our prototype DSS is based on a faithful reproduction of the real operating conditions of three concrete lines (3, 12 and 15, which cover a sector in western Malaga) of the company EMT; in fact, several elicitation interviews have been performed in order to extract the knowledge and logs of real situations, and have been analysed in order to simulate and solve real problems.

The main window of our prototype is shown in Fig. 6. Line 12 has been selected for visualization: the schematic layout of this line appears on the left. Six buses are serving the line, which appear in the scheme together with their computed delays: in this case, five buses are delivering their service in time, while another one has suffered a breakdown. At the right of the window a decision support dialogue is shown: in the example, the DSS recommends to ask line 3 for a reserve vehicle. Finally, the bottom part of the window contains status information of the line and its simulator.
4 Conclusions

In this paper we have presented the SKADS approach to the design of operational decision support systems based on agent and knowledge technology. Setting out from organisational and agent models, we have come up with an abstract multiagent architecture for DSS. The instrumentation of this architecture has been illustrated by two case studies in real-world transportation management domains.

We are currently proceeding with the implementation of the demonstrators for the two case studies. Despite initial problems with the integration of the different technologies, first results are encouraging. In the future, we are planning to extend our approach so as to cope with more open, large-scale service environments.
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Abstract. Multi-adjoint logic programs were recently proposed as a generalization of monotonic and residuated logic programs, in that simultaneous use of several implications in the rules and rather general connectives in the bodies are allowed. In this work, the need of biresiduated pairs is justified through the study of a very intuitive family of operators, which turn out to be not necessarily commutative and associative and, thus, might have two different residuated implications; finally, we introduce the framework of biresiduated multi-adjoint logic programming and sketch some considerations on its fixpoint semantics.

1 Introduction

A number of logics have been introduced in the recent years motivated by the problem of reasoning in situations where information may be vague or uncertain. Such type of reasoning has been called inexact or fuzzy or approximate reasoning. Here we propose a lattice-valued logic programming paradigm that we call biresiduated and multi-adjoint, which permits the articulation of vague concepts and generalizes several approaches to the extension of logic programming techniques to the fuzzy case.

Multi-adjoint logic programming was introduced in [7] as a refinement of both initial work in [12] and residuated logic programming [2]. It allows for very general connectives in the body of the rules and, in addition, sufficient conditions for the continuity of its semantics are known. Such an approach is interesting for applications in which connectives depend on different users preferences; or in which knowledge is described by a many-valued logic program where connectives can be general aggregation operators (conjunctors, disjunctors, arithmetic mean, weighted sum, ...), even different aggregators for different users and, moreover, the program is expected to adequately manage different implications for different purposes. The special features of multi-adjoint logic programs are the following:

1. A number of different implications are allowed in the bodies of the rules.
2. Sufficient conditions for continuity of its semantics are known.
3. The requirements on the lattice of truth-values are weaker that those for the residuated approach.

* Partially supported by Spanish DGI projects BFM2000-1054-C02-02, TIC2003-09001-C02-01 and Junta de Andalucía project TIC-115.
It is important to recall that many different “and” and “or” operations have been proposed for use in fuzzy logic. It is therefore important to select, for each particular application, the operations which are the best for this particular application. Several papers discuss the optimal choice of “and” and “or” operations for fuzzy control, when the main criterion is to get the most stable control. In reasoning applications, however, it is more appropriate to select operations which are the best in reflecting human reasoning, i.e., operations which are “the most logical”.

In this paper, we build on the fact that conjunctors in multi-adjoint logic programs need not be either commutative or associative and, thus, consider the possibility of including a further generalisation of the framework, allowing for biresiduation, in the sense of [11]. This way, each conjunctor in our multi-adjoint setting may potentially have two “lateral” residuated implications. This approach has been recently used by Morsi [9] to develop a formal system based on a biresiduation construction. Biresiduation has also been used by Dunn [3] in the framework of substructural logics under the name of (partial) gaggles.

Yet another reason for introducing biresiduation is that fuzzy logic in a narrow sense [5] is still an open system and thus, new connectives can and should be introduced. Note that the concept of biresiduation used in this paper is not to be confused with the generalized biimplication, which is another usual meaning of this term as used in v.gr. [8]. A natural question then arises, whether the basic syntactico-semantical properties are not harmed by this generalisation.

The structure of the paper is as follows: In Section 2, the preliminary definitions are introduced; later, in Section 3, some motivating examples towards considering biresiduated implications are presented; in Section 4, the syntax and semantics of biresiduated multi-adjoint logic programs is given; finally, in Section 5, some concluding remarks and pointers to related works and ideas for future research are presented.

2 Preliminary Definitions

The main concept in the extension to logic programming to the fuzzy case is that of adjoint pair, firstly introduced in a logical context by Pavelka, who interpreted the poset structure of the set of truth-values as a category, and the relation between the connectives of implication and conjunction as functors in this category. The result turned out to be another example of the well-known concept of adjunction, introduced by Kan in the general setting of category theory in 1950.

Definition 1 (Adjoint pair). Let \( \langle P, \preceq \rangle \) be a partially ordered set and a pair \((\& , \leftarrow)\), of binary operations in \( P \), such that:

(a1) Operation \& is increasing in both arguments, i.e. if \( x_1, x_2, y \in P \) and \( x_1 \preceq x_2 \), then \((x_1 \& y) \preceq (x_2 \& y) \) and \((y \& x_1) \preceq (y \& x_2)\);
(a2) Operation \leftarrow is increasing in the first argument (the consequent) and decreasing in the second argument (the antecedent), i.e. if \( x_1, x_2, y \in P \) and \( x_1 \preceq x_2 \), then \((x_1 \leftarrow y) \preceq (x_2 \leftarrow y) \) and \((y \leftarrow x_2) \preceq (y \leftarrow x_1)\);
(a3) For any \( x, y, z \in P \), we have that \( x \preceq (y \leftarrow z) \) holds if and only if \( (x \& z) \preceq y \) holds.

Then we say that \((\& , \leftarrow)\) forms an adjoint pair in \( \langle P, \preceq \rangle \).
The need of the monotonicity of operators $\leftarrow$ and $\&$ is clear, if they are going to be interpreted as generalised implications and conjunctions. The third property in the definition corresponds to the categorical adjointness, and can be adequately interpreted in terms of multiple-valued inference as asserting both that the truth-value of $y \leftarrow z$ is the maximal $x$ satisfying $x \& z \preceq y$, and also the validity of the following generalised modus ponens rule [5]:

If $x$ is a lower bound of $\psi \leftarrow \varphi$, and $z$ is a lower bound of $\varphi$ then a lower bound $y$ of $\psi$ is $x \& z$.

In addition to $(a1)-(a3)$ it will be necessary to assume the existence of bottom and top elements in the poset of truth-values (the zero and one elements), and the existence of joins (suprema) for every directed subset; that is, we will assume a structure of complete lattice, but nothing about associativity, commutativity and general boundary conditions of $\&$. In particular, the requirement that $(L, \&, \top)$ has to be a commutative monoid in a residuated lattice is too restrictive, in that commutativity needn’t be required in the proofs of soundness and correctness.

Extending the results in [2, 12] to a more general setting, in which different implications ($\text{Łukasiewicz}, \text{Gödel}, \text{product}$) and thus, several modus ponens-like inference rules are used, naturally leads to considering several adjoint pairs in the lattice:

**Definition 2 (Multi-Adjoint Lattice).** Let $\langle L, \preceq \rangle$ be a lattice. A multi-adjoint lattice $L$ is a tuple $(L, \preceq, \leftarrow_1, \&_1, \ldots, \leftarrow_n, \&_n)$ satisfying the following items:

1. $(L, \preceq)$ is bounded, i.e. it has bottom $(\bot)$ and top $(\top)$ elements;
2. $(\&_i, \leftarrow_i)$ is an adjoint pair in $\langle L, \preceq \rangle$ for $i = 1, \ldots, n$;
3. $\top \&_i \vartheta = \vartheta \&_i \top = \vartheta$ for all $\vartheta \in L$ for $i = 1, \ldots, n$.

**Remark 1.** Note that residuated lattices are a special case of multi-adjoint lattice.

From the point of view of expressiveness, it is interesting to allow extra operators to be involved with the operators in the multi-adjoint lattice. The structure which captures this possibility is that of a multi-adjoint $\Omega$-algebra, where $\Omega$ is the set of operators, which comprises the set of adjoint pairs and, possibly, other monotone operators such as disjunctors or aggregators.

### 3 Towards Biresiduation

In fuzzy logic there is a well developed theory of $t$-norms, $t$-conorms and residual implications. The objective of this section is to show some interesting non-standard connectives to motivate the consideration of a more general class of connectives in fuzzy logic. The motivation is the following:

When evaluating the relevance of answers to a given query it is common to use some subjective interpretation of human preferences in a granulated way. This is, fuzzy truth-values usually describe steps in the degree of perception (numerous advocations of this phenomenon have been pointed out by Zadeh). This is connected to the well-known fact that people can only distinguish finitely many degrees of quantity or quality (closeness,
cheapness, etc.). Thus, in practice, although we used the product t-norm \( x \&_p y = x \cdot y \), we would be actually working with a piece-wise constant approximation of it. In this generality, it is possible to work with approximations of t-norms and/or conjunctions learnt from data by a neural net.

Regarding the use of non-standard connectives, just consider that a variable represented by \( x \) can be observed with \( m + 1 \) different values, then surely we should be working with a regular partition of \([0, 1]\) into \( m \) pieces. This means that a given value \( x \) should be fitted to this “observation” scale as the least upper bound with the form \( k/m \) (analytically, this corresponds to \( \lceil m \cdot x \rceil/m \) where \( \lceil \cdot \rceil \) is the ceiling function). A similar consideration can be applied to both, variable \( y \) and the resulting conjunction; furthermore, it might be possible that each variable has different granularity.

Formally, assume in \( x \)-axis we have a partition into \( n \) pieces, in \( y \)-axis into \( m \) pieces, and in \( z \)-axis into \( k \) pieces. Then the approximation of the product conjunction looks like the definition below

**Definition 3.** Denote \( (z)_p = \lceil p \cdot z \rceil \) and define, for naturals \( n, m, k > 0 \)

\[
C^k_{n,m}(x, y) = \left( (x)_n \cdot (y)_m \right)_k
\]

Note that \( C^k_{n,m} \) satisfies the properties of a general *conjunctor*, that is, it is monotone in both variables and generalizes the classical conjunction.

There are connectives of the form \( C^k_{n,m}(x, y) \) which are non-associative and, there are connectives of the same form which are non-commutative as well. The following example shows some of them:

**Example 1.**

1. The connective \( C = C^{10}_{10,10} \) is not associative.

\[
C(0.7, C(0.7, 0.3)) = C(0.7, (0.21)_{10}) = C(0.7, 0.3) = (0.21)_{10} = 0.3
\]

\[
C(C(0.7, 0.7), 0.3) = C((0.49)_{10}, 0.3) = C(0.5, 0.3) = (0.15)_{10} = 0.2
\]

2. The connective \( C^4_{10,5}(x, y) \) is not commutative.

\[
C^4_{10,5}(0.82, 0.79) = ((0.82)_{10} \cdot (0.79)_{5})_4 = (0.9 \cdot 0.8)_4 = (0.72)_4 = 0.75
\]

\[
C^4_{10,5}(0.79, 0.82) = ((0.79)_{10} \cdot (0.82)_{5})_4 = (0.8 \cdot 1)_4 = 1
\]

Connectives as those in the example above can be reasonably justified as follows: If we are looking for a hotel which is close to downtown, with reasonable price and being a new building, then classical fuzzy approaches would assign a user “his” particular interpretation of “close”, “reasonable” and “new”. As, in practice, we can only recognize finitely many degrees of being close, reasonable, new, then the corresponding fuzzy sets have a stepwise shape. This motivates the lattice-valued approach we will assume in this paper: it is just a matter of representation that the outcome is done by means of intervals of granulation and/or indistinguishability.

Although the multi-adjoint approach to logic programming has been shown to be more general than the monotonic and residuated paradigms (which, in turn, generalizes annotated LP, possibilistic LP, probabilistic LP, etc), the discussion below introduces a context which cannot be easily accommodated under multi-adjointness.
On Operators $C_{n,m}^k$ and Biresidua

By using operators $C_{n,m}^k$, we study an example of adjoint pair which will motivate the need of biresiduation. Firstly, let us recall the well-known residuum construction, which has been extensively studied in the context of continuous t-norms, see [5, 6].

**Definition 4.** Given $C_{n,m}^k : [0,1] \times [0,1] \to [0,1]$, we define the following operator:

$$z \lnot^k_{n,m} y = \sup \{ x \in [0,1] \mid C_{n,m}^k(x,y) \leq z \}$$

for each $z, y \in [0,1]$, which is called r-adjoint implication of $C_{n,m}^k$.

As we have proved above, in general $C_{n,m}^k$ need not be commutative, therefore we have to show that the term r-adjoint implication makes sense: actually, the pair $(C_{n,m}^k, \lnot^k_{n,m})$ satisfies the properties of adjoint pair.

We will prove a slightly more general version of the statement: that the construction above leads to an adjoint pair assuming only that the supremum in the definition is indeed a maximum, but without assuming either commutativity or continuity of the conjunctor.

**Proposition 1.** Consider a conjunctor $\& : L \times L \to L$ in a lattice, and assume that for all $y, z \in L$ there exists a maximum of the set $\{ x \in L \mid x \& y \leq z \}$. Then $(\&, \lnot)$ is an adjoint pair.

**Proof.** Let us prove that it is increasing in the first argument. Assume $z_1 \leq z_2$, then

$$\{ x \mid x \& y \leq z_1 \} \subseteq \{ x \in L \mid x \& y \leq z_2 \}$$

therefore we have

$$z_1 \lnot y = \sup \{ x \in L \mid x \& y \leq z_1 \} \leq \sup \{ x \in L \mid x \& y \leq z_2 \} = z_2 \lnot y$$

To show that $\lnot$ decreases in the second argument, assume $y_1 \leq y_2$. By monotonicity in the second argument, we have $x \& y_1 \leq x \& y_2$ for all $x \in L$, which implies the following inclusion

$$\{ x \in L \mid x \& y_2 \leq z \} \subseteq \{ x \in L \mid x \& y_1 \leq z \}$$

therefore $z \lnot y_2 \leq z \lnot y_1$.

For the adjoint property, consider $x, y, z \in L$ and assume $x \& y \leq z$, then $x \in \{ x' \mid x' \& y \leq z \}$ and, therefore

$$x \leq \sup \{ x' \mid x' \& y \leq z \} = z \lnot y$$

For the converse, assume that $x \leq z \lnot y = \sup \{ x' \mid x' \& y \leq z \}$.

By the hypothesis, we have that the supremum is indeed a maximum; let us denote it by $x_0$. Then we have $x \leq x_0$ and, by monotonicity in the first argument, we have $x \& y \leq x_0 \& y \leq z$. □
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The adjoint property might fail in the case that the supremum is not maximum, as the following example shows:

In this lattice we have
\[ c \uparrow b = \sup\{x \mid x \& b \leq c\} = \sup\{a, c, \perp\} = \top \]
so, for \( x = \top, y = b, \) and \( z = c \) the adjoint property fails.

**Fig. 1.** Counterexample for Proposition 1.

**Proposition 2.** \((C_{n,m}^k, \uparrow_{n,m}^k)\) is an adjoint pair.

**Proof.** By the previous proposition, we have only to show that in the definition of the r-adjoint implication of \( C_{n,m}^k \) the supremum is indeed a maximum.

Given \( y, z \in [0, 1] \), let \( A \) denote the set \( \{x \in [0, 1] \mid C_{n,m}^k(x, y) \leq z\} \). The result follows from the fact that if we have \( x \in A \), then we also have \( (x)_n \in A \) by the definition of \( C_{n,m}^k \). Thus, the only possible values for the supremum are in the set \( \{0, \frac{1}{n}, \frac{2}{n}, \ldots, \frac{n-1}{n}, 1\} \), but suprema on a discrete subset of a linear order are always maxima. \( \Box \)

An interesting ‘coherence’ property that holds for continuous t-norms and their residua is that the truth-value of the consequent is greater or equal than the truth-value of the implication if and only if the truth-value of the antecedent is defined to be the top element. However, the property “if \( z \geq y \), then \( z \leftarrow y = \top \)” does not hold for connectives \( C_{n,m}^k \):

**Example 2.** If we consider the conjunctor \( C_{4,5}^8 : [0, 1] \times [0, 1] \rightarrow [0, 1] \), we can check that \( 0.6 \geq 0.45 \) and \( 0.6 \uparrow_{4,5}^8 0.45 \neq 1 \). We have,

\[ C_{4,5}^8(x, 0.45) = \frac{8 \cdot \left\lceil 4 \cdot x \right\rceil \cdot \left\lceil 5 \cdot 0.45 \right\rceil}{4} = \frac{8 \cdot \left\lceil 4 \cdot x \right\rceil \cdot 0.6}{4} \]

and then
\[ 0.6 \uparrow_{4,5}^8 0.45 = \sup\{x \in [0, 1] \mid C_{4,5}^8(x, 0.45) \leq 0.6\} = 0.75 \neq 1 \quad \Box \]

In the following proposition, where we introduce a necessary and sufficient condition for the fulfillment of the coherence property for the connectives \( C_{n,m}^k \), the notation \([0, 1]_n\) will be used to denote the discrete set \( \{0, \frac{1}{n}, \frac{2}{n}, \ldots, \frac{n-1}{n}, 1\} \).

**Proposition 3.** Consider \( z, y \in [0, 1] \) such that \( z \geq y \) then \( z \uparrow_{n,m}^k y = 1 \) if and only if \( y \in [0, 1]_k \cap [0, 1]_m \)

**Proof.** (⇒) Assume \( z \uparrow_{n,m}^k y = 1 \) for all \( z \geq y \). In particular, for \( z = y \) we have, from the hypothesis and the adjoint property, that \( C_{n,m}^k(1, y) \leq y \). Moreover, we have the following chain of inequalities.
\[ y \leq \left\lfloor \frac{m \cdot y}{m} \right\rfloor \leq \frac{k \cdot \left\lfloor \frac{m \cdot y}{m} \right\rfloor}{k} = C_{n,m}^k(1, y) \leq y \]

Therefore, we actually have a chain of equalities. Now, considering the first equality we obtain \( m \cdot y = \left\lfloor m \cdot y \right\rfloor \) which leads to \( y \in [0, 1]_m \). Similarly, one can obtain \( y \in [0, 1]_k \).

\( (\Leftarrow) \) It is sufficient to show that \( 1 \in \{ x \in [0, 1]_m \mid C_{n,m}^k (x, y) \leq z \} \):

\[ C_{n,m}^k (1, y) = \frac{k \cdot \left\lfloor \frac{n \cdot 1}{n} \right\rfloor \cdot \left\lfloor \frac{m \cdot y}{m} \right\rfloor}{k} = \frac{k \cdot \left\lfloor \frac{m \cdot y}{m} \right\rfloor}{k} = \left\lfloor \frac{k \cdot y}{k} \right\rfloor = y \leq z \]

where \( (i) \) and \( (ii) \) follow from \( y \in [0, 1]_m \) and \( y \in [0, 1]_k \) respectively.

Taking into account this result we obtain a condition for the fulfillment of the coherence property for the r-adjoint implication defined above in terms of the set of truth-values that can be attached to any given formula.

For example, consider that we are working on a multiple-valued logic, whose truth-values are taken on a regular partition of \([0, 1]_m \), then the coherence property for the conjunctor \( C_{n,m}^k \) automatically holds in any finitely-valued logics on a regular partition of \( \gcd(k, m) + 1 \) elements.

Consider for example that we need to work with the operator \( C_{4,5}^8 \) in our language. By the result above, the r-adjoint implication only fulfills the coherence property in the classical case, since \( \gcd(8, 5) = 1 \). Could we use another implication which turns out to be coherent in a multiple-valued logic? We have an obvious choice by using the non-commutativity of the operator. This leads to what we call the l-adjoint implication to the conjunctor.

**Definition 5.** Given the conjunctor \( C_{n,m}^k : [0, 1] \times [0, 1] \to [0, 1] \), we define its l-adjoint implication as follows:

\[ z \downarrow_{n,m}^k y = \sup \{ x \in [0, 1] \mid C_{n,m}^k (y, x) \leq z \} \]

for each \( z, y \in [0, 1] \).

It is easy to prove a similar result to that of Proposition 3 and obtain that the l-adjoint implication to \( C_{4,5}^8 \) is coherent on a 5-valued logic, for \( \gcd(8, 4) = 4 \).

The biresiduated structure is obtained by allowing, for each adjoint conjunctor, two “sided” adjoint implications, as detailed in the following definition:

**Definition 6.** Let \( \langle L, \preceq \rangle \) be a lattice. A biresiduated multi-adjoint lattice \( L \) is a tuple \( \langle L, \preceq, \land_1, \lor_1, \ldots, \land_n, \lor_n, \&_1, \ldots, \&_n \rangle \) satisfying the following items:

1. \( \langle L, \preceq \rangle \) is bounded, i.e. it has bottom and top elements;
2. \( (\&_i, \lor_i, \land_i) \) satisfies the following properties, for all \( i = 1, \ldots, n \); i.e.
   - (a) Operation \( \&_i \) is increasing in both arguments,
   - (b) Operations \( \lor_i, \land_i \) are increasing in the first argument and decreasing in the second argument,
(c) For any \(x, y, z \in P\), we have that

1. \(x \preceq y \bowtie^i z\) if and only if \(x \&_i z \preceq y\)
2. \(x \preceq y \setminus^i z\) if and only if \(z \&_i x \preceq y\)

The last conditions in (3c) make this algebraic structure a flexible and suitable tool for being used in a logical context, for they can be interpreted as a two possible multiple-valued *modus ponens*-like rules. From a categorical point of view, these conditions arise when considering the conjunctor as a bifunctor, and applying the adjointness either in its second or first argument, respectively. Also note that the requirements of the boundary conditions for the conjunctors are not necessary.

The proposition below introduces a characterization of the adjoint property for the pairs \((\&, \setminus^i)\) and \((\&, \bowtie^i)\).

**Proposition 4.** Property (3c2) in the definition of biresiduated multi-adjoint lattice is equivalent to the following pair of conditions for all \(x, y \in P\):

\[
\begin{align*}
(r_1') & \quad x \preceq ((y \& x) \setminus^i y) \\
(r_2') & \quad (x \& (y \setminus^i x)) \preceq y
\end{align*}
\]

\[
\begin{align*}
(r_1'') & \quad x \preceq ((x \& y) \bowtie^i y) \\
(r_2'') & \quad ((y \bowtie^i x) \& x) \preceq y
\end{align*}
\]

**Remark 2.** In the classical residuated case, conditions (r1) and (r2) are sometimes called \((\Phi_2)\) and \((\Phi_3)\), whereas (3b) is known as \((\Phi_1)\), see e.g. [4].

4 Syntax and Semantics of Biresiduated Multi-adjoint Programs

Similarly to the (mono)-residuated multi-adjoint case, the structure which allows the possibility of using additional operators is that of a *biresiduated multi-adjoint \(\Omega\)-algebra*. In this section we introduce the definition of the syntax and semantics of biresiduated multiadjoint logic programs. The programs are defined on a language \(\mathfrak{F}\) constructed on a set of propositional symbol \(\Pi\) and the set of operators \(\Omega\) and using a biresiduated multi-adjoint lattice \(L\) as the set of truth-values.

**Definition 7.** A biresiduated multi-adjoint logic program (in short a program) on a language \(\mathfrak{F}\) with values in \(L\) is a set \(P\) of rules of the form \(\langle A \bowtie^i B, \vartheta \rangle\) or \(\langle A \setminus^i B, \vartheta \rangle\) such that:

1. The head of the rule, \(A\), is a propositional symbol of \(\Pi\);
2. The body formula, \(B\), is a formula of \(\mathfrak{F}\) built from propositional symbols \(B_1, \ldots, B_n\) \((n \geq 0)\) and monotone functions;
3. Facts are rules with empty body.
4. The weight \(\vartheta\) is an element (a truth-value) of \(L\).

As usual, a query (or goal) is a propositional symbol intended as a question ?A prompting the system.

Let \(\mathcal{I}_L\) be the set of interpretations, that is, the unique recursive extensions of mappings \(I : \Pi \to L\). The ordering \(\preceq\) of the truth-values \(L\) can be easily extended to \(\mathcal{I}_L\), which also inherits the structure of complete lattice. The minimum element of the lattice \(\mathcal{I}_L\), which assigns \(\bot\) to any propositional symbol, will be denoted \(\Delta\).
A rule of a biresiduated multi-adjoint logic program is satisfied whenever its truth-value is greater or equal than the weight associated with the rule. The formal definition uses the following terminology: given an operator $\omega \in \Omega$, we will write $\hat{\omega}$ to denote its interpretation in $\mathbb{L}$.

**Definition 8.**
1. An interpretation $I \in I_\mathbb{L}$ satisfies $\langle A, \vartheta \rangle$ iff $\vartheta \preceq I(A)$.
2. An interpretation $I \in I_\mathbb{L}$ satisfies $\langle A \setminus_i B, \vartheta \rangle$ iff $\hat{\vartheta} \preceq I(B) \preceq I(A)$.
3. An interpretation $I \in I_\mathbb{L}$ satisfies $\langle A \setminus_i B, \vartheta \rangle$ iff $\hat{I}(B) \preceq I(A)$.
4. An interpretation $I \in I_\mathbb{L}$ is a model of a program $\mathbb{P}$ iff all weighted rules in $\mathbb{P}$ are satisfied by $I$.
5. An element $\lambda \in L$ is a correct answer for a query $?A$ and a program $\mathbb{P}$ if for any interpretation $I \in I_\mathbb{L}$ which is a model of $\mathbb{P}$ we have $\lambda \preceq I(A)$.

Note that, for instance, $\bot$ is always a correct answer for any query and program.

The core of the Apt-van Emden-Kowalski semantics, the immediate consequences operator, can be easily generalised to biresiduated multi-adjoint logic programs.

**Definition 9.** Let $\mathbb{P}$ be a program, the immediate consequences operator $T_{\mathbb{P}}$ maps interpretations to interpretations, and for an interpretation $I$ and propositional variable $A$, $T_{\mathbb{P}}(I)(A)$ is defined as the supremum of the following set

$$\{ \vartheta \hat{\otimes} \hat{I}(B) \mid \langle A \setminus_i B, \vartheta \rangle \in \mathbb{P} \} \cup \{ \hat{I}(B) \hat{\otimes} \vartheta \mid \langle A \setminus_i B, \vartheta \rangle \in \mathbb{P} \} \cup \{ \vartheta \mid \langle A, \vartheta \rangle \in \mathbb{P} \}$$

As usual, the semantics of a biresiduated multi-adjoint logic program is characterised by the post-fixpoints of $T_{\mathbb{P}}$; that is:

**Theorem 1.** An interpretation $I$ of $I_\mathbb{L}$ is a model of a biresiduated multi-adjoint logic program $\mathbb{P}$ iff $T_{\mathbb{P}}(I) \sqsubseteq I$.

Note that the result is still true even without any further assumptions on conjunctors, which definitely need not be either commutative or associative or satisfy any boundary condition.

The monotonicity of the operator $T_{\mathbb{P}}$ for biresiduated multi-adjoint logic programming follows from the monotonicity of all the involved operators.

As a result of $T_{\mathbb{P}}$ being monotone, the semantics of a program $\mathbb{P}$ is given by its least model which, as shown by Knaster-Tarski’s theorem, is exactly the least fixpoint of $T_{\mathbb{P}}$, which can be obtained by transfinitely iterating $T_{\mathbb{P}}$ from the least interpretation $\Delta$.

## 5 Related Work and Concluding Remarks

To the best of our knowledge, there is not much work done using biresidua in the sense considered in this paper. Recently, in [11] a study of the representability of biresiduated algebras was presented. This type of algebras were introduced in a purely algebraic context, and were studied for instance in [1] and in [3] in the framework of substructural logics. For instance, in [10] a structure of biresiduated algebra is defined together with a corresponding logical system regarding the use of fuzzy sets in the representation
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of multicriteria decision problems. On a different basis, Morsi [9] developed an axiom system based on a biresiduation construction and the completeness and soundness theorems were proved.

We have presented analytical evidence of reasonable non-commutative conjunctors which lead to the consideration of two biresiduated implications. Some properties have been obtained for these conjunctors and, finally, an application to the development of an extended logic programming paradigm has been presented, together with its fixpoint semantics. The introduction of a procedural semantics for the framework, together with the study of existence of a completeness theorem for the given semantics is on-going.

Although the central topics of this paper are mainly at the theoretical level, some practical applications are envisaged for the obtained results, such as the development of a generalized multiple-valued resolution. In a generalized context it is not possible to deal with Horn clauses and refutation, mainly due to the fact that $A \land \neg A$ can have strictly positive truth-value, but also to the fact that material implication (the truth value function of $\neg A \lor B$) has not commutative adjoint conjunctor. As our approach does not require adjoint conjunctors to be commutative, it would allow the development of a sound and complete graded resolution.
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Abstract. In this paper, some new approaches to training set size reduction are presented. These schemes basically consist of defining a small number of prototypes that represent all the original instances. Although the ultimate aim of the algorithms proposed here is to obtain a strongly reduced training set, the performance is empirically evaluated over nine real datasets by comparing the reduction rate and the classification accuracy with those of other condensing techniques.

1 Introduction

Currently, in many domains (e.g., in multispectral images, text categorisation, and retrieval of multimedia databases) the size of the datasets is so extremely large that real-time systems cannot afford the time and storage requirements to process them. Under these conditions, classifying, understanding or compressing the available information can become a very problematic task. This problem is specially dramatic in the case of using some distance-based learning algorithm, such as the Nearest Neighbour (NN) rule [7]. The basic NN scheme must search through all the available training instances (large memory requirements) to classify a new input sample (slow during classification). On the other hand, since the NN rule stores every prototype in the training set (TS), noisy instances are stored as well, which can considerably degrade the classification accuracy.

Among the many proposals to tackle this problem, a traditional method consists of removing some of the training prototypes. In the Pattern Recognition literature, those methods leading to reduce the TS size are generally referred to as prototype selection [9]. Two different families of prototype selection methods can be defined. First, the editing approaches eliminate erroneously labelled prototypes from the original TS and "clean" possible overlapping among regions from different classes. Second, the condensing algorithms aim at selecting a small subset of prototypes without a significant degradation of classification accuracy.

Wilson introduced the first editing method [15]. Briefly, it consists of using the k-NN rule to estimate the class of each prototype in the TS, and removing
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those whose class label does not agree with that of the majority of its $k$-NN. This algorithm tries to eliminate mislabelled prototypes from the TS as well as those close to the decision boundaries. Subsequently, many researchers have addressed the problem of editing by proposing alternative schemes [1, 7, 9, 16].

Within the condensing perspective, the many existing proposals can be categorised into two main groups. First, those schemes that merely select a subset of the original prototypes [1, 8, 10, 13, 14] and second, those that modify them [2, 3, 6]. One problem related with using the original instances is that there may not be any vector located at the precise point that would make the most accurate learning algorithm. Thus, prototypes can be artificially generated to exist exactly where they are needed.

This paper focuses on the problem of appropriately reducing the TS size by selecting a subset of prototypes. The primary aim of the proposal presented in this paper is to obtain a considerable size reduction rate, but without an important decrease in classification accuracy.

The structure of the rest of this paper is as follows. Section 2 briefly reviews a set of TS size reduction techniques. The condensing algorithms proposed here are introduced in Section 3. The databases used and the experiments carried out are described in Section 4. Results are shown and discussed in Section 5. Finally, the main conclusions along with further extensions are depicted in Section 6.

2 Prototype Selection

The problem of prototype selection is primarily related to prototype deletion as irrelevant and harmful prototypes are removed. This is the case, e.g., of Hart’s condensing [10], Tomek’s condensing [13], proximity graph-based condensing [14] and MCS scheme of Dasarathy [8], in which only critical prototypes are retained. Some other algorithms artificially generate prototypes in locations accurately determined in order to reduce the TS size. Within this category, we can find the algorithms presented by Chang [3] and by Chen and Jóźwik [6].

Hart’s algorithm [10] is based on reducing the set size by eliminating prototypes. It is the earliest attempt at minimising the size set by retaining only a consistent subset. A consistent subset, $S$, of a TS, $T$, is a subset that correctly classifies every prototype in $T$ using the 1-NN rule. The minimal consistent subset is the most interesting to minimise the cost of storage and the computing time. Hart’s condensing does not guarantee finding the minimal subset.

Tomek’s condensing [13] consists of Hart’s condensing, adding an appropriate selection strategy. It consists of selecting a subset with the boundary prototypes (the closest to the decision boundaries). Some negative aspects are its computational cost $O(N^3)$ and that the boundary subset chosen is not consistent.

The Voronoi’s condensing [14] is the only scheme able to obtain a reduced set that satisfies the consistency criteria with respect to a) the decision boundaries, and b) the TS. Despite this, the Voronoi condensing presents two important problems. First its high computational cost, since the calculation of the Voronoi Diagram associated to the prototypes set is required. And second, it deals with every representation space region in the same way.
In [14] an alternative similar to Voronoi condensing is proposed, with the aim of solving these two important drawbacks. This new alternative is based on two proximity graph models: the Gabriel Graph and the Relative Neighbourhood Graph. The main advantages of this algorithm are that a) it ignores the TS prototypes that maintain the decision boundaries out of the interest region, and b) it reduces the computational cost (O(dN^2)). Both condensed sets are not consistent with respect to the decision boundaries and therefore, they are not consistent with respect to the TS either.

Aha et al. [1] presented the incremental learning schemes IB1-IB4. In particular, IB3 addresses the problem of keeping noisy prototypes by retaining only acceptable misclassified cases.

Within the group of condensing proposals that are based on generating new prototypes, Chang’s algorithm [3] consists of repeatedly attempting to merge the nearest two existing prototypes into a new single one. Two prototypes p and q are merged only if they are from the same class and, after replacing them with prototype z, the consistency property can be guaranteed.

Chen and Józwik [6] proposed an algorithm which consists of dividing the TS into some subsets using the concept of diameter of a set (distance between the two farthest points). It starts by partitioning the TS into two subsets by the middle point between the two farthest cases. The next division is performed for the subset that contains prototypes from different classes. If more than one subset satisfies this condition, then that with the largest diameter is divided. The number of partitions will be equal to the number of instances initially defined. Finally, each resulting subset is replaced by its centroide, which will assume the same class label as the majority of instances in the corresponding subset.

Recently, Ainslie and Sánchez introduced the family of IRSP [2], which are based on the idea of Chen’s algorithm. The main difference is that by Chen’s any subset containing prototypes from different classes could be chosen to be divided. On the contrary, by IRSP4, the subset with the highest overlapping degree (ratio of the average distance between prototypes from different classes, and the average distance between instances from the same class) is split. Furthermore, with IRSP4 the splitting process continues until every subset is homogeneous.

3 New Condensing Algorithms

The geometrical distribution among prototypes in a TS can become even more important than just the distance between them. In this sense, the surrounding neighbourhood-based rules [12] try to obtain more suitable information about prototypes in the TS and specially, for those being close to decision boundaries. This can be achieved by taking into account not only the proximity of prototypes to a given input sample but also their symmetrical distribution around it.

Chaudhuri [5] proposed a neighbourhood concept, the Nearest Centroide Neighbourhood (NCN), a particular realization of the surrounding neighbourhood. Let p be a given point whose k NCN should be found in a TS, X={x_1,...,x_n}. These k neighbours can be searched for by an iterative procedure like the next:
1. The first NCN of $p$ corresponds to its NN, $q_1$.
2. The $i$-th NCN, $q_i$, $i \geq 2$, is such that the centroide of this and previously selected NCN, $q_1, \ldots, q_i$ is the closest to $p$.

The neighbourhood obtained satisfies some interesting properties that can be used to reduce the TS size: the NCN search method is incremental and the prototypes around a given sample have a geometrical distribution that tends to surround the sample. It is also important to note that in general, the region of influence of the NCN results bigger than that of the NN, as can be seen in Fig. 1.

### 3.1 The Basic Algorithm

The TS size reduction technique here proposed rests upon the NCN algorithm. NCN search is used as an exploratory tool to bring out how prototypes in the data set are geometrically distributed. The use of the NCN of a given sample can provide local information about what is the shape of the probability class distribution depending on the nature and class of its NCN. The rationale behind it is that prototypes belonging to the same class are located in a neighbouring area and could be replaced by a single representative without significantly affecting the original boundaries. The main reason to use the NCN instead of the NN is to benefit from the aforementioned properties: that the NCN covers a bigger region, and that these neighbours are located in an area of influence around a given sample which is compensated in terms of their geometrical distribution.

The algorithm attempts to replace a group of neighbouring prototypes from the same class by a representative. In order to decide which group of prototypes is to be replaced, the NCN of each prototype $p$ in the TS is computed until reaching a neighbour from a different class than that of $p$. The prototype with the largest number of neighbours is defined as the representative of its corresponding group, which lies in the area of influence defined by the NCN distribution and consequently, all its members can be now removed from the TS. Another
possibility is to replace the group by its centroide. In this case, the reduction of the data set is done by introducing new samples. For each prototype remaining in the set, we update the number of its neighbours if some were previously eliminated as belonging to the group of an already chosen representative.

This is repeated until there is no group of prototypes to be replaced. The basic scheme has been named \textit{MaxNCN}. A further extension consists of iterating the general process until no more prototypes are removed from the TS. The iterative version can be written as follows:

\begin{algorithm}
\begin{algorithmic}
\While{$\text{eliminated\_prototypes} > 0$}
\For{$i = \text{each\_prototype}(\text{TS})$}
\State $\text{neighbours\_number}[i] = 0$
\State $\text{neighbour} = \text{next\_neighbour}(i)$
\While{$\text{neighbour\_class} == i.\text{class}$}
\State $\text{neighbours\_vector}[i] = \text{Id}(\text{neighbour})$
\State $\text{neighbours\_number}[i] = \text{neighbours\_number}[i] + 1$
\State $\text{neighbour} = \text{next\_neighbour}(i)$
\EndWhile
\EndFor
\While{$\text{Max\_neighbours}() > 0$}
\State \text{Eliminate\_Neighbours}(\text{id\_Max\_neighbours})
\EndWhile
\EndWhile
\end{algorithmic}
\end{algorithm}

Apart from the basic \textit{MaxNCN} and its iterative version, other alternatives have been implemented and tested: \textit{Iterativek\_Neighbours}, \textit{Centroide} and \textit{WeightedCentroide} among others. \textit{Iterativek\_Neighbours} is similar to Algorithm 1. The main difference relies on the number of neighbours allowed to be represented by a prototype: $k$. One of its main properties is that the limit of neighbours can be selected, depending on the TS size (here $k$ is a percentage of the TS size).

In \textit{Centroide}, the main difference to Algorithm 1 is that instead of using an original prototype as a representative, it computes the respective centroide of the NCN. The rationale behind this is that a new artificial prototype could represent better a neighbourhood because it can be placed in the best location.

\textit{WeightedCentroide} uses the same idea, but each centroide is calculated weighting each prototype by the number of neighbours that it represents.

3.2 The Consistent Algorithm

Over the basic algorithm described in the previous subsection, we tried to do an important modification. The aim is to obtain a consistent condensed subset. The primary idea is that if the subset is consistent with the TS, a better classification should be obtained. Using the \textit{MaxNCN} algorithm, some prototypes in the decision boundaries are removed because of the condensing order. We try to solve this problem by a new consistent approach. Other alternatives have
been implemented. Two of them are presented here. The simplest one consists of applying MaxNCN and, after that, estimating the class of each prototype in the TS by NN, using the reduced set obtained. Every prototype misestimated is added to the reduced set. This algorithm has been here named Consistent.

Reconsistent is based on the same idea as Consistent. In this case, the new prototypes to be added will previously be condensed using as reference the original TS. Algorithmically, it can be written as it is shown in Algorithm 2.

**Algorithm 2 Reconsistent**

```plaintext
for i = eachprototype(TS) do
    neighbours_number[i] = 0
    neighbour = next_neighbour(i)
    while neighbour.class == i.class do
        neighbours_vector[i] = Id(neighbour)
        neighbours_number[i] = neighbours_number[i] + 1
        neighbour = next_neighbour(i)
    end while
end for
while Max_neighbours() > 0 do
    EliminateNeighbours(id_Max_neighbours)
end while
count = 0
for i = eachprototype(TS) do
    if Classify(i)! = i.class then
        count = count + 1
        incorrect_class[count] = i
    end if
end for
for i = eachprototype(incorrect_class[]) do
    neighbours_number_inc[i] = 0
    neighbour_inc = next_neighbour_inc(i)
    while neighbour_inc.class == i.class do
        neighbours_vector_inc[i] = Id(neighbour_inc)
        neighbours_number_inc[i] = neighbours_number_inc[i] + 1
        neighbour_inc = next_neighbour_inc(i)
    end while
end for
while Max_neighbours_inc() > 0 do
    EliminateNeighbours_inc(id_Max_neighbours_inc)
end while
AddCondensedIncToCondensedTS()
```

### 4 Description of Databases and Experiments

Nine real data sets (Table 1) have been taken from the UCI Repository [11] to assess the behaviour of the algorithms introduced in this paper. The experiments
have been conducted to compare MaxNCN, IterativeMaxNCN, IterativekNeigh-
bours, Centroide, WeightedCentroide, Consistent and Reconsistent, among other
algorithms to Chen’s scheme, IRSP4 and Hart’s condensing, in terms of both TS
size reduction and classification accuracy (using 1-NN rule) for the condensed
set.

The algorithms proposed in this paper, as in the case of Chen’s, IRSP4,
MaxNCN and IterativeMaxNCN need to be applied in practice to overlap-free
(no overlapping among different class regions) data sets. Thus, as a general rule
and according to previously published results [2,16], the Wilson’s editing has
been considered to properly remove possible overlapping between classes. The
parameter involved \(k\) has been obtained in our experiments by performing
a five-fold cross-validation experiment using only the TS and computing the
average classification accuracies for different values of \(k\) and comparing them
with the “no editing” option. The best edited set (including the non-edited TS)
is thus selected as input for the different condensing schemes.

## 5 Experimental Results and Discussion

Table 2 reports the 1-NN accuracy results obtained by using the best edited TS
and the different condensed sets. Values in brackets correspond to the standard
deviation. Analogously, the reduction rates with respect to the edited TS are pro-
vided in Table 3. The average values for each method are also included. Several
comments can be made from the results in these tables. As expected, classifi-
cation accuracy strongly depends on the condensed set size. Correspondingly,
IRSP4, Hart’s algorithm, Consistent and Reconsistent obtain the highest classi-
fication accuracy almost without exception for all the data sets, but they also
retain more prototypes than Chen’s scheme, MaxNCN and IterativeMaxNCN.

It is important to note that, in terms of reduction rate, IterativeMaxNCN
is the best. Nevertheless, it also obtains the worst accuracy. On the contrary,
IRSP4 shows the highest accuracy but the lowest reduction rate. Thus, looking
for a balance between accuracy and reduction, one can observe that the best op-
tions are Hart’s, Chen’s, the plain MaxNCN and the Reconsistent approach. In
particular, MaxNCN provides an average accuracy of 69.52% (only 4 points less
Table 2. Experimental results: 1-NN classification accuracy.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>95.61</td>
<td>96.78</td>
<td>93.55</td>
<td>94.61</td>
<td>68.60</td>
<td>89.92</td>
<td>94.14</td>
<td>92.39</td>
</tr>
<tr>
<td></td>
<td>(2.48)</td>
<td>(1.25)</td>
<td>(3.70)</td>
<td>(2.94)</td>
<td>(3.42)</td>
<td>(4.61)</td>
<td>(2.64)</td>
<td>(4.36)</td>
</tr>
<tr>
<td>Pima</td>
<td>67.32</td>
<td>73.64</td>
<td>72.01</td>
<td>73.31</td>
<td>53.26</td>
<td>67.71</td>
<td>73.05</td>
<td>71.74</td>
</tr>
<tr>
<td></td>
<td>(4.64)</td>
<td>(2.85)</td>
<td>(4.52)</td>
<td>(3.69)</td>
<td>(5.80)</td>
<td>(5.45)</td>
<td>(3.62)</td>
<td>(5.93)</td>
</tr>
<tr>
<td>Glass</td>
<td>71.40</td>
<td>67.18</td>
<td>71.46</td>
<td>67.91</td>
<td>57.19</td>
<td>66.65</td>
<td>69.08</td>
<td>69.08</td>
</tr>
<tr>
<td></td>
<td>(3.78)</td>
<td>(3.90)</td>
<td>(3.13)</td>
<td>(4.60)</td>
<td>(9.69)</td>
<td>(6.28)</td>
<td>(3.90)</td>
<td>(3.90)</td>
</tr>
<tr>
<td>Heart</td>
<td>58.17</td>
<td>61.93</td>
<td>63.01</td>
<td>62.87</td>
<td>58.16</td>
<td>59.92</td>
<td>63.96</td>
<td>63.59</td>
</tr>
<tr>
<td></td>
<td>(5.93)</td>
<td>(5.22)</td>
<td>(5.11)</td>
<td>(4.27)</td>
<td>(7.26)</td>
<td>(5.53)</td>
<td>(6.87)</td>
<td>(5.98)</td>
</tr>
<tr>
<td>Liver</td>
<td>65.79</td>
<td>59.58</td>
<td>63.89</td>
<td>62.40</td>
<td>53.31</td>
<td>60.65</td>
<td>63.23</td>
<td>62.13</td>
</tr>
<tr>
<td></td>
<td>(8.72)</td>
<td>(5.15)</td>
<td>(7.73)</td>
<td>(5.76)</td>
<td>(8.55)</td>
<td>(6.74)</td>
<td>(3.55)</td>
<td>(6.76)</td>
</tr>
<tr>
<td>Vehicle</td>
<td>64.41</td>
<td>58.56</td>
<td>63.47</td>
<td>62.17</td>
<td>55.20</td>
<td>59.33</td>
<td>62.76</td>
<td>62.65</td>
</tr>
<tr>
<td></td>
<td>(2.11)</td>
<td>(2.46)</td>
<td>(1.96)</td>
<td>(2.16)</td>
<td>(4.42)</td>
<td>(2.17)</td>
<td>(1.04)</td>
<td>(1.88)</td>
</tr>
<tr>
<td>Vowel</td>
<td>97.90</td>
<td>60.16</td>
<td>96.02</td>
<td>90.74</td>
<td>78.63</td>
<td>90.73</td>
<td>94.93</td>
<td>94.73</td>
</tr>
<tr>
<td></td>
<td>(1.23)</td>
<td>(9.27)</td>
<td>(1.77)</td>
<td>(2.30)</td>
<td>(5.18)</td>
<td>(1.78)</td>
<td>(1.63)</td>
<td>(1.53)</td>
</tr>
<tr>
<td>Wine</td>
<td>73.05</td>
<td>69.31</td>
<td>69.66</td>
<td>71.71</td>
<td>62.50</td>
<td>60.77</td>
<td>69.05</td>
<td>68.56</td>
</tr>
<tr>
<td></td>
<td>(2.96)</td>
<td>(7.31)</td>
<td>(3.47)</td>
<td>(6.72)</td>
<td>(6.65)</td>
<td>(6.19)</td>
<td>(6.40)</td>
<td>(6.18)</td>
</tr>
<tr>
<td>Phoneme</td>
<td>70.26</td>
<td>70.03</td>
<td>71.60</td>
<td>71.04</td>
<td>65.06</td>
<td>70.00</td>
<td>72.17</td>
<td>70.96</td>
</tr>
<tr>
<td></td>
<td>(7.52)</td>
<td>(9.14)</td>
<td>(8.74)</td>
<td>(7.90)</td>
<td>(7.57)</td>
<td>(8.05)</td>
<td>(7.72)</td>
<td>(7.13)</td>
</tr>
<tr>
<td>Average</td>
<td>73.77</td>
<td>68.57</td>
<td>73.85</td>
<td>72.97</td>
<td>61.32</td>
<td>69.52</td>
<td>73.60</td>
<td>72.87</td>
</tr>
<tr>
<td></td>
<td>(4.38)</td>
<td>(5.17)</td>
<td>(4.46)</td>
<td>(4.48)</td>
<td>(9.95)</td>
<td>(5.20)</td>
<td>(4.15)</td>
<td>(4.85)</td>
</tr>
</tbody>
</table>

Table 3. Experimental results: set size reduction rate.

<table>
<thead>
<tr>
<th></th>
<th>Chen</th>
<th>IRSP4</th>
<th>Hart</th>
<th>Iterat.</th>
<th>MaxNCN</th>
<th>Cons.</th>
<th>Recons.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>98.79</td>
<td>93.72</td>
<td>93.09</td>
<td>99.11</td>
<td>96.10</td>
<td>86.91</td>
<td>94.09</td>
</tr>
<tr>
<td>Pima</td>
<td>90.61</td>
<td>70.03</td>
<td>79.04</td>
<td>95.99</td>
<td>85.35</td>
<td>73.01</td>
<td>80.19</td>
</tr>
<tr>
<td>Glass</td>
<td>67.58</td>
<td>32.71</td>
<td>51.33</td>
<td>73.13</td>
<td>62.15</td>
<td>47.43</td>
<td>50.00</td>
</tr>
<tr>
<td>Heart</td>
<td>85.18</td>
<td>55.80</td>
<td>67.22</td>
<td>92.53</td>
<td>78.35</td>
<td>64.18</td>
<td>69.59</td>
</tr>
<tr>
<td>Liver</td>
<td>82.97</td>
<td>45.41</td>
<td>63.20</td>
<td>91.21</td>
<td>74.83</td>
<td>57.85</td>
<td>65.65</td>
</tr>
<tr>
<td>Vehicle</td>
<td>65.79</td>
<td>35.60</td>
<td>45.98</td>
<td>74.85</td>
<td>56.59</td>
<td>40.28</td>
<td>44.71</td>
</tr>
<tr>
<td>Vowel</td>
<td>79.64</td>
<td>39.54</td>
<td>75.97</td>
<td>84.23</td>
<td>75.09</td>
<td>72.21</td>
<td>73.11</td>
</tr>
<tr>
<td>Wine</td>
<td>86.75</td>
<td>73.13</td>
<td>78.79</td>
<td>89.03</td>
<td>84.83</td>
<td>65.63</td>
<td>79.71</td>
</tr>
<tr>
<td>Phoneme</td>
<td>94.51</td>
<td>69.90</td>
<td>87.91</td>
<td>98.16</td>
<td>90.88</td>
<td>83.06</td>
<td>88.26</td>
</tr>
<tr>
<td>Average</td>
<td>83.54</td>
<td>57.32</td>
<td>71.39</td>
<td>88.69</td>
<td>78.24</td>
<td>65.62</td>
<td>71.70</td>
</tr>
</tbody>
</table>

than IRSP4, which is the best option in accuracy) with an average reduction of 78.24% (approximately 20 points higher than IRSP4). Results given by Chen’s algorithm are similar to those of the MaxNCN procedure in accuracy, but 5 points higher in reduction percentage. The Reconsistent approach provides similar results to Hart’s algorithm: an average accuracy of 72.87% (only 0.93 less than IRSP4) with an average reduction rate of 71.70% (around 14 points higher).

In order to assess the performance of these two competing goals simultaneously, Fig. 2 represents the normalised Euclidean distance between each pair (accuracy, reduction) and the ideal case (1, 1), in such a way that the “best” ap-
approach can be deemed as the one that is nearer (1, 1). This technique is usually referred to as Data Envelopment Analysis [4] Among approaches with similar distances to (1, 1), the best ones are those nearer the diagonal, because they get a good balance between accuracy and reduction. Thus, it is possible to see that the proposed Reconsistent, along with MaxNCN, Hart’s and Chen’s algorithms represent a good trade-off between accuracy and reduction.

With respect to the other algorithms exposed here, as they are not considered so important as the ones compared until now, they are not drawn in Fig. 2, in order to obtain a more comprehensible representation. Anyway, their results are commented here. IterativekNeighbours obtains a good reduction rate but not the best accuracy rate (similar to IterativeMaxNCN). Anyway, comparing it to Hart, the positive difference in reduction is bigger than the negative difference in accuracy.

Centroide obtains more or less the same reduction as IterativekNeighbours, but its accuracy rate is a little bit higher. WeightedCentroide obtains more or less the same reduction rate as IterativekNeighbours and Centroide, and also a little bit higher accuracy rate than them.

Finally, it is to be noted that several alternatives to the algorithms here introduced have also been analysed, although some of them had a behaviour similar to that of MaxNCN. Other alternatives, as for example MaxNN, consisting of using the NN instead of the NCN, have a performance systematically worst.

Many algorithms have been tested. In Fig. 2 an imaginary curve formed by the results for some of them can be observed. It seems that when the classification accuracy increases, the reduction percentage decreases; and when the reduction percentage increases, the classification accuracy decreases. It makes sense because there should be some limit to the reduction. That is, a set can not be reduced as much as we want without influencing the classification accuracy.
6 Concluding Remarks

In this paper, some new approaches to TS size reduction have been introduced. These algorithms primarily consist of replacing a group of neighbouring prototypes that belong to a same class by a single representative. This group of prototypes is built by using the NCN, instead of the NN, of a given sample because in general, those cover a bigger region.

From the experiments carried out, it seems that Reconsistent and MaxNCN provide a well balanced trade-off between accuracy and TS size reduction rate.

References

Abstract. Nowadays, there is a need for smart learning environments that offer personal services with capabilities to learn, reason, have autonomy and be totally dynamic. In this paper, we present X-Learn: a new e-learning environment we have designed to simplify the authoring and visualization of multimedia courses. X-Learn includes several intelligent assistants to help the teacher and the student during the learning process. These intelligent assistants improve the global performance and diminish some of the limitations of current e-learning environments.

1 Introduction

During last decade we have witnessed the success of the World Wide Web as a medium to deliver educational material. From the earlier Web-based educational systems to the present state of the art there has been an important evolution in a very short period of time. This evolution has taken advantage of improvements in the Web-based technology done during the last decade.

Nowadays, there is a need for smart learning environments that offer services to automate many of the time-consuming tasks that a teacher has to manage in a virtual course. On the other hand, students work should be supported and enhanced by the use of innovation techniques and new technologies. Artificial Intelligence techniques have a role to play in this new kind of learning systems. The first Intelligent Tutoring Systems (ITS) appear during the eighties to personalize the learning material to the student. Since that, a long path have been walked and presently, new e-learning systems try to adapt the contents to the students’ skills, provide personalized evaluation and are oriented towards the net breaking the barriers of time and space.

This paper presents our current work centred on the environment X-Learn, which take advantage of the feedback gained from the last decade and includes the new paradigm of intelligent agents. X-Learn implements standardised educational notations to provide collaboration and interoperability among resources and tools developed in different institutions. Besides, X-Learn provides student intelligent tutoring and a teacher assistance. Taken all together, we think that the X-Learn environment presented in this paper is a new brick to improve the design of e-learning systems for the near future.
The rest of the paper is organized as follows. Section 2 introduces the paradigm of intelligent educational systems (IES). Section 3 introduces X-Learn, an IES for e-learning we have developed. Section 4 describes the X-Tutor module of X-Learn, which provides intelligent tutoring. Finally, section 5 draws some conclusions.

2 Towards Intelligent Educational Systems

Nowadays, although a long path has been walked and new versions of e-learning environments include easy-to-use Web authoring tools, most of them still offer passive services. As a result, some instructors spend more time teaching and tutoring students in a distance-learning course than teaching the same course in a classroom setting. On the other hand, many tasks from the student point of view, can also be automatically managed by assistants to personalize the learning process: adapting the learning material to student’s skills, searching on the Web and providing the teacher updated and accurate information about the student progress.

Therefore, presently there is a need for smart learning environments that offer personal services with capabilities to learn, reason, have autonomy, and be totally dynamic. The possibility to use Artificial Intelligence techniques to provide computer-aided support during the learning process appears from a practical point of view in the eighties, where the first Intelligent Tutoring Systems appear with the intention to adapt and personalize the learning material to the student [12]. Nevertheless, it is in the nineties with the Web apparition [5], the lower computer’s cost, the multimedia support [9] and the Java language when arises with strength the paradigm of intelligent agents [15], the personal interfaces [10], the Intelligent Tutoring Systems [11], hypermedia systems [13] and collaborative systems [1][2]. An extended overview of artificial intelligent in education appears in [14].

These new set of Educational Systems are called to adapt the offered services to the multiple differences inherent to a global village audience. They have to be designed bearing in mind: didactical considerations (how to teach), characteristics of the different domains (what to teach) and personalized proposals according to the end user (to whom we teach). These new Intelligent Educational Systems (IES) are tools supporting learning at different levels whose capacity for adaptation qualify them as intelligent. The must be considered as a complementary tool to increase the quality of learning [14].

3 X-Learn: System Architecture

A clear drawback detected in the e-learning arena was the presence of too much heterogeneity among currently available systems. This means that there is no way to reuse the functionality implemented in a particular system by any other because every one of them has their own proprietary solutions. From the content point of view, it is also quite troublesome to embody those pedagogical elements that were thought to be
used in a particular system in any other different educational platform. We have designed X-Learn having this in mind and using standardized notations to describe course structure and course contents.

Figure 1 shows the X-Learn system architecture whose main modules follow the client/server model using the Java programming language as the basic building block to provide services independent from any chosen software platform. Course tutors, course designers and students access the different tools of X-Learn using any commercial browser.

From our previous experience developing distance learning environments [2] [4], we realise that it is very complex to maintain and update the changes in an environment with these features. Therefore, when designing the different modules we try to reduce their interactions using clearly specified interfaces in XML and following an engineering approach oriented to obtain a system composed by loosely-coupled components.

In the next paragraphs we describe the different X-Learn components that appear in figure 1. We provide an intuitive description organized around the components and their functions within X-Learn, instead of analysing the different roles (student side, server side and authoring side). In section 4, we will describe how the teacher and the student assistants interact with the rest of the system components and with the human users.

**Course Authoring Tool.** This tool is used to create the course structure and its contents. The course structure follows the IMS package model, where the courses have a hierarchical tree structure as it is described in [7]. This format simplifies the definition and inclusion of new thematic units inside the course. It is possible to specify different course structures with several difficulty levels and the visualization of each level can be personalized according to the instructor criteria. Every resource or con-
tent in a course can be described with a metadata structure using the Learning Object Metadata (LOM) [6] proposed by IEEE LTSC. The LOM format allows to reuse, classify and maintain the didactic resources, facilitating interoperability with other e-learning environments.

**The Course Viewer.** The learner may use the Course Viewer connecting to the X-Learn Web site. Once a course has been selected, a course tree structure is shown depending on the student skill level, together with the contents included in the selected resource. The learner can freely navigate in the course except when she desires to navigate through contents that have access requirements. In the X-Learn server side, there is a Java servlet, which manages student authentication and sends to its clients the course contents. At the same time, this servlet checks the access requirements. Another task performed by this servlet is to store the student traces and the questionnaire evaluation data in the XML database. Those traces provide information for assessment to the human tutor, the Teacher Assistant and the Student Assistant (the tutoring agent in fig. 1). This information can also be used to generate statistics concerning the most visited resources of the course, those ones that are more difficult to understand, etc.

**Questionnaire Tool: X-Quest.** We have developed a questionnaire tool named X-Quest [4] having different test types (true/false, multiple choice, multiple answer, fill blank and their combinations) and questionnaires may contain multimedia resources (audio, video, Java programs, Flash animations, etc). This evaluation tool allows the creation and maintenance of questionnaires to provide student evaluation. The resulting XML resources are compliant with the IMS specifications for evaluation purposes. All the information managed by X-Quest is stored in an XML database in the server side and shared with the other modules of X-Learn. Therefore, the Course Authoring Tool, the Course Viewer, the Teacher Assistant and the Student Assistant, may contact with a Java servlet that searches the information requested in the XML database.

**General and Communication Tools.** X-Learn have been benefited by the experience gained after developing the TeleMeeting system [2] and the Virtual Operating System [3], which managed on-line communications and off-line communications, respectively. Some of the applications designed and included in such systems has been adapted to X-Learn to provide support for groupware applications: general tools (agenda, calculator, ASCII map, etc), on-line communication tools (chat, telebrowsing, etc) and off-line communication tools (a shared file system, a forum and a votation tool).

**X-Tutor: The Intelligent Tutoring System.** The software assistants implemented in X-Learn are expert systems written in Java and we use JESS (Java Expert System Shell) [8] to analyse the input data and filter the information that is automatically managed. JESS is written in Java and strongly-oriented to support Java programs too, therefore it became an excellent candidate to support the function required.
The interconnection among Java and Jess is very efficient allowing the use of experts systems by Java-coded tools. At the same time, Jess code may access all the Java packages to handle and reason directly over Java objects.

The expert systems written in Jess use a knowledge base obtained by the definition of rules, functions and templates to produce facts as an output from the reasoning engine. The core of a system written in Jess is the inference engine (jess.Rete) that processes facts to produce new ones.

We decided to use Jess by several reasons: it is absolutely compatible with Java inheriting its advantages and the knowledge base is incremental (we can add more rules without modifying the code). Besides, the inference engine is rather fast (uses forward chaining) and this approach is the most appropriate within the context to be handled by X-Learn.

Architecturally speaking, we decided to locate the Jess support in a Java servlet on the server side. This makes processing more efficient as: users do not have to install any plugging to handle Jess classes; improves communication among the server and its clients, which can be light applets; and it is not necessary to send the student Jess data through the Internet.

Figure 2 presents the X-Tutor architecture composed by two applets, one used by the student (Student Assistant) and another one by the teacher (Teacher Assistant). Both applets connect with the Servlet Assistant, which handles their petitions and interact with the X-Learn database.

4 X-Learn Intelligent Assistants

In this section we introduce the interactions among the three system assistants: the Servlet Assistant, the Teacher Assistant and the Student Assistant. In X-Learn there is one Teacher Assistant per course, while there are multiple instances of the Student
Assistant to personalize the learning contents to every student. Besides, every Student Assistant is not always active, since students connect to the system at different times. Therefore, we decided to communicate all system assistants using an off-line scheme through the XML database.

Table 1. The XML definition of the KnowledgeBase contains definitions of templates, rules and functions needed by Jess.

```
<?xml version="1.0" encoding="ISO-8859-1"?>
<!DOCTYPE users SYSTEM "KnowledgeBase.dtd">
<KnowledgeBase>
  <!-- "Resource 'A' is a Course Resource" -->
  <Template>(deftemplate resource-of-course (slot resource)) </Template>
  <!-- "Resource 'A' needs Resource B" -->
  <Template>(deftemplate resource-require (slot resource) (slot resource-require))</Template>
  <!-- "..." MORE TEMPLATES -->

  <!-- "If Questionnaire 'A' Passed" => "Questionnaire 'A' Completed" -->
  <Rule>(defrule cuestionario-completado (aprobado (resource ?x)) => (completado ?x) )</Rule>
  <!-- "..." MORE RULES -->

  <Function>(deffunction revision (?z) (call (fetch list) add (new Consejo (fetch ?z) (new java.lang.Integer 4) ) )))</Function>
  <Function>(deffunction pendiente (?x ?y) (call (fetch list) add (new Consejo (fetch ?x) (fetch ?y) ) )))</Function>
  <!-- "..." MORE FUNCTIONS -->
</KnowledgeBase>
```

4.1 Defining a Knowledge Base

Now, we describe briefly the knowledge base defined to be used by X-Tutor. This knowledge base uses XML to include the commands needed to describe the templates, the rules and the functions used by the inference engine.

Table 1 shows a partial description of the knowledge base, which contents the definitions needed to execute the inference engine over the set of facts generated by a student following a course. Every definition provides an intuitive syntax with real elements extracted from the real knowledge base we have coded. The real knowledge base contains presently about 40 templates, 20 rules and 10 functions.
4.2 Interaction between X-Tutor and X-Learn: The Servlet Assistant

X-Tutor assistants need information stored within the X-Learn database to generate advices. To get this information X-Tutor uses a set of servlets that appear in figure 3.

The student and the teacher assistants obtain user information from the XML Users database using the servlet ServletUsers. With the data obtained, X-Tutor can determine the course that a student is following and access to the needed information using a call to ServletCourses, which accesses to the course definition files created by the Authoring Tool.

![X-Learn Server Site](image)

**Fig. 3.** Interaction among X-Tutor servlets and X-Learn databases.

The ServletAssistant is a servlet used to generate recommendations that will be displayed by the Student Assistant or by the Teacher Assistant. The ServletAssistant uses the student traces created by the Course Viewer and the Questionnaire Tool to insert them in the inference engine, starts the engine and, afterwards, obtains the new set of facts (advices) coming from the processing results.

The sequence followed by the Servlet Assistant to generate a recommendation list can be described as:

1. First, it is created an object to handle the inference engine (jess.Rete).
2. Read the rules, the templates and the functions needed to create the knowledge base.
3. Get information from courses and extract the facts produced by the Course Viewer (student traces) and X-Quest (questionnaire marks).
4. Get information from the student profile and filter personal data to obtain personal facts.
5. Execute the inference engine.
6. Get the list of facts (student recommendations) produced.
7. Send these recommendations to the Student Assistant applet.
4.3 The Teacher Assistant

The Teacher Assistant may be configured by its owner, the human instructor, in every course. This configuration could include, for instance, the agent’s level of autonomy to send overdue notices to students on behalf of the instructor, the language used in the body of the e-mail, the teacher tasks that will be automatically managed by the agent: tracking the students results, participation, interaction, etc. The human instructor must be constantly and dynamically informed of students’ participation in a course and assist a discouraged student before he or she drops out.

On the authoring side, the Teacher Assistant provides direct information to the instructor about the information recently obtained from the XML server-side database. When the Teacher Assistant is started, or any remarkable change happens in the XML database it informs the human teacher. Depending on the underlying expert system and the configuration introduced by the teacher, the Teacher Assistant automatically acts in three ways: modifying the XML database, using the Communication Tool Manager to send messages to the students or warning the instructor about new facts.

The action of modifying the XML database is the way to let permanent information to be used by the Student Assistant. The Teacher Assistant uses the Communication Tool Manager (and the servlet ServletMeetings of fig. 3) to send off-line messages to the students. Finally, the instructor is informed about data that can not be filtered and should be managed at a human level.

4.4 The Student Assistant

The Student Assistant helps and supervises the student during the learning process. This assistant gets input data from the student traces generated by the course viewer and the evaluation data stored by X-Quest. From this data and the predefined set of rules, the Student Assistant can influence the learner to concentrate on those didactic aspects that need further revision. Figure 4 presents a snapshot of this tool.

The Student Assistant interacts directly with the Teacher Assistant through the XML database storing data that should be processed on the authoring side. Besides, it assists students with specific learning needs, just like a human tutor or a classmate. It has some added features as, for instance, a smart search engine, finding specific resources to solve learning needs for a student.

5 Conclusions

In this paper we have introduced X-Learn: a new educational environment that has been designed to simplify the elaboration of multimedia educational resources and to provide an added value with the use of intelligent assistants. To solve the interoperability problem, X-Learn uses packages proposed by the IMS organization and metadata according to LOM (proposed by the IEEE LTSC). The use of standardized notation clearly enhances its interoperability and allows reusing the contents already designed.
Furthermore, X-Learn provides a set of intelligent assistants to support both sides of the learning process. With the underlying support provided by JESS, X-Learn provides assistants to support both: the student and the teacher. The teacher can configure and automate many course ordinary tasks. On the other side, the student is continually supervised and oriented to improve the learning effectiveness.

All these features (interoperability, distributed artificial intelligence, authoring, course displaying and questionnaire evaluation) convert X-Learn in an Intelligent Educational System (IES) oriented towards the Internet.

The X-Learn modules described in this paper are fully operative and some of them (X-Quest mainly) have been already tested with students obtaining good results.

As further work, we plan to use all the system modules in real distance learning courses and we are also considering to expand the functionality of the system to provide a constructive and guided approach to solve practical exercises.
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Abstract. The prediction of clinical outcome of patients after breast cancer surgery plays an important role in medical tasks like diagnosis and treatment planning. These kinds of estimations are currently performed by clinicians using non-numerical techniques. Artificial neural networks are shown to be a powerful tool for analyse data sets where there are complicated non-linear interactions between the input data and the information to be predicted, and fuzzy logic appears as an useful tool to perform decision making in real life problems. In this paper, we present an hybrid neuro-fuzzy prognosis system for the prediction of patients relapse probability using clinical-pathological data (tumor size, patient age, estrogens receptors, etc.) from the Medical Oncology Service of the Hospital Clinical University of Malaga. Results show the classification accuracy improvement obtained by the proposed model in comparison with an approach based on exclusively on artificial neural networks proposed in our previous work.

1 Introduction

Prediction tasks are among the most interesting areas in which to implement intelligent system. Precisely, prediction is an attempt to accurately forecast the outcome of a specific situation, using as input information obtained from a concrete set of variables that potentially describe the situation.

A problem often faced in clinical medicine is how to reach a conclusion about prognosis of cancer patients when presented with complex clinical and prognostic information, since specialists usually makes decision based on a simple dichotomization of variables into favourable and unfavourable classification [5, 9, 10].

In previous work [8], the decision making process existing when patients with primary breast cancer should receive a certain therapy to remove the primary tumor was analyzed, and a new system approach based on specific topologies of neural networks for different time intervals during the follow-up time of the patients was proposed, in order to make predictions over the patients outcome. The importance of different prognostic factors becoming significant predictors for overall survival was also analyzed. Some of these prognostic factor were discretized by the medical experts (i.e.,
[1,2,3] values for the grade of tumor; [1, 2] for estrogens receptors), although the loss of information taken place by this discretizing process could result very significant.

In this sense, fuzzy logic appears as a very appropriate tool for decision making problems in real life. Many of these decision making processes are performed with a lack of knowledge about the possible options to be chosen, as well of the consequences derived from a taken decision. In these cases, a lack of precision can arise implicit in the obtained results. The fuzzy logic [6, 7, 12] as well as the fuzzy sets theory applied to making decision process in group, lead to obtain results according to the human being behaviour and reasoning way [4]. Besides, it incorporates a higher consistence degree to different decision making models.

This works presents a new approach based on a fuzzy-neural networks system to process in an appropriate form these prognostic factors suspects of being significant in the prognosis of breast cancer relapse.

The paper is organized as follows: in section 2, we present a breast cancer overview; in section 3 the experimental material to be used is described; in section 4 we propose the fuzzy-neural networks system; in section 5 the experimental results are analyzed and compared to the previous work, and the final conclusions and future works are described in section 6.

2 Breast Cancer Overview

The most common types of breast cancer are called ductal carcinoma and lobular carcinoma, and for both types the cause is unknown. Recently two genes, BRC1 and BRC2 have been implicated in a certain type of breast cancer, and a number of other predisposing and prognosis factors have been identified including, for example, obesity, early menarche, pregnancies, numbers of estrogens receptors and size of tumor.

Breast cancer can occur in men as well in women, but is much more common in women. The risk increases exponentially after age 30. In general, the rate of breast cancer is lower in underdeveloped countries and this rate is higher in more affluent countries.

As we enter the new millennium, treatment modalities exist for many solid tumour types and their use is well established. Nevertheless, an offset against this is the toxicity of some treatments. There is a real risk of mortality associated with treatment, so that it is vital to have the possibility to offer different therapies depending on the patients. In this sense the likelihood that the patient will suffer a recurrence of her disease is very important, so that the risks and expected benefits of specific therapies can be compared.

3 Experimental Data

Data from 1035 patients with breast cancer disease from the Medical Oncology Service of the Hospital Clinical University of Málaga, were collected and recorded during the period 1990-2000. Data corresponding to every patient were structured in 85 fields containing information about post surgical measurements, particulars and type of treatment. Ten independent input variables, selected from all these data fields, and essentially pointed out by medical experts as suspects of being risk factors for breast
cancer prognosis, were incorporated to the model. All variables and their units or modes of representation, mean, standard deviation and median are shown in Table 1, where survival status appears as supervisory variable to be predicted by the prognosis system.

**Table 1.** Summary of patient data: range, mean, standard deviation and median.

<table>
<thead>
<tr>
<th>Prognostic variables (Mnemonic)</th>
<th>Range</th>
<th>Mean</th>
<th>S.D.</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Age (Ag)</td>
<td>24-95</td>
<td>55.62</td>
<td>12.80</td>
<td>56</td>
</tr>
<tr>
<td>2 Menarche age (Ma)</td>
<td>9-20</td>
<td>12.81</td>
<td>1.67</td>
<td>13</td>
</tr>
<tr>
<td>3 Menopause age (Mg)</td>
<td>27-70</td>
<td>48.74</td>
<td>4.99</td>
<td>50</td>
</tr>
<tr>
<td>4 First pregnancy age (Fp)</td>
<td>15-43</td>
<td>25.08</td>
<td>4.58</td>
<td>25</td>
</tr>
<tr>
<td>5 # Axillary lymph nodes (An)</td>
<td>0-34</td>
<td>2.42</td>
<td>4.16</td>
<td>1</td>
</tr>
<tr>
<td>6 Grade (Gr)</td>
<td>1, 2, 3</td>
<td>2.21</td>
<td>0.63</td>
<td>NA</td>
</tr>
<tr>
<td>7 Tumor size (Ts)</td>
<td>2-180</td>
<td>30.48</td>
<td>20.30</td>
<td>25</td>
</tr>
<tr>
<td>8 # Pregnancies (Pn)</td>
<td>0-18</td>
<td>2.98</td>
<td>2.11</td>
<td>3</td>
</tr>
<tr>
<td>9 Estrogen receptors (Er)</td>
<td>1, 2</td>
<td>1.53</td>
<td>0.49</td>
<td>NA</td>
</tr>
<tr>
<td>10 Progesteron receptors (Pr)</td>
<td>1, 2</td>
<td>1.39</td>
<td>0.48</td>
<td>NA</td>
</tr>
</tbody>
</table>

**Survival variable**

<table>
<thead>
<tr>
<th>Survival Status</th>
<th>0 (non-relapse)</th>
<th>1 (relapse)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.21</td>
<td>0.41</td>
</tr>
</tbody>
</table>

The prognostic factors in early breast cancer with adjuvant therapy after surgery, are time-dependent, that is, the strength of prognostic factor is not the same for different time intervals. Besides, the existence of a “peak” of recurrence in the distribution of relapse probability [1] demonstrates that the recurrence probability is not the same over time. In order to select the most important prognostic factors for predicting overall survival, the approach presented in this work trains neural networks with different set of input data for each time interval under study (Table 2).

A previous analysis of each variable characteristic with medical experts showed us that some of them fit well into fuzzy set conditions. Three prognostic factors were fuzzyfy: tumor size, number of axillary lymph nodes, and grade of tumor. This process gives the possibility of estimating, for example, whether the tumor size is ‘small’, ‘median’, ‘large’, … depending on the interval time.

**Table 2.** Selected attributes (prognostic factors) and number of patients for every patients follow-up time intervals (in months).

<table>
<thead>
<tr>
<th>Time interval</th>
<th>Selected attributes</th>
<th># Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>I₁ (0 – 10)</td>
<td>Ag, Ma, Fp, An, Ts, Pn</td>
<td>845</td>
</tr>
<tr>
<td>I₂ (10 – 20)</td>
<td>Ag, Ma, Fp, An, Ts, Mg, Gr</td>
<td>741</td>
</tr>
<tr>
<td>I₃ (20 – 30)</td>
<td>Ag, An, Ts, Gr</td>
<td>681</td>
</tr>
<tr>
<td>I₄ (30 – 40)</td>
<td>Ag, An, Ts, Gr, Er</td>
<td>600</td>
</tr>
<tr>
<td>I₅ (40 – 50)</td>
<td>Ag, Ma, Fp, An, Ts, Mg, Gr</td>
<td>520</td>
</tr>
</tbody>
</table>
4 The Proposed Model

A solution scheme is proposed based on specific topologies of neural networks combined with a fuzzy system for different time intervals during the follow-up time of the patients and a threshold unit to implement the decision making process (Figure 1). Selected inputs to the network are pre-processed by the fuzzy system and then computed by a back-propagation artificial neural network.

![Diagram of the prognosis system](image)

**Fig. 1.** The prognosis system.

4.1 Fuzzy System

The variables fuzzily process (size of tumor, grade of tumor and number of axillary nodes) implies the selection of data corresponding to every time interval under study. The goal is to perform a specific study of the variables ranges, developing a filter to eliminate the patients whose specified parameters in every corresponding time interval are not correct.

The patients just belonging to the time interval under study are chosen to construct the fuzzy sets, and their limits are estimated by means of intervals, taking into account that do not exist fixed bounds for them. These intervals were carried out using different percentiles that depend on the population. To notice, that the finishes percentile is 99, because, if it is 100, the finishes function takes the value 1 in the maximum interval.

These intervals will be using different percentile, which depend of the populations. Note, that the last percentile is 99, because if it is 100 the last function takes a value equal 1 in the maximum interval, and this occurrence can be casual.

To establish the membership function of the fuzzy sets, we calculate the mode of the interval in study to establish the interval with maximum ownership (membership function is equal to 1).

Triangular or trapezoidal ownership functions have not been used. Although they present a great simplicity and a good computational efficiency, they are composed of segments of right lines that are not soft in the points of the vertexes specified by the parameters. A valid option is the bell functions, which have a soft representation, but they don't allow specifying asymmetric ownership functions. For it is necessary the
use of sigmoid functions which present the advantages of the type bell and, at the same time, the flexibility and simplicity of the triangular and trapezoidal functions.

We have implemented the extreme values for the first set with a zmf function and the one finishes with a ‘smf’ function, in this way the values that can be occur in some cases will belong at the first or the last group. The rest of functions is ‘pimf’, we use these functions because they are flexible and easy of using. Figure 2 shows the histogram corresponding to one of the fuzzy variables (size of tumor) for an specific time interval before the fuzzyfy process, and figure 3 presents the fuzzy sets resulting after the fuzzyfy process for the same interval time.

Fig. 2. Histogram of the variable ‘size’ of the tumor in the interval 0-10.

Fig. 3. Fuzzy sets resultants after the fuzzyfy process of the variable ‘Size’ of the tumor in the interval 0-10.
4.2 The Neural Networks System

The neural networks system computes attributes sets from fuzzy system giving a value corresponding to the posterior probability of relapse for the patient in study. The networks topology employed is multilayer perceptron with the Levenberg-Marquardt learning algorithm. This algorithm is more potent than the method of descent of the gradient although it requires more memory [11]. A function of minimum cost is used that provides a bigger guarantee of convergence of the network.

The input layer has so many elements as attributes suspicions of being risk factors for each time interval. The middle or hidden layers have 12, 17, 8, 11 and 16 elements respectively with hyperbolic tangent transfer functions. The output layers have one logistic element corresponding to the single dependent variable. The outputs elements predict the relapse probability by means of its numerical output (ranged from 0 to 1).

A crucial aspect of doing learning and prediction analysis with a neural network system is to split the database into two independent sets which will be used to train the neural network and to validate its predictive performance. During training the data vectors of the training set are repetitively presented to the network, that attempts to generate a 1 at the output unit when the survival status of the patient is relapse, and a 0 when the status is non-relapse.

In order to evaluate the proposed model, a standard technique of stratified 10-fold cross-validation was used [9]. This technique divides the patient data set into ten sets of approximately equal size and equal distribution of recurrent and non-recurrent patients. In each experiment a single set is used for testing the model that has been developed from the remaining nine sets. The evaluation statistics for each method is then assessed as an average of ten experiments.

4.3 Threshold Unit

The threshold unit outputs a class for survival status. In order to obtain an appropriate classification accuracy, which is expressed in percent of patients in the test set that were classified correctly, a cut-off prediction between 0 and 1 had to be chosen before any output of the network (ranged from 0 to 1) could be interpreted as a prediction of breast cancer relapse.

5 Results

In order to evaluate the correct classification probability of the proposed system and to establish a comparison with those results obtained in the previous work, the system was trained with and without pre-processing the input variables through the fuzzy subsystem, and the results, together with the a priori classification probability (PCP), have been simultaneously plotted in a diagram bar (Fig. 4).

The priori probabilities are the same ones for the two systems, due to we are working with the same patients in the two cases, the probability that a patient relapse in a given interval will be the same because it doesn't turn modified the field relapse in the fuzzy process.
Two important results are observed in figure 4: (1) the proposed system always improves the non-fuzzy system. It is important to point out the difficult of this, given so high values of PCP for each time interval, and (2) this improvement is greater in the most critical interval during the follow-up time of the patients (interval $I_2$).

6 Conclusions and Future Work

Different topologies of feed-forward fuzzy-neural networks were used to obtain an optimal prediction accuracy for correct classification probability of patients relapse after breast cancer surgery using clinical-pathological data. During the study it has been proven how the importance of the prognosis factors varies in function of the time and of the used system.

The final prognosis system, based on a fuzzy block for pre-processing the system inputs, makes predictions about the relapse probability at different times of follow-up with a very little error ratio. The most important goal was to eliminated the subjective process performed by experts in the discretizing of three variables suspected of being risk factors for breast cancer prognosis. Other variables could not be fuzzyfy because of the lack of information to perform the discretizing process.

The obtained results encourage us to continue this line of research analyzing different possibilities to fuzzyfy other prognostic variables (re, rp) studying their relationships with other data presented in the patients database. Also new techniques, different to mode, for constructing the fuzzy sets could be proposed. On the other hand, we are actually working in designing a cooperative neuro-fuzzy system where the neural networks system and the fuzzy system interact between them in order to improve the prognosis system classification accuracy.
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Abstract. We present a tool for solving and plotting train schedules which has been developed in collaboration with the National Network of Spanish Railways (RENFE). This tool transforms railway problems into formal mathematical models that can be solved and then plots the best possible solution available. Due to the complexity of problems of this kind, the use of preprocessing steps and heuristics become necessary. The results are plotted and interactively filtered by the human user.

1 Introduction

Over the last few years, railway traffic have increased considerably, which has created the need to optimize the use of railway infrastructures. This is, however, a hard and difficult task. Thanks to developments in computer science and advances in the fields of optimization and intelligent resource management, railway managers can optimize the use of available infrastructures and obtain useful conclusions about their topology.

The overall goal of a long-term collaboration between our group at the Polytechnic University of Valencia (UPV) and the National Network of Spanish Railways (RENFE) is to offer assistance to help in the planning of train scheduling, to obtain conclusions about the maximum capacity of the network, to identify bottlenecks, to determine the consequences of changes, to provide support in the resolution of incidents, to provide alternative planning and real traffic control, etc. Besides of mathematical processes, a high level of interaction with railway experts is required to be able to take advantage of their experience.

Different models and mathematical formulations for train scheduling have been created by researchers [1–6], [8–10], etc. Several European companies are also working on similar systems. These systems include complex stations, rescheduling due to incidents, rail network capacities, etc. These are complex problems for which work in network topology and heuristic-dependent models can offer adequate solutions.

* This work has been supported by a joint contract RENFE-UC/UPV and a visiting research fellow (Miguel A. Salido) from the Polytechnic University of Valencia, Spain.

In this paper, we describe a specific tool for solving and plotting optimized railway running maps. A running map contains information regarding the topology of the railways (stations, tracks, distances between stations, traffic control features, etc.) and the schedules of the trains that use this topology (arrival and departure times of trains at each station, frequency, stops, junctions, crossing, overtaking, etc.) (Figure 1). An optimized running map should combine user requirements with the existing constraints (railway infrastructures, user requirements and rules for traffic coordination, etc.). In our system, the railway running map problem is formulated as a Constraint Satisfaction Problem (CSP) to be optimized. Variables are frequencies, arrival and departure times of strains at stations. The parameters of the process are defined using user interfaces and database accesses. The problem formulation is then translated into a formal mathematical model to be solved for optimality by means of mixed integer programming techniques. Due to the dimensions of the problem and the complex nature of the mathematical models, several preprocesses and heuristic criteria are included in order to obtain good solutions in a reasonable time. The user can also modify the obtained timetable so that the system interactively guarantees the fulfillment of problem constraints by detecting whether a constraint or requirement is violated. Several reports can be obtained from the final timetable.

2 Problem Statement

A sample of a running map is shown in Figure 1, where several train crossings can be observed. On the left side of Figure 1, the names of the stations are presented and the vertical line represents the number of tracks between stations (one-way or two-way). The objective of the system is to obtain a correct and optimized running map taking into account: (i) the railway infrastructure topology, (ii) user requirements (parameters of trains to be scheduled), (iii) traffic rules, (iv) previously scheduled traffic on the same railway network, and (v) criteria for optimization.

A railway network is basically composed of stations and one-way or two-way tracks. A dependency can be:

- **Station**: Place for trains to park, stop or pass through. Each station is associated with a unique station identifier. There are two or more tracks in a station where crossings or overtaking can be performed.
- **Halt**: Place for trains to stop, pass through, but not park. Each halt is associated with a unique halt identifier.
- **Junction**: Place where two different tracks fork. There is no stop time.

In Figure 1, horizontal dotted lines represent halts or junctions, while continuous lines represent stations. On a rail network, the user needs to schedule the paths of $n$ trains going in one direction and $m$ trains going in the opposite direction, trains of a given type and at a desired scheduling frequency.

The type of trains to be scheduled determines the time assigned for travel between two locations on the path. The path selected by the user for a train trip
determines which stations are used and the stop time required at each station for commercial purposes. New trains to be scheduled must be coordinated with previously scheduled trains. In order to perform crossing or overtaking in a section with a one-way track, one of the trains should wait in a station. This is called a technical stop. One of the trains is detoured from the main track so that the other train can cross or continue (Figure 2).

2.1 Railway Traffic Rules, Topological and Requirements Constraints

A valid running map must satisfy and optimize the set of existing constraints in the problem. Some of the main constraints to be considered are:

1. Traffic rules guarantee crossing and overtaking operations. The main rules to take into account are:
   - Crossing constraint: Any two trains ($T_i$ and $T_j$) going in opposite directions must not simultaneously use the same one-way track (A-B).
     \[ T_i \text{Arrives}_A < T_j \text{Departures}_A \text{ or } T_j \text{Arrives}_B < T_i \text{Departures}_B \]

The crossing of two trains can be performed only on two-way tracks and at stations, where one of the two trains has been detoured from the main track (Figure 2). Several crossings are shown in Figure 1.
- **Overtaking constraint**: Any two trains \((T_i \text{ and } T_j)\) going at different speeds in the same direction can only overtake each other at stations.

\[ T_i \text{Departures}_A < T_j \text{Departures}_A \rightarrow T_i \text{Arrives}_B < T_j \text{Arrives}_B \]

The train being passed is detoured form the main track so that the faster train can pass the slower one (see Figure 2).

![Figure 2. Constraints related to crossing and overtaking in stations](image)

- **Expedition time constraint**. There exists a given time to put a detoured train back on the main track and exit from a station.
- **Reception time constraint**. There exists a given time to detour a train from the main track so that crossing or overtaking can be performed.
- **Succession time constraint**. Any two trains traveling in the same direction must respect the safety headway between trains (even if speeds are different). This should be maintained at arrival times, departures times and along the entire path. The succession time constrain depends on the features of traffic control in each section between two locations (manual, automatic, etc.)

2. **User requirements**: The main constrains due to user requirements are:
- **Type and Number of trains** going in each direction to be scheduled and **Travel time** between locations.
- **Path of trains**: Locations used and **Stop time** for commercial purposes in each direction.
- **Scheduling frequency**. The frequency requirements of the departure of trains in both directions. This constraint is very restrictive, because, when crossing and overtaking are performed, trains must wait for a certain time interval at stations. This interval must be propagated to all trains going in the same direction in order to maintain the established scheduling frequency. The user can require a fixed frequency, a frequency within a minimum and maximum interval, or multiple frequencies.
- **Time interval** for the departure of the first train going in one direction and the departure of the first train going in the opposite direction.
- **Maximum slack**. This is the maximum time allowed to perform all the technical operations.

3. **Topological railways infrastructure and type of trains** to be scheduled give rise other constraints to be taken into account. Some of them are:
Number of tracks in stations (to perform technical and/or commercial operations) and the number of tracks between two locations (one-way or two-way). No crossing or overtaking is allowed on a one-way track,

Closing times in the locations, when no technical and/or commercial operations can be performed,

Added time for the stopping and starting process of a train due to an unexpected/unscheduled technical stop.

In accordance with user requirements, the system should obtain the best solutions available so that all the above constraints are satisfied. Several criteria can exist to qualify the optimality of solutions: minimize duration and/or number of technical stops, minimize the total time of train trips (span) of the total schedule, giving priority to certain trains, etc.

2.2 General System Architecture

The general outline of our system is presented in figure 3. It shows several steps, some of which require the direct interaction with the human user to insert requirement parameters, parameterize the constraint solver for optimization, or modify a given schedule. First of all, the user should require the parameters of the railway network and the train type from the central database (Figure 4). This database stores the set of locations, lines, tracks, trains, etc. Normally, this information does not change, but authorized users may desire to change this information. With the data acquired from the database, the system carries out a preprocessing step, in which a linear constraint solver for optimization is used to solve a linearized problem in order to complete the formal mathematical model. In the processing step, the formal mathematical model is solved by a mixed-integer constraint solver for optimization, returning the running map data. If the mathematical model is not feasible, the user must modify the most restrictive problem parameters. If the running map is consistent, the graphic interface plots the scheduling (Figure 6). Afterwards, the user can graphically interact with the scheduling to modify the arrival or departure times. Each interaction is automatically checked by the constraint checker in order to guarantee the consistency of changes. The user can finally print out the scheduling, to obtain reports with the arrival and departure times of each train in each location, or graphically observe the complete scheduling topology.

3 Optimization Process: Preprocesses and Heuristics

The two main issues in our problem are (i) the specification of the model according to the existing constraints, and (ii) the constraint solver for optimization, which requires mathematical techniques, criteria and heuristics. This problem is more complex than job-shop scheduling [7], [10]. Here, two trains, traveling in opposite directions, as well as two trains traveling in the same direction use tracks between two locations for different durations, and these durations are
causally dependent on how the scheduling itself is done (ie: order of tasks), due to the stopping, and starting time for trains in a non-required technical stop, expedition, reception, succession times, etc. Some processes (detour from the main railway) may or may not be required for each train at each location. In our system, the problem is modeled as a CSP, where finite domain variables represent frequency and arrival and departure times of trains of locations. Relations on these variables permit the management of all the constraints due to the user requirements, topological constraints, traffic rules, commercial stops, technical operation, maximum slacks, etc. Hundred of trains, of different types and speeds, in different directions, along paths of dozens of stations have to be coordinated. Thus, many variables, and many and very complex constraints arise. The problem turns into a mixed-integer programming problem, in which thousands of inequalities have to be satisfied and a high number of variables take only integer values. As is well known, this type of model is far more difficult to solve than linear programming models. Depending on the problem size, some pre-processes are performed in the system in order to reduce the number of variables and the complexity of the complete mathematical model:

1. Topological and geometrical processes. Identification of bottlenecks, periodicity of running maps, possible wide-paths for trains, etc.
2. Linear programming approach, in order to identify potential crossing or overtaking. Important decisions in the linear problem are the probabilistic feasibility of stations where crossing or overtaking can be performed, optimal initial departure times to minimize intersections, frequency, etc.

Afterwards, the optimization process is performed in several ways according to the level of required solutions and the problem size:
1. Complete: The process is performed taking into account the entire problem.
2. Incremental: The process performs an incremental coordination of trains.
3. Iterative: The solution is obtained by replicating a pattern found in a previous process of a simpler problem.

In addition, several heuristics and prioritization criteria are applied. These pre-processes as well as the level of heuristics applied in the optimization process can be selected by the user (Figure 5). However, the system can also automatically recommend or select the appropriate choices depending on different parameters and the complexity of the problem.

4 Functionalities and System Interfaces

In this section, we make a brief description about the functionalities and some interfaces of the developed tool:

1. Specify a demand (Fig. 4). Through several interfaces, the user provides data about requirements of a demand: Number and type of trains to be scheduled, path, direction, frequency, commercial stops, time interval for the initial departure of the first train, maximum slacks, previous demands to be considered on the same network, etc.

2. Parameterization of optimization process. (see Figure 5 left). The optimization process can be parameterized to bound the search space and/or the execution time, to perform an incremental search, etc. During the solving process, using mathematical optimization packages, its state is displayed (Figure 5 upper right), and when it ends, the information about its final state is shown. (Figure 5 lower right).

![Fig. 4. Some user requirement interfaces](image-url)
The application and performance of this system depends on several factors: Railway topology (locations, distances, tracks, etc.), number and type of trains (speeds, starting and stopping times, etc.), frequency ranges, initial departure interval times, maximum slacks, etc. Several running maps are shown in this section. Figure 6 shows the schedule obtained from a requirement for an established frequency of only one type of train, in both directions. Thus, only crossing problems appear in one-way track sections and are performed in adjacent stations. Time slacks for technical operations due to crossing are minimized. The running path shown is optimal for the given parameters.

The system allows the user interactively modify an obtained running map (see Figure 6 lower right). A range between any two stations can be selected, so the user can modify the arrival and departure times between them, the commercial and/or technical stops, etc. Interactively, the system checks these changes to assure constraint fulfillment, so that non-valid running maps that are not in accordance with traffic rules, topological and train constraints are allowed. This feature permits the user to adapt running maps to special circumstances and to try alternative scheduling, etc.

Figure 7 (left) displays a running map of two different types of trains. Thus, two different requirements should be coordinated on the same rail network. Each requirement specifies a given number and type of train, frequency, start times, paths, location stops, etc. More specifically, a new requirement is added to the running map in Figure 6, so that crossing and overtaking problems appear. Therefore, the system allows the user to add new requirements to a previous
Fig. 6. A timetable with only one cadenced demand

Fig. 7. A timetable with two demands

running map so that this previous running map can be modified or can be kept the same, depending on the user’s needs. The different lines in Figure 6 and in Figure 7 correspond to the paths performed by each train, respectively, where each point of a line corresponds to the position of a train at a given time.
6 Conclusions

We have presented the main features of a flexible and useful tool for solving and plotting optimized train schedules in collaboration with the National Network of Spanish Railways (RENFE). No other equivalent system is known from authors. This tool transforms railway problems into formal mathematical models. The NP-Hard complexity of problems of this kind requires that several heuristic criteria and pre-process be parameterized by the user or automatically selected by the application. They are then added to the solving process in order to bound the search space and to obtain an optimal solution.

The main features of the proposed approach are: (i) the access to databases to obtain centralized data about the rail network, trains and required paths, (ii) the model specification for a complex problem, (iii) the various parameterizations, levels and approaches for search processes for optimization, (iv) the graphical interfaces and interactivity with the user. This tool, at a current stage of pre-integration, supposes the application of methodologies of Artificial Intelligence in a problem of great interest and will assist railways managers in optimizing the use of railway infrastructures and will help them in the resolution of complex scheduling problems.
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1 Introduction

The optimal short-term scheduling of the electrical energy production [1] aims at determining which generating units should be online and the corresponding optimal generation of thermal and hydro units along the scheduling period, usually 24 hours, in order to minimize the expected total cost satisfying the forecasted system load. The scheduling task leads to a nonlinear mixed-integer programming problem. Moreover, this problem is coupled in time by the maximum speed that generating units, specially thermal units, are able to change the produced energy (known as up and down ramps), and also by the topology of the hydroelectric power plants, with a delay in hours between the water of a reservoir being used and the availability of that water in the reservoirs downstream. A really large number of variables, both real and binary variables, is needed to properly model this problem. Many approaches have been proposed for the resolution of this optimization problem, ranging from Dynamic Programming to Linear Mixed-Integer Programming or Lagrangian Relaxation [2], the latter being the most widely used optimization method in commercial programs. Genetic Algorithms (GA) [3, 4], a general-purpose stochastic search method based on the
mechanics of natural selection, have also been successfully applied to the Electrical Energy Scheduling problem since the adaptation is quite straightforward due to the combinatorial nature of this problem. In this paper, a GA applied to the optimal short-term (24 hours) electrical energy production scheduling is presented. The paper is organized as follows: Section 2 presents the equations used to model the scheduling problem, leading to a nonlinear mixed-integer programming problem with a large number of both real and integer variables. Section 3 briefly introduces the proposed GA, and several implementation issues that are crucial to obtain feasible solutions are discussed. Finally, Section 4 reports some results obtained from realistic cases based on the Spanish power system, and the main conclusions of the paper are outlined.

2 Formulation of the Problem

The objective of the scheduling problem is to determine the on/off state and the energy production of thermal and hydro units on each hour of the scheduling period, in order to minimize the total cost of the system satisfying the forecasted hourly demand and the technical constraints of thermal and hydro power plants.

2.1 Objective Function

The total energy production cost of the scheduling period is defined by

\[ C_T = \sum_{t=1}^{n_t} \sum_{i=1}^{n_g} \left[ C_i(P_{i,t}) + S U_i \cdot U_{i,t} \cdot (1 - U_{i,t-1}) + S D_i \cdot (1 - U_{i,t}) \cdot U_{i,t-1} \right] \]  

where \( n_t \) is the number of hours of the scheduling period, \( n_g \) is the number of thermal units, each having a quadratic cost function, \( C_i(P_{i,t}) \), of the energy production, \( P_{i,t} \). \( S U_i \) and \( S D_i \) are respectively the start-up and shut-down cost of thermal generator \( i \), and \( U_{i,t} \) is a binary variable representing the on/off state of the thermal generator \( i \) at hour \( t \). It can be observed that the total production cost is a sum of quadratic functions of the energy of each thermal generator if the state of each generator was previously stated by the GA. This is the case of the proposed technique because the on/off states are managed by the GA. Notice that the production cost is only due to the production of thermal generators \( P_{i,t} \), i.e., generators that produce energy by burning a fuel or by atomic means. Hydro units provide free-of-charge energy \( P H_{h,t} \) that is only subject to the availability of water in the corresponding reservoirs.

2.2 Constraints

The minimization of the objective function is subject to technical constraints, water balance in hydroelectric power plants and the associated reservoirs, and to the system energy demand and reserve balances:
- Maximum and minimum limits on the hourly energy production of the thermal and hydro generators,

\[
P_{i,t}^m \leq P_{i,t} \leq P_{i,t}^M \quad i = 1, \ldots, n_g \quad t = 1, \ldots, n_t \tag{2}
\]

\[
PH_h^m \leq PH_{h,t} \leq PH_h^M \quad h = 1, \ldots, n_h \quad t = 1, \ldots, n_t \tag{3}
\]

where \(n_h\) is the number of hydro plants, \(PH_{h,t}\) is the energy production of hydro plant \(h\) at hour \(t\), and \(P_{i,t}^m\), \(P_{i,t}^M\), \(PH_h^m\) and \(PH_h^M\) are respectively the limits on the hourly energy production of the thermal unit \(i\) and hydro plant \(h\).

The equation (2) cannot be fulfilled when thermal generators are either starting or stopping, starting and stopping periods begin respectively when the corresponding state changes to ON or OFF. In order to avoid this problem, this equation is modified for thermal units that are either being started-up or shut-down,

\[
0 \leq P_{i,t} \leq P_{i,t}^M \quad i = 1, \ldots, n_g \quad t = 1, \ldots, n_t \tag{4}
\]

Moreover, in order to penalize the power generated by thermal units during periods of shutting-down, energy that is out of the optimal commitment, penalty terms are added to the objective function as follows

\[
C'_T = C_T + \sum_{t=1}^{n_t} \sum_{i=1}^{n_g} C_p \cdot P_{i,t} \cdot (1 - U_{i,t}) \tag{5}
\]

- Maximum up and down ramps of thermal units. The thermal units can not increase or decrease the production of energy at consecutive hours by more than a given maximum rate,

\[
-RB_i \leq P_{i,t} - P_{i,t-1} \leq RS_i \quad i = 1, \ldots, n_g \quad t = 1, \ldots, n_t \tag{6}
\]

where \(RS_i\) and \(RB_i\) are respectively the maximum up and down rates of the thermal generator \(i\), usually known as ramp limits.

- Limits on the available water. The hydro units use water to generate electrical energy and water is a limited resource. Thus, the energy produced by a hydro unit is limited by the volume of available water in the associated reservoir. In consequence, reservoir levels are subject to capacity limits,

\[
VH_h^m \leq VH_{h,t} \leq VH_h^M \quad h = 1, \ldots, n_h \quad t = 1, \ldots, n_t \tag{7}
\]

where \(VH_{h,t}\) is the stored energy of reservoir \(h\) at hour \(t\), corresponding to the hydro unit \(h\); \(VH_h^m\) and \(VH_h^M\) are respectively the minimum and maximum limits on the stored energy imposed by the maximum and minimum possible water level of reservoir \(h\).

- Hydraulic coupling between reservoirs. Time coupling exits due to cascaded reservoirs, since the water used to produce energy in a hydro unit will be
available later to the next hydraulic unit downstream with a certain delay, obviously when the water has arrived to the corresponding reservoir.

\[ VH_{h,t} = VH_{h,t-1} - PH_{h,t} + \sum_{n(k) = h} PH_{k,t - d(k)} + W_h \]  

(8)

where \( d(k) \) is the water delay time in hours between reservoir \( k \) and the next reservoir downstream, \( n(k) \), that is supposed to be reservoir \( h \), and \( W_h \) is the natural inflow of reservoir \( h \).

- The total hourly energy production must be equal to the total energy demand at that hour, \( D_t \), which has been previously forecasted.

\[ \sum_{i=1}^{n_g} P_{i,t} \cdot U_{i,t} + \sum_{h=1}^{n_h} PH_{h,t} = D_t \quad t = 1, \ldots, n_t \]  

(9)

- The total energy that can be produced on each hour must exceed the forecasted demand by a specified amount, \( R_t \), i.e., the generating capacity in reserve to be used if an unexpected event such as the failure of a plant or a large error on the forecasted demand happened.

\[ \sum_{i=1}^{n_g} P_{i,t}^M \cdot U_{i,t} + \sum_{h=1}^{n_h} PH_{h,t}^M \geq D_t + R_t \quad t = 1, \ldots, n_t \]  

(10)

- Minimum up and down times of thermal units. The minimum up time, \( UT_i \), is the minimum number of hours that the unit \( i \) must be functioning after starting. Besides, the minimum down time, \( DT_i \), is the minimum number of hours that the unit \( i \) must be shut-down after stopping.

\[ \sum_{k=0}^{DT_i - 1} (1 - U_{i,t+k}) \geq DT_i \quad \text{if \ unit \ } i \ \text{is shut-down at hour } t \]  

(11)

\[ \sum_{k=0}^{UT_i - 1} U_{i,t+k} \geq UT_i \quad \text{if \ unit \ } i \ \text{is started at hour } t \]  

(12)

Start-up and shut-down costs of realistic cases tend to reduce the number of shut-downs and start-ups to a minimum, making the minimum-time constraints useless in most cases. Moreover, the inclusion of hydraulic generation facilitates the fulfillment of the thermal unit constraints because the hydro units are faster in response and produce energy at no cost, i.e., the hydraulic energy will be strategically distributed among the hours of the scheduling horizon in order to avoid the starting of more thermal units than the strictly required.

As an example, Table 1 shows the number of constraints, binary and continuous variables of the above problem for a test system comprising 49 thermal units, 2 hydro units and the scheduling horizon embracing 24 hours.
Table 1. Dimension of the problem for a test system comprising 49 thermal units, 2 hydro units and 24 hours.

<table>
<thead>
<tr>
<th>Number of Constraints</th>
<th>Number of Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(2 \cdot n_g + 3 \cdot n_h + 2) \cdot n_t + 2 \cdot n_g$</td>
<td>Binary</td>
</tr>
<tr>
<td>$2 \cdot n_t \cdot (n_g + 2 \cdot n_h)$</td>
<td>Continuous</td>
</tr>
<tr>
<td>2642</td>
<td>1176</td>
</tr>
<tr>
<td></td>
<td>1272</td>
</tr>
</tbody>
</table>

3 The Proposed Genetic Algorithm

As presented in the previous section, the optimal scheduling of the electric energy production is a nonlinear, non-convex, combinatorial, mixed-integer and very large problem. Hence, there is no technique that would always lead to the optimal solution of the problem for realistic cases. In the last years, techniques based on heuristics, dynamic programming, linear mixed-integer programming and lagrangian relaxation have been applied to this particular problem. Techniques based on heuristics rely on simple rules that depends on the knowledge of power plant operators. Constraints of realistic problems are not properly modeled by dynamic programming approaches, and the number of required states increases exponentially, thus dealing to excessive computation times. Linear programming approaches cannot properly model neither the nonlinear objective function nor the nonlinear constraints, and crude approximations are required. Finally, the use of heuristic techniques is required by lagrangian relaxation approaches to calculate feasible solutions, deteriorating the quality of the obtained solutions. Consequently, new methods are still needed to obtain more optimal solutions to realistic problems. In this paper, a GA [5, 6] has been used to solve the scheduling problem due to its ability to deal with nonlinear functions and integer variables.

The proposed GA algorithm is used to compute the optimal on/off states of thermal units, i.e., the binary variables, while the optimal continuous variables, i.e., the hourly energy production of hydro and committed thermal units, are calculated solving a typical quadratic programming problem by a classical optimization algorithm in which the on/off states of thermal units are known.

Convergence characteristics of GA depend on several key implementation issues that are discussed in the rest of this section.

3.1 Codification of the Individuals

Each individual is represented by the on/off states of thermal generators during the scheduling period. Thus, individuals are represented by 0/1 matrices, with columns corresponding to time scheduling intervals and rows associated with thermal units. If element $(i, j)$ is equal to one, the state of thermal unit $i$ during time interval $j$ is on. Similarly, if element $(i, j)$ is equal to zero, the state of thermal unit $i$ during time interval $j$ is off.

3.2 Initial Population

Up and down ramp constraints of thermal units, equation (6), are a key factor in the convergence of the GA: if the initial population is strictly randomly selected,
ramp constraints lead to many infeasible individuals in the initial generation, which makes successive generations suffer from poor diversity, and the GA may converge prematurely. To assure that the initial population contains an adequate percentage of feasible individuals, initial on/off schedulings are randomly selected but modified to account for the minimum start-up and shut-down times imposed by ramp constraints. For example, if generator $g$, with a maximum down ramp equal to 100 MWh, is on at hour 3 producing an energy of 400 MWh, this generator would require 4 hours to shut-down and, consequently, the generator at hours 4, 5 and 6 should be on. The state $U_{g,3}$ is strictly randomly generated but the states for the following hours, $U_{g,4}$, $U_{g,5}$ and $U_{g,6}$, are given by

$$U_{g,3} = 1 \Rightarrow U_{g,4} = U_{g,5} = U_{g,6} = 1 \quad (13)$$

### 3.3 Fitness Function

The fitness function evaluates the quality of an individual of the population. In this case, the function is the inverse of the total production cost of the individual. The total production cost is obtained solving a quadratic programming problem by using a nonlinear Interior Point method [7–9]. An extra-high-cost fictitious generator is included to satisfy the system demand, equation (9). This fictitious generator generates the necessary energy that the rest of generators cannot produce to satisfy the demand of the customers. A penalty term proportional to the deficit in reserve requirements is added in the cost function aiming at satisfying the reserve constraint. Penalty terms only apply to infeasible individuals, which are consequently eliminated throughout the evolutionary process.

### 3.4 Selection Operator

To produce a new generation, parents are randomly selected using a tournament selection technique that selects the best individuals for reproduction. The probability of a particular individual being selected is in proportion to its fitness function, taking into account that the total generation cost, including possible penalizations, is being minimized. The individuals chosen to be parents are included in the following generation.

### 3.5 Crossover Operator

Children are obtained by adding the binary strings that results from random partitions of each row, as shown in Figure 1a. A column-partitioning procedure may also be applied (Figure 1b). This crossover operator is a particular case of the multipoint crossover operator. As rows are associated with the thermal units, the first approach yields the infeasibility of new individuals in terms of minimum up and down times, equations (11) and (12), while the second approach affects to the constraint of the demand (9) and the reserve (10). The crossover probability has been set to one, i.e., two individuals that have been selected to be parents are always combined to obtain a new individual.
In the final version of the GA, the crossover by rows has been chosen because start-up and shut-down costs of realistic cases, along with the inclusion of hydraulic generation, tend to reduce the number of shut-downs and start-ups to a minimum, making the minimum-time constraints useless in most cases. All rows are always combined to obtain a new individual, though probabilities could have been used to determine which rows should be combined.

3.6 Mutation Operator

Following the crossover process, children are mutated to introduce some new genetic material according to a pre-defined mutation probability. The gene to be mutated is represented by a randomly selected generator and time interval, element \((i,j)\) of the matrix representing a particular individual. The mutation implies changing the state on/off of the generator with some probability.

4 Test Results

The GA algorithm have been applied to several realistic cases based on the Spanish generation system, comprising 49 thermal units and one equivalent hydraulic generator, the scheduling horizon embracing 24 hours. Hourly system demand corresponds to a working day of 1998.

Table 2 shows the main parameters of the implemented GA.

Figure 2 shows the evolution of the fittest individual cost and the average cost of the generation throughout the evolutive process, with and without reserve requirements (figures 2a and 2b respectively). Obviously, reserve requirements lead to higher operating costs, both in the best solution (3152.71 and 3109.51 thousands of Euros, respectively) and in the average (3170.90 and 3132.02 thousands of Euros, respectively).

Figure 3 presents the optimal thermal and hydraulic generation, along with the evolution of the marginal cost during the scheduling period. The marginal
Table 2. Parameters of the proposed GA.

<table>
<thead>
<tr>
<th>Maximum number of generations</th>
<th>Size of the population</th>
<th>Probability of crossover</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Number of children by reproduction</td>
<td>Number of mutations of the best individual</td>
<td>Probability of mutation</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Fig. 2. Evolution of the best individual and average costs: a) reserve requirements considered; b) no reserve requirements considered.

cost represents the increment of cost when the system demand increases in one MWh, i.e., the hourly cost of the energy. Ramp constraints are only included in the second case (Figure 3b). Note that, when ramps are considered, a higher cost, fast-response generator is needed at hour 22 to satisfy a small peak of demand. As expected, the total operating cost is higher when ramps are included (3119.1 and 3109.5 thousands of Euros, respectively).

Figure 4 shows the optimal scheduling of a thermal generator, ignoring its ramp constraints (Figure 4a) and considering them (Figure 4b). Notice that ramps modify the optimal scheduling when the generator is starting and stopping. The penalty term imposed to the objective function when $U_{i,t} = 0$, forces the generator to adjust its output to the least possible value compatible with the ramp constraint (hours 15 and 16). Similar considerations apply when the generation is starting (hours 20 and 21).

Finally, Figure 5 shows the solution provided by the proposed GA applied to the optimal scheduling of 49 thermal units and two cascaded reservoirs with a delay of 10 hours and all the energy initially stored in the upstream reservoir. Note that the downstream reservoir 2 cannot start producing until water released by generator 1 arrives. The total available hydraulic energy cannot be used due to the hydraulic constraint and to the maximum power of generators.
Fig. 3. Optimal thermal and hydraulic generation: a) no ramp constraints considered; b) ramp constraints considered.

Fig. 4. Optimal scheduling of a thermal generator: a) no ramp constraints considered; b) ramp constraints considered.

Fig. 5. Optimal thermal and hydraulic generation of a case with two cascaded reservoirs and all energy initially stored in the upstream reservoir.

5 Conclusions

In this paper an evolutionary technique applied to the optimal short-term (24 hours) electric energy production scheduling has been proposed. The equations defining the model of the problem have been presented leading to a nonlinear
mixed-integer programming problem with a large number of real and integer variables. Some heuristics have been introduced to assure the feasibility of the solutions obtained by the GA, and key implementation issues have been discussed. Results from realistic cases based on the Spanish power system confirm the good convergence characteristics on the proposed GA.

Further research will be oriented to improve the modeling of realistic cases and to test other possible implementations of the selection, crossover and mutation operators.
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Abstract. In this article we discuss the problems related to the process of integrating a generic diagnostic tool in virtual environments for training. Virtual environments are suitable applications for training procedural tasks; however, they usually lack the tools to provide an educational dimension to the training. In this research we propose the use of DETECTive, a generic diagnostic tool, in order to facilitate the development of virtual environments which maximise the educational value of the training. We consider that usability of the integrated system is a priority issue. Therefore, we seek a balance between the cost of knowledge acquisition and reliability in the diagnostic phase. The virtual reality system educationally improved during this research is VIRTOOL, a virtual learning environment for machine-tool processes.

1 Introduction

Earlier studies [1] show that virtual environments are very useful tools for learning procedural tasks (e.g. use of machine-tools), and there are many examples of commercial products that have been developed [2][3]. One of the advantages of virtual learning is that the problems caused by practical training in real environments – for example, the availability of resources or the risk of accidents – are eliminated. Nevertheless, in general, the main educational contribution of these systems is that the learner can repeat training sessions in the virtual environment in a realistic way. Moreover, multiple sessions do not imply additional costs. However, virtual training environments, in addition to trying to reproduce reality in the most realistic way technically possible, must include added educational functions [4]. The educational capacity of the system may be improved by the use of intelligent tutoring techniques.

An Intelligent Tutoring System (ITS) is able to evaluate and guide students in their learning process. Thus, diagnosis of correct and erroneous knowledge acquired by the student becomes a key issue in order to obtain a suitable ITS behaviour. In declarative domains where only theoretical knowledge is assessed [5], the usual tests carried out are multiple-choice, fill-gaps and similar. On the other hand, in procedural domains, it is necessary to test the student’s abilities when they confront with domain tasks. In this case, the correct assessment of the student’s actions is entirely dependent on the degree of integration between the virtual environment and the ITS as it determines the quality of information about learner’s actions that is used in the diagnosis phase.
The implementation of a powerful diagnostic system able enough to diagnose the correctness of actions performed in a virtual environment is an arduous and complex task requiring a great deal of time. For this reason, this article focuses on the opportunities for adapting a generic diagnostic tool, which is able to provide information to an ITS, to the particular characteristics of a specific virtual reality system. Verifying the feasibility of this objective requires the actual problem to be analysed in two main ways:

- The design of the integrated architecture must allow students to interact with the diagnostic system, via the graphic environment. Appropriate monitoring and communication of the data handled must be the basis which guarantees the integration of the diagnostic module into other training systems.
- The usability of the system in the knowledge acquisition phase must be a priority issue. The intensive work involved in manually defining the domain represented in the virtual environment must be minimised. In addition, the proposed method to achieve it must be independent of the virtual environment.

The following sections 2 and 3 describe the principal characteristics of VIRTOOL and DETECTive, the tools used in this research. In section 4, we consider the problems related to the integration of both systems and the solutions devised. Some other applications are compared with our proposed method in section 5. Finally, in section 6, the conclusions reached are considered.

2 VIRTOOL

Within the framework of VIRTOOL project [6] a virtual learning environment has been designed and developed for machine tool processes (conventional and Computer Numeric Control) using interactive 3D graphics and Virtual Reality techniques. In addition to a simulator, the software integrates tools to help to define and generate new models of machinery and accessory libraries, as well as to prepare new learning resources for students in their learning process. VIRTOOL is the workbench used to facilitate the integration of DETECTive into a virtual environment.

Currently, the software is formed by four applications: Master, Generic, Case Generator and Machine. The first three applications are used in the pre-processing phase while Machine is the simulator that students use for training.

The generation of the virtual environments is performed in the pre-processing phase. Before the student can interact with Machine it is necessary to prepare and compile the data which will determine how the system subsequently behaves. The first step of the pre-processing phase in VIRTOOL involves the generation of new machine tool models (geometry and machine animations, functionality of handles, levers and buttons, configuration of machine parameters, etc.) The tool used in this step is Master.

The accessory libraries of the machine tools (previously constructed with Master) are defined in the second step using Generic. For example, some accessories are cutting tools, tool holders and assembly tools.

Finally, the teachers define the exercises using Case Generator. This application takes the data generated in the previous steps and helps the teacher (instructor) to define the objective and the solving plans of each exercise. The tool minimises the
amount of data to be introduced by reusing procedures from its library. It is crucial to find a suitable balance between the quantity of data used and the accuracy in the diagnosis. An application capable of performing very accurate diagnoses, but which requires the definition of an excessive amount of data to achieve the desired function, would not be useful.

Once the pre-processing phase has been concluded, the student performs the assigned tasks on Machine (Fig. 1) by means of 2D and 3D methods.

![Fig. 1. Interface of Machine.](image)

VIRTOOL includes a diagnostic module inspired in a simplified plan recognition technique [7][8]. It has been designed to verify progressively the feasibility of integrating the generic diagnostic tool into a virtual environment. The module checks whether the parameters and the execution order of the procedures performed by the student fit the teacher’s definitions. Errors detected during the analysis will produce multimedia feedback, accompanied by didactic resources which may help the student to reach the task goals.

### 3 DETECTive

DETECTive [9] is a generic diagnostic tool, specially for procedural tasks, provided by a knowledge acquisition tool, KADI [10]. In addition, DETECTive can cooperate with an intelligent tutor. Thus, it has been embedded in IRIS-D [11] (an ITS authoring tool), and the development of ITS-based systems has been facilitated.

The kernel of DETECTive is responsible for the diagnosis and evaluation of the student’s actions and analyses each procedure performed on the training environment. In order to accomplish this, the instructor must have previously defined the functional domain using KADI. This knowledge acquisition process has two phases:
• Definition of the performance domain: the instructor must define the set of objects represented in the virtual environment and the actions that students can perform. DETECTive has a meta-conceptual level with the necessary class specifications to accomplish this, e.g., concept, object, procedure, etc.

• Definition of the procedural tasks: The instructor defines situations in which the performance domain components (objects, procedures, ...) have to be used in order to achieve an objective. These situations are represented by means of procedural exercises. The review of the exercise solving steps performed by the students provides information about their knowledge level. To facilitate this assessing process, the instructor must specify the solving knowledge which include most frequent solving plans, order deviations and typical errors.

DETECTive combines three diagnostic techniques (Fig. 2): plan recognition, plan adaptation and domain-based diagnosis. Firstly, DETECTive tries to match the steps of the student’s answer with the solving plans defined by the teacher in the knowledge acquisition process. When the student’s actions do not fit the defined plans, these are adapted taking into account the order deviations. However, it is very likely that the steps performed by the student in the 3D environment do not fit into any of the solving plans (neither predefined by the instructor nor adapted by the system). In this last case, the diagnostic process is completed by analysing the current status of the performance domain, i.e., the current state of the domain objects and procedure preconditions. However, if the domain is complete and well defined, this last technique is better suited to a virtual environment in which the students play with freedom.

![Fig. 2. DETECTive diagnostic process.](image)

In general, when executing a domain-based diagnosis, DETECTive cannot guarantee the accuracy of its results since they are not based on a teacher-defined plan and the functional domain may be incomplete. However, as the domain representation of the virtual environment implies implicit constraints, this effect is minimised and so reliable diagnostic results are obtained.

4 Integration Process

This section describes a proposal to integrate DETECTive and VIRTOOL. It offers a generic solution to the communication problem between the virtual environment and DETECTive, which can be adapted to other virtual environments.
Firstly, the problem of integrating DETECTive and VIRTOOL is addressed. Here, we discuss two main subjects: communication between the applications and interpretation of the actions performed in the virtual environment (in order to supply DETECTive with the information to diagnose the students’ answers). Secondly, this section shows the basic features of the proposed design to unify the knowledge acquisition tools.

4.1 Integration Problems

The initial premise of the integration process corresponds to data sharing among subsystems: while VIRTOOL must be capable of simulating, for example, a milling machine, DETECTive must understand the data used in this simulation in order to be able to diagnose the actions performed by the student.

The success of the inter-application communication process mainly depends on two initial decisions: what is the most appropriate architecture for managing the shared data and how the flow of information produced during the training sessions is going to be managed.

The architecture designed to integrate the systems must avoid to limit to the control capabilities of the simulator. For this reason the data required by each system are kept separate and a communications protocol ensures data consistency is maintained. Protocol messages can initialise and monitor the training session, notify the execution of procedures at the simulator and report the results of the diagnostic process. In addition, the communications protocol is responsible for providing flexible communication channels so that DETECTive can transparently interact with the students via the virtual environment.

Another main issue to be solved by the integration process is the interpretation of actions in the virtual environment. It is necessary to establish a connection between natural language terms which represent the instructor’s knowledge (the names of procedures used by DETECTive) and the data structures which represent the same concepts visually in the virtual environment (Machine). The reason is because DETECTive assumes that the simulator knows the name of the procedures performed by the student. However, it is often difficult to establish the relationship between the name of a procedure stored in DETECTive knowledge base and the visual event. The difficulty arises from the procedure grain, i.e., the quantity of data generated at the user interface that determines the name of a procedure. Intuitively, this difficulty is due to the fact that the instructor is able to describe actions of greater or lesser complexity by using a simple name. For example, the procedure “turn the crank” is a fine-grained procedure because it only comprises rotating the crank object (a very simple procedure to detect in VIRTOOL). However, the procedure “planing” is a coarse-grained procedure because this operation involves the manipulation of a concrete tool and several cranks in a specific way (a large number of variables must be verified in order to interpret the action). DETECTive does not specify the grain size. Therefore, the developer who integrates the systems must impose the procedure constraints in accordance with the technical possibilities of the 3D environment. Also, we should take into account that the finer the grain, the more refined the diagnostic will be.
In a virtual environment integrating DETECTive, “A procedure is the action performed on domain elements which is determined univocally from the state of a set of attributes”. The control module designed (Fig. 3) determines the names of procedures using the state of the environment. Once the name of the procedure has been determined, it is transmitted to DETECTive for its diagnostic process.

VIRTOOL applications have been progressively modified in order to verify the viability of integrating DETECTive. VIRTOOL’s original knowledge base was changed for reproducing the type of data handled by DETECTive, so that data communication requisites were common. These changes allowed to gradually evaluate DETECTive’s architecture and to extrapolate results from the evaluation of VIRTOOL performed with students. This process revealed some improvements required by the diagnostic system. Primarily, the domain based diagnosis ought to be reinforced, in order to address better this aspect. Moreover, it is also necessary to add spontaneous procedures to identify changes in the virtual environment which have not been produced by student actions. Although they should not be directly analysed by DETECTive, they modify attributes which, in fact, are used to diagnose subsequent learner’s actions.

4.2 Unification of the Knowledge Acquisition Tools

Experience says that instructors spend a large amount of time to complete the knowledge acquisition phase. Although existing tools facilitate this work, the manual definition of the functional domain for a virtual training system (order deviations, typical errors, solving plans, …) is an arduous task which should be simplified. In this sense, DETECTive requires an extension of the functionalities provided by KADI.

The inherent complexity of a generic diagnostic system, which is, in addition, integrated into a virtual environment, increases the likelihood of designing incomplete domains. An incomplete domain is a common cause of later errors in the diagnostic process.
There are domain data generated in the VIRTOOL pre-processing phase (with Master and Generic) which are also necessary for DETECTive, so that the knowledge acquisition process would have to be performed twice.

To avoid the above mentioned problems, the developer who integrates DETECTive with the virtual environment must achieve a previous process: the characteristics and constraints of the virtual environment, once they are defined, must be also defined in DETECTive in order to fit its representation capabilities to the specific characteristics of the virtual environment. So, the developer builds knowledge templates by using KADI to represent the DETECTive objects which can be manipulated on the simulator. The templates define the common characteristics of the objects and specify the constraints which the instructor must respect to define new elements. For example, to author a template where the parameters of a milling machine (e.g. power, cutting speed) are represented, the developer has to specify a constraint to prevent the instructor from defining more parameters than those ones defined in Machine.

Once the templates have been defined, the knowledge acquisition task that the instructor has to carry out is simplified as follows:

- **Benefits in the acquisition of the performance domain (except for procedures):** machines and tools are the elements of the VIRTOOL domain which the instructor has to represent in DETECTive. The definition of these elements are made, also in the pre-processing phase of VIRTOOL, using Master and Generic. These tools communicate with the DETECTive knowledge management system by using the communications module (the same Machine uses to communicate with the diagnostic module). In this way, the instructor’s task is simplified by introducing data only once. In addition, the information the instructor has to provide is determined by the knowledge templates of DETECTive.

- **Benefits in the acquisition of procedures and solving plans:** the definition of new procedures and exercises will be achieved through the direct manipulation in the virtual environment by using Machine instead of Case Generator. The instructor performs actions in Machine and the control module tries to interpret them. If the procedure name of any executed action is not available, the teacher will define it explicitly. In order to acquire the solving plans of the exercise, the instructor performs an initial demonstration of its solution and refines it gradually adding order deviations, typical errors and so on. The interface of Machine must be extended for the acquisition of procedures and exercises in order to allow defining simple and compound procedures, order deviations, correct and erroneous solving plans, etc.

As a result of this knowledge acquisition process, we obtain two different views of the domain from an only task: the simulation knowledge used by VIRTOOL and the educational knowledge for DETECTive. The instructor can complete the domain definition by using KADI when it is needed.

The development of the acquisition system is still in an early stage. However, it has already been possible to draw some conclusions. The exercise acquisition system using demonstrations facilitates the definition of solving plans, but it must be improved to facilitate the acquisition of order deviations. However it may result simpler to define order deviations using KADI.
5 Educational Virtual Environments

This section contains a description of some of the educational tools used in the computer-assisted learning area that use similar techniques to the ones we propose. We focus on their procedural diagnostic capabilities, collaboration with 3D environments and knowledge acquisition methods.

RIDES and VIVIDS [12][13] are applications for authoring interactive graphical simulations with automatic support for diagnosing student actions. RIDES works with 2D graphics, while VIVIDS (an extended version of RIDES) can also use VISTA, a 3D virtual environment. In this environment, the autonomous agent STEVE interacts with the student and participates in the course of each training session. The authoring process with VIVIDS entails two main stages. Firstly, VIVIDS provides tools to build a prototype 2D model of the simulation. Then, it is gradually refined in coordination with the 3D browser. Synchronisation is performed using ToolTalk, an interapplication messaging system. VIVIDS manages the data necessary to simulate devices, whereas VISTA only displays them in the 3D environment. In our case, instead of creating object simulations, we share this responsibility with the virtual reality environment and focus on the integration of the generic diagnostic system. On the one hand, we try to take advantage of the diagnostic abilities in different domains and, on the other hand, to profit from the benefits of the simulation of different virtual environments. We consider that the RIDES and VIVIDS architecture could make difficult to reuse any of their components in other virtual reality systems, since low level control of the simulated devices may restrict the control capabilities of the simulator.

Diligent [14] is the system which learns procedural knowledge for the autonomous agent STEVE. Diligent uses the simulator itself to acquire this knowledge through a combination of programming by demonstration, autonomous experimentation and direct specification. The system assumes that the simulator can be externally controlled by sending commands to it in order to produce the same results as an instructor managing it in person. The knowledge acquisition task is greatly simplified, but we believe that requiring total control of the simulator via commands is a rigorous requirement in order to integrate different types of virtual environments.

It is also worth noting the authoring tool DEMONSTR8 [15], which builds model-tracing based tutors for arithmetic domains. In this respect, it resembles the original proposal of VIRTOOL. Although it is possible to use model-tracing in other domains, it is more appropriate to complement it with other techniques in order to obtain more accurate diagnoses.

IITSAT is an ITS authoring tool used for building training systems for different domains (military [16][17], flight training). The diagnostic system is dependent on training scenarios. Although this paper focuses on diagnosis, it is important to consider the experience of integrating IITSAT into graphical applications, some of which have been previously developed.

6 Conclusions and Future Work

The architecture presented in this article allows to employ DETECTive as a diagnostic kernel integrated in virtual environments. The developed communications module
allows VIRTOOL and DETECTive to interact independently of their internal structures involved in the diagnostic process. The tests performed with students have been satisfactory; the generic nature of the knowledge base is maintained while the system interprets the actions of the students and links them to the elements defined in the knowledge acquisition phase. The procedures and exercises are defined through demonstrations in the virtual environment. The problem arises in defining deviations which may require a high number of demonstrations by the instructor. Referring that, we consider it is preferable that the definition of the functional domain be as complete as possible and the order deviations are built incrementally from results of task diagnostic—this is something already envisaged by DETECTive.

We have two current areas of study. The first one involves the evaluation of the real improvements offered by DETECTive in comparison with the original VIRTOOL system. In order to accomplish this, it will be necessary to analyse the DETECTive performance integrated in the virtual environment. Additionally, the time reduction in the knowledge acquisition phase will be evaluated, as well as the reliability of the acquired knowledge (novice users of the tool will have worse results). The interaction between the students and the tool (especially in the diagnostic process) will also be studied.
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Abstract. In this paper we present TAPLI, an adaptive web-based learning environment for Linear Programming. TAPLI is in fact a set of adaptive tools offered in a web-based learning environment: a) an adaptive hypermedia component, that is responsible of presenting the learning contents; b) a testing component, based on the SIETTE system (that implements Computerized Adaptive Tests using Item Response Theory as inference machine to estimate the student’s knowledge level); and c) a drill-and-practice component, which generates exercises adapted to the student’s knowledge level, and which coaches students while solving the problems posed by the system, offering guidance, support, help and feedback. The estimation of the student’s knowledge level made by SIETTE is used by TAPLI as a basis to provide adaptation at all stages of the learning process: while learning the contents, while making tests, when being proposed an exercise and while solving it. Additionally the system provides an open student model that allows to inspect in detail the state of his/her knowledge at any time and to change the learning goals at any moment during the interaction with the system.

1 Introduction

The maturity and increasing availability of the Internet has presented new opportunities and challenges for the Education field. The development of adaptive web-based educational systems (AWES) can be of great help in the teaching and learning process, providing world-wide accessibility and timeless availability.

First efforts to develop web-based educational systems tried to move existing Intelligent Tutoring Systems (ITS) to the web [5] or to use authoring tools for developing adaptive hypermedia systems (AHS) [4]. Since then, dozens of web-based educational systems have been developed, like ELM-ART, an award-winning web-based learning system for LISP [18] or Activemath, a web-based system that generates adaptive mathematical courses [10]. Many of the technologies traditionally used in ITS and AHS have been implemented in the existing adaptive web-based educational systems [3], but also new adaptive techniques have been developed and successfully integrated into modern AWES.

The main goal in the research work presented here, was to use the web and adaptive technologies to create TAPLI1. It stands for Tutorial Adaptativo de Programación

---

1 A short version of this paper was presented at ICWE’03 [12].
Lineal in Spanish, and it is available at http://www.lcc.uma.es/tapli. TAPLI is a web-based learning environment that can help students to learn Linear Programming. The most popular algorithm to solve Linear Programming problems is the Simplex algorithm (Dantzig, 1940), which is an iterative procedure that finds the optimum of a linear function subject to a number of linear constraints.

In adaptive hypermedia systems, adaptation is usually provided by two well-known techniques: adaptive navigation support (ANS), which helps students to find an optimal navigation path by using techniques like link annotation and disabling or direct guidance, and adaptive presentation, which adapts the page content to user’s characteristics like knowledge, goals, experience, learning style, etc. Almost all web-based adaptive educational systems implement these techniques, which are also present in TAPLI, that, as explained in section 3.1, offers guidance (by means of the recommendations provided), link hiding and text hiding.

Other ways of adaptation provided in TAPLI, adaptive testing and adaptive problem generation, are not so common within adaptive educational systems. It is hard to find web-based systems that implement adaptive testing using psychometric theories like Item Response Theory (IRT) [15]. Examples of these kind of systems are Hyper-tutor [6], Hezinet [14] and some commercial tools like CATGlobal [13]. Other systems implement adaptive testing at a much more basic level (for example ELM-ART [18]). Adaptive problem generation is even harder to find (see [2] for a complete review of systems and issues).

This paper is structured as follows: in the next section we briefly present the history of TAPLI, which has been developed from our experience in other systems and tools. Section 3 is devoted to a complete presentation of the system. The paper finishes with some conclusions and future research directions.

2 Preliminaries and Tools

In the development of TAPLI, our previous research on Artificial Intelligence in Education has been of great help: namely, the lessons learned in the development of previous tools to assist in the teaching of Linear Programming, as EPLAR and ILESA; our studies about generation of problems in web-based tutors [2], and our experience in web-based adaptive testing [7].

The development of tools to assist in teaching Linear Programming has always been a focus of interest for some members of our research group that teach this subject in the University of Málaga. The first experience was EPLAR [11], which was just a problem solver that our students found quite useful because it allowed them to check the solutions of the exercises proposed during the course. However, we felt that much more could be done. The simplex algorithm has some characteristics that make it a specially suitable domain to be taught in a virtual environment: first, the learning of this domain is strongly based in acquiring problem solving skills; second, the procedure consists in a series of simple steps that have to be performed in certain order, feature that facilitates the model tracing task; third, the generation of problems at the right level of difficulty can be accomplished quite easily and finally, the different types of errors can be easily identified and corrected.

Our next step was the development of a web-based tool that provided coached problem solving [16], which has proven to be a very effective style for instruction.
This tool was called ILESA [9], and it was capable of coaching students while solving a problem and also to generate problems at the right level of difficulty based on the student model. The results obtained with ILESA were very encouraging, as the capability of generating problems was quite unique within web-based systems at the moment. Future research aimed to the construction of a virtual environment that was not just a drill-and-practice tool, but also a place where the theoretical concepts could be acquired.

At the same time, other members of the group were involved in the development of the SIETTE system [7]. SIETTE is a web-based testing tool (available at http://www.lcc.uma.es/siette) that can be used by teachers (to edit tests for any subject domain) and students (to assess themselves on line). Tests generated by SIETTE are Computerized Adaptive Tests (CATs) [17] based on IRT. The operation mode of a CAT is the same used by a teacher: a question (named items in IRT) is posed to student. If it is answered correctly, a more difficult item is posed, else an easier item is presented. These adaptive techniques used in SIETTE result in shorter and more accurate tests, as shown in [8]. Test items can contain images, videos or java applets, making it a powerful tool that allows the use of tests to evaluate declarative and procedural domains. SIETTE can also be used as an autonomous tool or as a diagnosis module of other AWES.

It was then quite natural to use the SIETTE tool to define adaptive tests for the Linear Programming domain. In this way, a reliable and fast evaluation tool could easily be integrated in the web-based environment. The next challenge was to use the SIETTE system not only to evaluate the student with tests, but also to coach students during problem solving and to evaluate the results of the problem process. To this end, the possibility that SIETTE offers to define questions by means of java applets [1] has proven to be extremely useful. Java applets have been implemented for each of the steps of the simplex algorithm. These java applets are also capable of detecting student mistakes, offering feedback and help, and evaluating the problem solving process. The estimation of the student state of knowledge is always made by SIETTE, and based on this estimation the system is capable of generating problems at the right level of difficulty. How this is accomplished will be described in more detail in section 3.3.

3 The TAPLI System

The TAPLI system (Figure 1) is in fact a set of components that have been integrated in a single learning environment: a) an adaptive hypermedia component, that is responsible of presenting the theoretical concepts and examples; b) a testing component, that evaluates the student knowledge on each of the topics in which the domain has been decomposed, and c) a drill-and practice component, where students can solve problems while being coached by the system. Together, all these tools constitute a complete environment for learning Linear Programming. They are coordinated by an instructional planner, which is responsible of selecting the next component that will be used by the student in his learning process. The instructional planner uses the information provided by the student model to take this decision. The student model stores all the information obtained or inferred about the student. This information is stored in the student models repository. As a result, any time a student begins a learn-
ing session in TAPLI, the instructional planner will recover all data from his previous sessions. The remaining components of this architecture will be described in more detail in the next sections.

3.1 The Adaptive Hypermedia Component

This component has been designed so students that cannot attend lessons are able to learn the main concepts and techniques for Linear Programming. The curriculum has been organized into six topics.

TAPLI is an adaptable and adaptive system, because some characteristics are adapted according to information provided by the student while some others are adapted based on information gathered by the system during student’s interactions. The information used to provide adaptation in TAPLI (student’s knowledge, learning goals, visited pages, etc.) is stored into the student model. Next we will describe which characteristics of TAPLI are adaptable and adaptive.

- **Adaptable characteristics.** When the student connects to TAPLI, he/she has to provide some information (name and password) so the system can create his/her student model. Also some personal learning characteristics are included in the model like topics of interest (learning goals\(^2\)) within the domain of Linear Programming, and type of knowledge that wants to be acquired (theoretical and practical or only practical). According to this characteristics, the system will adapt to the student. Learning goals are used to adapt the suggested navigation structure (i.e., the recommendations provided by the system), and also to hide links to tests that evaluate topics that are not learning goals. However, text pages related to topics that are not currently the focus of attention are not hidden. In this way, the student can take a look at them and change his/her learning goals accordingly. Strech-text techniques have been used so the system can adapt to the type of knowledge required by the student. In this way, the student that is

\(^2\) The learning goals can be changed by the student at any time during the interaction with TAPLI
only interested in problem solving will only see links to the theoretical proofs of the theorems, that can be followed if he/she is interested. It is important to say at this point that TAPLI has been implemented as an open environment. This means that it has the ability to recommend students which is the best thing to do at each moment (read a page, solve an exercise, take a test, see an example) but does not force the student to follow the offered recommendations. In this way, students can explore the whole environment with whole freedom.

- **Adaptive characteristics.** Some features are adapted according to relevant information inferred by the system, as the list of visited pages and student’s knowledge level. The list of visited pages is used to suggest which page the student should see next. Student’s knowledge level is estimated by the SIETTE system after the student takes a test or solves a coached exercise, and kept in the student model. It is used to suggest which kind of action the student should take next (take a test/solve an exercise). Once the student has visited all the pages, the next page to be visited is selected according to the information contained in the student model (among those that the student is ready to learn and have not been visited yet).

As an example, we show in Figure 2 a snapshot of TAPLI interface during a session. The interface is divided into two different parts: on the right we have a frame that presents the curriculum and which also has a window where recommendations are offered and two informative buttons: *Tu conocimiento*, that allows students to inspect their student model and change his/her learning goals; and *Mapa del web*, which shows a statistics of the visited pages, as can be seen in the lower windows of the figure. For this particular student, the system offers two recommendations: what to read next (*Pasos del Simplex*, i.e. Simplex steps), which is based on the visited pages; and what to do next (*Test del método gráfico*, i.e., take a test about the graphic method), which is based on the current estimation of student’s knowledge level. On the left side, the learning contents of the selected topic of the curriculum are shown.

### 3.2 The Testing Component

As explained in section 2, this component is based on the SIETTE system [7]. The testing component can be used at any time during the interaction with the system. The action *Take a test* is also recommended by the system whenever it is advisable. For example, for new students (to check their state of knowledge), whenever the student visits a page (to infer if the knowledge presented has been acquired), or when the student enters the drill-and-practice environment (to be able to generate problems at the required level of difficulty for student’s level of knowledge).

Different tests have been defined for each of the six topics the subject has been divided into (see the second window in Figure 2 for a list of these topics). Each of these SIETTE tests classifies the student in K=11 classes (from 0 to 10). So for example in Figure 2 the student has taken tests about two topics obtaining a grade of 5 out of 10 in each of these two topics. After each topic is evaluated, a global grade is computed as a weighted average of the grades obtained in each topic.
The communication of this component with SIETTE is based on URL calls from one system to the other with the proper parameters. Initially, the testing component sends to SIETTE: a) the set of topics to be assessed; b) the current estimation of student’s knowledge about these topics; c) the number of knowledge levels in which the student can be classified; d) the URL to which the results will be returned, and e) additional parameters to configure the test (item selection mechanism, finalization criteria, ...).

Once the evaluation has finished, SIETTE will invoke to the URL indicated, passing the new estimated knowledge levels of the student. With these data, TAPLI updates the student model, and uses this information to select the next best instructional actions to recommend.

3.3 The Drill-and-Practice Component

As explained in section 2, one of the major challenges in the development of TAPLI was to use the SIETTE system to allow coached problem solving in a
drill-and-practice environment. This has been accomplished by using one of the most powerful features of the SIETTE system, namely, the possibility to define questions by means of Java Applets.

Generation of problems for linear programming is an interesting issue that has already been discussed in [9] and [2]. The same techniques have been used here to generate problems at the right level of difficulty based on the current estimation of the student knowledge state.

In Figure 3 we can see the learning strategy used in TAPLI for acquiring problem-solving skills:

In this learning strategy we can see that the problem-solving procedure has been decomposed in basic skills (round nodes) and types of problems (square and shaded nodes). The graph show which skills are necessary for solving each of the eight different types of problems. For example, square node 1 shows that to be able to solve a maximization linear programming problem with unique solution, it is necessary to have skills 1 to 7. The levels are cumulative in the sense that each level of problems require also to be able to solve problems of all the preceding levels. So, for example, to be able to solve problems in node 6, it is necessary to have all skills required for problems 1 to 5, and also skills 11, 12 and 13. Therefore problems in level k are considered to be more difficult than problems in level k-1. In SIETTE, this corresponds to assigning increasing difficulty parameters to each level. Also, problem levels are used to estimate student’s knowledge state by identifying it with the last problem level that the student is able to solve. Therefore, in this drill-and-practice component the number of classes K in which SIETTE classifies the students has been set to be K=8.

Different applets have been defined for each of the basic skills. The problem solving procedure is totally guided by a sequence of the adequate applets. As an example, we show in Figure 4 an applet where the student has to introduce basic variables in a problem which has been automatically generated by TAPLI according to his/her knowledge state.

![Fig. 3. Learning strategy in TAPLI.](image-url)
As it can be seen in Figure 4, there is a button Ayuda that the student can use to ask for help, which will be shown in the corresponding window (Zona de ayuda). Also, if the student makes a mistake the system will provide feedback to help in overcoming the impasse. It is important to say that both help and feedback are somewhat penalized by the system. If the student exceeds a maximum fixed number of help and feedback messages, the system will consider that he/she has not been able to solve the problem by himself/herself. Tough it certainly would be interesting to inform students that the use of help is penalized, we have not taken this option, mainly because we do want students to use feedback in this part of the system that is conceived as a practice environment and not as an evaluative component. Problems are evaluated by the applet itself: the student’s problem solving procedure is classified as correct (if the correct solution has been achieved and the maximum number of required hints and feedback has not been reached), or incorrect (if the student was not able to solve the problem or needed too much help from the system), which also passes the result to SIETTE. In this way, for SIETTE, these exercises are just like any other test item, which is evaluated to be classified into one of the categories pre-established at the beginning of the test. Depending on the correctness of the solution, SIETTE will return information to update the student model. These data will be used to select the next best type of exercise to be posed next. Then another problem is automatically generated and posed.

This procedure has the advantage that SIETTE is totally responsible of updating the student model and of selecting the type of exercise to be posed next. This is very convenient because, as explained before, SIETTE uses theoretically sound methods (based on IRT) for both procedures.
4 Conclusions and Future Work

In this paper we have presented the TAPLI system, which is an adaptive web-based learning environment for Linear Programming. This system has three different educational components: an adaptive hypermedia component, where the learning contents are presented; a testing component, where students can be evaluated using CATs based on IRT; and a drill-and-practice component, where students can solve problems coached by the system. The two last components has been implemented reusing a well-founded assessment system (SIETTE).

The TAPLI system presents three different kinds of adaptation. First, the adaptive hypermedia component is able to provide adaptation in several ways: adaptive navigation support is achieved by direct guidance (recommendations) and by link hiding, while adaptive presentation is achieved by hiding parts of the text. Second, the test component offers adaptive tests to evaluate students. Finally, the generative capabilities of the system provide adaptation by problem generation and by personalized assistance during the problem solving process, which are indeed two innovative adaptation techniques for AWES.

A fully working version of TAPLI is currently available at http://www.lcc.uma.es/tapli. However, further work is needed in two different directions: First, there are certain improvements in the system that we would like to make, like to increase the range of adaptive techniques and using more elaborate student models. Once these enhancements are accomplished, it is indispensable to conduct formative evaluations with students, in order to see if TAPLI does indeed increase the rate of effective learning. To this end, a control group will use the system in their learning process while their classmates receive traditional teaching, and then the performance of both groups will be compared. Currently, students of Operations Research of the Computer Science School of the University of Málaga have been using the system through the web page of the subject with satisfactory results, but we do need a carefully designed evaluation whose results can serve to guide us in the development of better versions of the system.
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